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Abstract

We introduce the explosion problem for semilinear elliptic and
parabolic PDEs. The explosion problem is a question of existence
of nonnegative solutions to —L¢ = Ag(z, ¢) and nonnegative global
solutions to 9:¢ — Lo = Ag(z, t, ¢). Under certain conditions there
is a A* > 0, called the explosion threshold, for which A < \* im-
plies a solution exists, and A > A* implies no solution exists. In
this paper we focus on the one-dimensional elliptic case. Our main
result is the explicit calculation of the explosion threshold A* for
the one-dimensional autonomous flow-free problem —¢"” = Ag(¢).
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1 Introduction

1.1 The explosion problem

In its most general form, the explosion problem is a question about positive solutions to semilinear
elliptic PDEs of the form
{ —Lop=Ag(xz,¢) z€Q (1.1)
o(x) = f(x) x € 09 :

and parabolic PDEs, possibly with different types of boundary conditions, of the form

¢ — Lo =Ag(z,t,9) (x,t) € 2x(0,T)
¢(x,0) = f(x) (2,0) € Q x {0} (1.2)
o(x,t) = b(z,t) (z,t) € 09 x (0,T).

We would like to understand under what conditions these PDEs have solutions, have unique,
maximal, or minimal solutions, what kind of regularity solutions have, and fast numerical schemes
to compute solutions when they exist.

An interesting observation is that PDEs of the form (1.1) or (1.2) often exhibit dichotomous behavior
depending on whether the positive parameter \ is large or small. In particular, under certain
conditions, there exists a critical A* > 0, called the explosion threshold, such that

(a) in the elliptic case, for all A < A* the problem (1.1) has at least one nonnegative solution,
while for all A > A\* there are no nonnegative solutions to (1.1), and

(b) in the parabolic case, for all A < A* the problem (1.2) has at least one nonnegative solution
which is global in time (T = c0), while for all A > A\*, any solution to (1.2) blows up in finite
time.

Later we will be precise about the exact assumptions we will need for the one-dimensional case.
For now, we provide generic assumptions which are commonly seen for the higher-dimensional case.
Frequently,  is taken to be a bounded, open, simply connected domain in R? with smooth bound-
ary. Positivity, monotonicity, and convexity assumptions are made on g, as well as fast growth
conditions. For the case g = g(¢), fast growth usually means one of ¢'(s) — oo, ¢(s)/s — oo, or
I ﬁ ds < 0o, and the canonical examples to keep in mind are g(s) := e® and g(s) := (1+ s)? for
p > 1. The linear operator L is typically taken uniformly elliptic of the form L := A —u -V for a
smooth divergence-free vector field u which is tangential to 9€2. In this situation, one may view the
elliptic and parabolic problems respectively as steady-state and time-dependent advection-diffusion
systems in an incompressible fluid with nonlinear source terms.

The existence of the critical \* for the elliptic case was largely developed by Keener and Keller
[16], Joseph and Lundgren [13], and Crandall and Rabinowitz [5]. As for the parabolic case,
Sattinger showed in [22] the relationship between lower and upper solutions of the elliptic problem
and global solutions to the parabolic problem. Namely, if ¢ and ¢ are lower and upper solutions
to the elliptic problem respectively, then for any continuous initial data ¢ with ¢ < ¢ < ¢, there
is a global solution to the parabolic problem with initial data ¢ which stays bounded between ¢
and ¢. Moreover, [22] also showed that with zero boundary conditions, if there is a global solution
¢ to the parabolic problem with initial data ¢ := ¢, where ¢ is a lower solution to the elliptic
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problem, then ¢ quS as t — oo, where q~5 is a solution to the elliptic problem. Note that since g
is assumed to be positive, ¢ := 0 will always be a lower solution to the elliptic problem, so the
previous statement can at least be applied in this case.

More recently, effort has been spent to understand how mixing with different incompressible flows
affects the explosion threshold. Intuitively, the explosion threshold exists because hotspots develop
in the fluid. When X is large, these hotspots become so hot that their existence would imply that
the solution to the elliptic problem must be ¢ := +o00 everywhere. This also gives reason to why
we focus mainly on divergence-free flows. If we were allowed to compress our fluid towards a
point, surely we could make a hotspot as hot as we want. Amongst incompressible flows however,
compression towards a point is not possible since divergence-free flows preserve volume.

Furthermore, stirring by an incompressible flow u is actually known to improve diffusivity in the
sense that the principal eigenvalue i1 [u] of the problem

—AP* 4+ u- Vo = pplulp* =€
% (x) =0 x € 00

is never larger than the corresponding p1[0] for w := 0. From this intuition we may expect that
the explosion threshold A\*(u) with stirring by an incompressible u is always larger than the
explosion threshold A\*(0) with no stirring. Novikov showed in [19] that when  is a ball, indeed
A*(0) < A*(u) for incompressible flows w. Surprisingly, this does not appear to be the case when 2
is not a ball. Kagan et. al. showed numerically in [14] that in a long thin rectangle with g(s) := e®
there is an incompressible v with A*(u) < A*(0). Furthermore, Iyer et. al. showed in [12] that
with g(s) := 1, unless Q is a ball, there is an incompressible u which creates hotspots in the
sense that ||¢"| . > H(ﬁOHOO. In [3], Berestycki et. al. studied how much stirring can change the
explosion threshold. In particular, they presented bounds on A*(u) that are independent of the
advecting flow u, and they characterized when the explosion threshold tends to oo under fast stirring.

In this paper, we take steps towards explicitly computing the explosion threshold by looking at the
one-dimensional autonomous flow-free case —¢” = Ag(¢). In this specific case, we will be able to
completely characterize solutions to the differential equation, and doing so will allow us to give a
formula for the explosion threshold A*. It is our hope that the ideas in this paper will be generalized
or applied in such a way as to uncover a formula for \* in the higher-dimensional cases.
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2 The one-dimensional flow-free case —¢" = \g(¢)

2.1 A formula for \*

We direct our attention to the one-dimensional case. Say € := (a,b) with a < b. In one dimension,
the only divergence-free u are constants, and of these only w := 0 is tangential to 0€2. Hence we
will consider the explosion problem for

—¢" =Xg(¢) x € (a,b)
{ o(x) =90 z € {a,b}. (2.1)

We claim that we can go so far as to provide the form of any nonnegative solution ¢ of (2.1), if one
exists, for any non-constant, continuous, increasing, convex g : [0,00) — (0, 00), and that this will
allow us to explicitly compute A\*. First we need a regularity lemma about solutions to (2.1), then
we state the main theorem.

Lemma 2.1. Any solution ¢ of (2.1) satisfies ¢ € C*([a,b]) so that —¢" = Ag(¢) holds on [a,b].
Moreover, if g € C*([0,00)) for k >0, then ¢ € C**+2([a,b]). The only assumption on g we require
for this lemma is continuity.

Theorem 2.2. There is A\* > 0 such that for all A\ < X\* the problem (2.1) has a minimal nonnegative
solution, and for all A\ > \* the problem (2.1) has no nonnegative solutions. Furthermore, \* is
given by

A" =sup H(G7(k))? (2.2)

k>0 (b —a)?

where

Glu) = / Cg(s)ds, Hi(y) = / wﬁuic(u)

and when A < \*, ¢ solves (2.1) if and only if ¢ is given by

o(x) := Hy {(V2NT () (2.3)

where . )
—a +a
T(x):= — |z —
@)= "5 o= 1
and k > 0 is a solution to 5
=" _H, (G (k)% 2.4
A= GG 0) (2.4)

Moreover, all nonnegative solutions ¢ are in C*([a,b]), and if the right derivative g/ (s) — oo as
s — 00, then a nonnegative solution with A = \* exists.

Theorem 2.2 gives us both a method of computing A\* and a method of finding explicit solutions
to (2.1). Each solution to (2.4) gives a distinct solution to (2.1), so we may convert the problem of
counting solutions to the differential equation (2.1) to finding solutions of the equation (2.4). We
postpone the proof of lemma 2.1 and theorem 2.2 in favor of giving two examples that illustrate
how the theorem can be used.
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2.2 An example computing \*

Consider the case g(s) := e* and Q := (0,1). We claim that \* = 8L2, where L ~ 0.66274 is the
Laplace limit constant, the unique real solution to the equation

Lexp(v1+ L?)

1+vV1+L2

Numerical simulations show that \* ~ 3.51383 ~ 8L?, and if we plot against 2H},(G~1(k))? we find
a convincing confirmation.

2H (G 1(k))?

8L2 /\

k

Figure 1: Counting solutions of —¢” = Ae®. Each intersection corresponds to a solution of (2.1),
two for the lowest line, exactly one for 82, and none above.

We proceed to prove what figure 1 suggests. We compute

G(u) = / e’ ds = e" — 1, G_l(k) = IOg(k + 1)7
0

and
y du
Hy(y) = / ——
0o Vk—(er—1)
2 [k [k —(ev —1
= NCES <arctanh Pl arctanh k(i—l)>
SO
Hi,(G7Y(k)) = 2 arctanh R
F CVE+1 E+1

Differentiating in k gives

d . B 1 [k+1 [k
o [Hp(G71(k))] = TENEEE ( k arctanh k+1>
[kE+1 |k

T = arctanh m

which is 0 when
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w2—1"
has a unique positive solution because w — w is increasing from 0 to oo, while w — cothw is
decreasing. Thus we have uniquely determined a w and corresponding k. Plugging this k& back in,
we find

Setting w = 1/% we have w = cothw and k = ——. We note that the equation w = cothw

2 1 2
Hi(G7'(k)) = —=arctanh — = ——= = 2y/w? — 1
k( (k) w\/Earcan 0w Tr w

so by theorem 2.2

2
= (2Vw? - 1) =8(w? - 1).
N = oo @Vu? — 1) =8’ - 1)

In order that \* = 8L? we need that L = vw? — 1. We check that v/w? — 1 satisfies the defining
property of L,

Vuw? —Texp(1/1 + (Vw? —1)2)

1+ 4/14+ (Vw? —1)2
— 1+ w=+Vw?—lexp(w)
— (w+1)? = (w? — 1) exp(2w)
<= exp(w)(w — 1) = exp(—w)(w + 1)
= cothw =w

which we know is true, hence our claim follows.

2.3 An example with no solution for A = \*

In this section we show that it is possible for no nonnegative solution to (2.1) with A = A* to exist.
Take g(s) := 1+ 2s and Q := (0,1). We start with intuition and then use the theorem 2.2 to prove
our claim rigorously. The ODE in question is

— ¢ = A(1+20), (2.5)
and the “general solution” of (2.5) is
1
() = c1 cos(V2A\x) + e sin(V2Az) — 3
Solving for the constants by applying boundary conditions gives

() = % (cos(V2Az) + (csc(V2A) — cot(V2N)) sin(v2Az) — 1) (2.6)

from which it becomes apparent that problems begin occurring for the existence of nonnegative
solutions whenever \ > %2 Note that (2.6) is valid for A not of the form k2%2 for some k € N
and it does give solutions to (2.1) for arbitrarily large A\. However, those solutions with A > %2
admit negative values. We plot these solutions for different values of A in figure 2. As the figure
shows, it appears that solutions to —¢” = A(1 + 2¢) have fundamentally different behavior for
A€ (k2%2, (k + 1)2”—;) for different values of k € N. In particular, from the figure and from the
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Figure 2: Sample solutions to —¢” = A(1 + 2¢) plotted on (0,1) with A € (k2% (k + 1)2Z) for
ke {0,1,2,3,4,5}.

form of the solution (2.6) we see that nonnegative solutions blow up to co as A “72, so we expect

that A\* = %2 and that there is no solution with A\ = A*. This viewpoint is good for intuition, but
not as strong as theorem 2.2. Since we do not necessarily have uniqueness of solutions to boundary
value problems, even in the linear second order constant coefficients case, we cannot argue that

(2.6) admitting negative values for some X implies there are no nonnegative solutions for that A,
nor can we use the fact that the formula (2.6) doesn’t make sense for A = “2—2 to conclude that
there is no nonnegative solution for A\ = %2 However, theorem 2.2 is strong enough to imply these

claims. We proceed to confirm our intuition by applying theorem 2.2 to show \* = %2 and that
there is no nonnegative solution with A = A*. As in the previous subsection, we find after some

calculation that

Hi (G (k) = g — arccot (2Vk)

so that by theorem 2.2
2

v- G-

1-01\2
However, k — Hy(G~1(k)) is strictly increasing to 5, but it never attains the value 5. Thus by

the second part of theorem 2.2 there are no nonnegative solutions to (2.1) with A = \*.

™

225



2.4 Proof of theorem 2.2

Proof of lemma 2.1. Suppose that ¢ solves (2.1). The setup of the problem implies that we have
¢ € C([a,b]) N C?%((a,b)). Then for a < s < t < b we have

t

o'(t) =¢'(s) + / Ag((r)) dr.

Since go¢ is continuous on [a, b] it follows that ¢'(t) — £ ast — b~ for some £ € R. Then L’Hépital’s
rule implies ¢ is differentiable at b with ¢/(b) = ¢. In turn,

P(b) ~9'(s) _
b—s

= | Moty dr = da()

as s — b, so that ¢”(b) = Ag(¢(b)). We apply a similar argument for ¢”(a) to show ¢ € C?([a, b))
and that —¢” = Ag(¢) holds on all of [a,b]. If g € C*(]0,0)) we may then bootstrap the fact that
® € C**+2([a,b]) by observing that ¢ € C™([a,b]) and ¢ = —\g(¢) in [a,b] implies ¢ € C"F2([a, b])
for any n € N with n < k. O

Proof of theorem 2.2. Suppose that ¢ is a nonnegative solution of (2.1). By lemma 2.1 we know
that ¢ € C?([a,b]) and —¢” = Ag(¢) on [a, b]. Multiplying (2.1) by ¢’ we find

% | -5907] = 5 petew

Integrating from a to = € [a,b] then gives

1
—5(@(@)?* = ¢'(0)*) = MG(6(x)) = G(6(a)) = AG(¢(2))
where here we imposed the boundary condition ¢(a) = 0 along with G(0) = 0. Rearranging and
solving for ¢'(x) we find that for every z € [a, ]

¢'(x) = V¢'(a)? = 2XG(9()) or ¢/ () = —\/¢/(a)? — 20G(9(x))

where the choice potentially depends on . We know that ¢ = —Ag(¢) < 0 so it follows that

¢'(a) > 0 since ¢ > 0. Similarly ¢'(b) < 0 and so ¢’s maximum occurs in (a,b) and is unique. Call

x* € (a,b) the unique point such that m[a%)] o(x) = ¢(z*). Thus the sign of ¢’ does depend on z,
S

)

V' (@)? —2)0G(4(z)) z € [a,z7],
¢ (x) = 2.7
: {—W(a)?—m(sb(x)) x € [z%,b] 27

for all € [a,b]. Plugging in x* tells us that

_ 1 (@)
Jél[ﬁ] p(x) =G ! (2)\) . (2.8)

Continuing from (2.7), for s # x* we have 1/¢/(a)2 — 2AG(4(s)) # 0 and may divide to find

¢'(s)
V' (a)? = 20G((s))

= ]-[a,x*](s) - ]-[x*,b] (5) (29)
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Integrating over [a, b] gives

0=(z" —a)—(b—x*)
so that z* = a—“’ as expected. Recall that T = 52 — ’ %| is the triangular bump with
T(a) =T(b) =0and T(z*) =T (%2) = Deﬁne the temporarily useful

v du
) ‘/o NGOEEnk

We may integrate (2.9) from a to x € [a,b] which gives

(2.10)

r du
R e R

Since g € C([0,00)) we know G € C*(]0,00)), so that F € CQ([O,G_l(%))) with F/ > 0. Thus

F' is invertible and so for k := ¢/2(i)2

¢(z) = F~1(T(2)) = H; ' (V2T (x)) (2.11)

must be the form of the solution. Then by (2.8) and (2.10) we have that

H(GH(R) = Hi(6(2)) = VIRF(6(a)) = VIR

so that indeed (2.4) is satisfied.

Now that we know what the form of the solution must be, we attempt to verify when (2.11)
actually solves (2.1). Suppose we use (2.11) to define ¢. We have implicitly fixed ¢'(a), which
appears in the formula for F', so we cannot use this to define ¢. However, by replacing ¢’(a) with
a constant ¢ > 0 in the formula, we may use (2.11) as a definition. With this definition of ¢, we
indeed find by the inverse function theorem that ¢’(a) = W = ¢ so there is no ambiguity.
That is, we have already shown that the form of ¢ must be (2.11), and we need only verify that if
k solves (2.4), then the choice ¢/(a) := v/2X produces a solution of (2.1).

Fix a k solving (2.4). Since F~! is increasing, we know the maximum of ¢ occurs at the same
maximum z* = HT“ of T, i.e.

o o) = 1 (VIR 5" ) = B (LG ) = G (1)

z€[a,b]

where in the second equality we used (2.4). We quickly note that

G_l(k) du
0 'k — G
[ /75
G=1(k)°
267 (k)
_— 2.12
7 (2.12)

Hy,(G7'(k)) =
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by convexity of GG, which follows from the fact that G’ = g is continuous and increasing. We note
that the contents of the square root are indeed positive in the previous line for s < G71(k). So
in fact F is bounded and therefore continuous at G~!(k) by the monotone convergence theorem.

Hence F~! is continuous at F(G~1(k)) = 25%. Moreover, the inverse function theorem gives us

that F~1 € C?([0, b*?“)) and so we immediately have that ¢ is C? except possibly at z*. But

, - 1
Fl) = S —mam ™

as u /* GY(k), so by the mean value theorem

(Ffl)/ <b_a) — lim Fﬁl(b_?j)_Fil(y)
2 y— 252 boa —y
L G Yk)—=z
T anemim F(G-1(k)) — F(x)
= lim ;
2—G-L(k) F' (&)
=0

where &, is provided by the mean value theorem. This tells us that we have F~1 € C*([0, 252]).
We use a similar argument for (F~!)”, by L’Hopital’s rule we have

Q|

_ F—l r(b=ay _ F—l /
o (550) = (PY(5%) - ()
2 it oY
. 0 7
= lim
a—G-1(k) F(G=1(k)) — F(z)
oy —P@/FEP
z—G—1(k) F'(x)
7Fll(x)

xﬁglzll(k) F/(x)?)

_ i 2M@)(@0(0)? = 20G ()
z—G—1(k) (qi)’(a)? — 2)\G(x))—3/2

= —Ag(GT(K)).

A simple calculation from the inverse function theorem shows that (F~1)"(z) — —\g(G~1(k)) as
z /' G71(k), and therefore we also have F~! € C2([0, %5%]). Since we know F~! is regular enough
on its domain, we are now equipped to show ¢ = F~1 o T is C? at z*. Restricting to [a,2*] or to
[z*,b] gives us that ¢ € C?([a,z*]) N C?([z*,b]), so we need only check that the left and right hand
limits of derivatives match in order to show ¢ € C?([a,b]). We have

¢ () = (F~) (T ()T (x) = 0
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as © — z* since T(z) — T(z*) = 5% as ¢ — 2* and |T"(z)| = 1 for x # 2*. Furthermore,

¢"(x) = (F~1)"(T(2))(T"(2))* + (F~1) (T(2)T" (x)
= (F71)"(T(x))

(B (b;“>

as * — x* since |T"(x)] = 1 and T”(z) = 0 for all z # z*. Thus we have shown ¢ € C?([a,b]).
Easy calculations then verify that —¢” = Ag(¢) on [a, b].

At this point, we have completely classified solutions to (2.1) in terms of solutions to (2.4). From
this correspondence, we claim that we can directly see the existence of and formula for the critical
A\*. Define M (k) := Hp(G~1(k)) for k > 0 and M(0) := 0. We will show that M is continuous and
bounded on [0,00). This will imply M([0,00)) is a bounded interval containing 0, which implies
the existence of \*.

First we show M is continuous on [0, 00). From above in (2.12) we know that

M(k) < 2(;_\/%(’“)

We consider what happens to B(k) when k \, 0. Applying L'Hépital’s rule, we have

=: B(k).

2G (k) o 2u

.ou?
2/ Gy
W
u—0 g(u)
20
9(0)
— 0.

It follows that M is continuous at 0. Furthermore, for k& € (0,00) the integrand in M (k) is
dominated,
Licag—1() < Licag—1(k)

where the integral of the right side, B(k), satisfies dominated convergence as k — ko for any
ko € (0,00). It follows by dominated convergence that M is continuous on (0,00). Hence
{k: M(k) = A} is closed and bounded below by 0, so it has a minimum if it is nonempty. In the
case that the minimum exists for a given A, it cannot be 0 since 0 < X so that M (k) < A\/2 < A
in a neighborhood of 0. For a fixed A, sending k¥ \, 0 amounts to sending ¢'(a) \, O.
Since from (2.11) we see that ¢(x) is strictly increasing in ¢'(a), the smallest valid k& will give
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a minimal solution. Thus, if there is a solution to (2.1), there is a minimal positive solution to (2.1).

Next we consider what happens to our bound B(k) as k — co. Since g is increasing, convex, and
not a constant, there exists an sq > 0 such that ¢, (s9) > 0, where ¢/, denotes the right derivative
of g. Then

lim su w = limsu 2u
k—)oop \/E u—>oop G(U)
. 2u
= limsup ———
U— 00 0“ g(s) ds
. 2u
< lim sup
U—00 \/fO [g(so) + (S — 80)g+(80)] ds
2u
= lim sup =
w22 Julg(s0) — sogy (s0)] + g/ (s0)
2
= — (2.13)
%9;(80)
< 0

which shows that B(k) stays bounded as k — oo.

Thus the critical \* exists, and moreover we have a formula for it:

* 2 —
v = [ w?]

If we assume that g/, (u) — 0o as u — oo we can conclude by (2.13) that M (k) — 0 as k — oo as
well. In this case, we know that the supremum for A\* is not attained by sending & — oo, and it
follows that the supremum is actually a maximum and solution with A = \* exists. O
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