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IP1

Opening Remarks and Presentation:
Uses of Automatic Differentiation

Scientific

Automatic differentiation packages have enabled and are
enabling recent advances in machine learning. But they
also have other uses for scientific computation and dis-
covery. [ will outline a number of different directions we
have been undertaking using automatic differentiation and
large scale optimization to solve science problems, includ-
ing developing new algorithms for solving partial differen-
tial equations, the design of energy landscapes and kinetic
pathways for self assembly, the discovery of unstable so-
lutions controlling fluid dynamical instabilities, the devel-
opment of models for organismal development and imple-
menting statistical mechanics algorithms for realistic pro-
tein self assembly.

Michael Brenner

Harvard Univ. & Google
Cambridge, MA
brenner@seas.harvard.edu

IP2

Machine Learning for Multi-Scale Systems: From
Turbulence to Climate Prediction

Many problems encountered in the sciences, from engineer-
ing to climate, involve multi-scale phenomena, such as tur-
bulence. These problems are often intractable computa-
tionally due to the high number of degrees of freedom nec-
essary to resolve all the dynamically relevant scales. In
this talk, I will discuss how the availability of climate data
and machine learning algorithms are helping to overcome
the curse of dimensionality and discover hidden physics.
I will present some of our recent work combining physics
and machine learning to deepen our understanding of tur-
bulent processes and provide more reliable climate simula-
tions. The topics will include using deep learning to learn
turbulence models from high-dimensional data, quantify-
ing uncertainties associated with learned representations
of turbulence, combining physical conservation laws with
machine learning, and discovering closed-form equations of
ocean turbulence models from data.

Laure Zanna
New York University, U.S.
laure.zanna@nyu.edu

IP3

Wave Propagation and Correlation-Based Imaging
in Random Media

Wave-based imaging in complex media has important ap-
plications in medical imaging, nondestructive testing, and
seismology for instance. In this talk we consider direct and
inverse problems related to wave propagation in complex
media. The modeling of complex media by random pro-
cesses and the use of separation of scales techniques make it
possible to study the statistics of the wave field. This study
in turn helps in characterizing imaging algorithms that use
the signals recorded by receiver arrays and transmitted by
controlled or opportunistic sources. The assessment of the
stability and resolution properties of these algorithms is
challenging. Indeed, the required inputs of the algorithms
are typically cross correlations or Wigner transforms, which
are expectations with respect to the distribution of the ran-
dom medium. However, only empirical quantities can be
extracted from the recorded signals, which are not in gen-

eral statistically stable in the sense that their typical values
can be different from their expectations. Smoothing of the
empirical quantities is then required to get stability, but
also leads to a loss of resolution. We will see how to achieve
optimal trade-off between stability and resolution and de-
scribe situations where correlation-based imaging can be
efficient or not.

Josselin Garnier
Ecole Polytechnique
josselin.garnier@polytechnique.edu

P4
Convergence of AI, Simulations and HPC

Many scientific applications heavily rely on the use
of brute-force numerical methods performed on high-
performance computing (HPC) infrastructure. Can arti-
ficial intelligence (AI) methods augment or even entirely
replace these brute-force calculations to obtain significant
speed-ups? Can we make groundbreaking new discoveries
as a result of such speed-ups? I will present exciting re-
cent advances that build new foundations in AI that are
applicable to a wide range of problems such as fluid dy-
namics and quantum chemistry. On the other side of the
coin, the use of simulations to train AI models can be very
effective in applications such as robotics and autonomous
driving. Thus, we will see a convergence of Al, Simulations
and HPC in the coming years.

Anima Anandkumar
California Institute of Technology & NVIDIA
anima@caltech.edu

IP5
Selective Inference for Trees

As datasets grow in size, the focus of data collection has in-
creasingly shifted away from testing pre-specified hypothe-
ses, and towards hypothesis generation. Researchers are
often interested in performing an exploratory data analy-
sis to generate hypotheses, and then testing those hypothe-
ses on the same data. Unfortunately, this type of 'double
dipping’ can lead to highly-inflated Type 1 errors. In this
talk, I will consider double-dipping on trees. First, I will
focus on trees generated via hierarchical clustering, and
will consider testing the null hypothesis of equality of clus-
ter means. I will propose a test for a difference in means
between estimated clusters that accounts for the cluster
estimation process, using a selective inference framework.
Second, I’ll consider trees generated using the CART pro-
cedure, and will again use selective inference to conduct
inference on the means of the terminal nodes. Applica-
tions include single-cell RNA-sequencing data and the Box
Lunch Study. This is collaborative work with Lucy Gao
(U. Waterloo), Anna Neufeld (U. Washington), and Jacob
Bien (USC).

Daniela M. Witten
University of Washington
dwitten@uw.edu

IP6

Randomized Algorithms for Linear Algebraic Com-
putations

The talk will describe how randomized algorithms can
effectively, accurately, and reliably solve linear algebraic
problems that are omnipresent in scientific computing and
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in data analysis. We will focus on techniques for low rank
approximation, since these methods are particularly simple
and powerful. The talk will also briefly survey a number
of other randomized algorithms for tasks such as solving
linear systems, estimating matrix norms, and computing
full matrix factorizations.

Gunnar Martinsson
University of Texas at Austin, U.S.
pgm@oden.utexas.edu

IP7
Invited Speaker Title TBA - Whitfield

To follow.
James Daniel Whitfield

Dartmouth College, US
James.D.Whitfield@Dartmouth.edu;

IP8

Closing Remarks and Presentation: Dispersive Hy-
drodynamics: Dispersive Shock Waves, Solitons,
and (Non)Convexity

Dispersive hydrodynamics encapsulate a rich class of mul-
tiscale nonlinear wave problems in dispersive media that
are epitomized by the dispersive shock wave (DSW), an
expanding, highly oscillatory wavetrain between two dis-
tinct equilibirum states. Modeled by first order systems
of conservation laws modified by higher order conserva-
tive terms, DSWs occur in a variety of physical environ-
ments ranging from the large (e.g., geophysical fluids) to
the small (e.g., optical, matter, and spin waves). This talk
will present recent developments toward a general descrip-
tion of DSWs using nonlinear wave modulation theory, an
asymptotic description in the small dispersion regime. As
an added bonus, solitons or solitary waves and their inter-
actions with dispersive hydrodynamic flows are described
by the same equations through an appropriate limit. A key
concept to the analysis is the strict hyperbolicity and gen-
uine nonlinearity (convexity) of the modulation equations.
For nonconvex systems, a variety of new DSW solutions
are shown to arise. Fluid experiments highlighting some of
the theoretical findings will also be shared.

Mark A. Hoefer

University of Colorado, Boulder
U.S.

hoefer@Qcolorado.edu

1P9
Invited Speaker Title TBA - Bourouiba

To follow.

Lydia Bourouiba
Massachusetts Institute of Technology
Ibouro@MIT.EDU

IP10

Sparse Integer Solutions of Systems of Linear Equa-
tions

The sparsity of a solution of a linear system of equations
is the number of its nonzero entries, also called the fo-
norm of the vector. A solution is sparse if the sparsity

is small. Sparse real solutions of linear systems are rele-
vant for signal processing and they have remarkable struc-
ture useful in inverse problems and image processing. For
instance, Candes and Tao showed a linear programming
relaxation provides a good approximation to the sparsest
real solution. In this lecture I will discuss the closely re-
lated problem of finding sparse integer solutions of linear
systems. My own motivation comes from combinatorial
optimization, because severa problems have useful inter-
pretations based on sparse representations of elements in
a lattice or a semigroup. For example, the minimum edge-
coloring problem of graphs can be seen as a problem in the
semigroup generated by the matchings of the input graph
I discuss several new and old results about the sparsity
ofthe solutions to systems of linear Diophantine equations
with and without non-negativity of variables. This is all
joint work with Iskander Aliev (Cardiff Univ), Gennadiy
Averkov (BTU Cottbus - Senftenberg) and Timm Oertel
(Cardiff Univ).

Jesis A. De Loera
University of California, Davis
deloera@math.ucdavis.edu

SP1

AWM-SIAM Sonia Kovalevsky Lecture {BR;From
Linear Poroelasticity to Nonlinear Implicit Elastic
and Related Models

Poroelasticity has many applications in energy and envi-
ronmental engineering. When linear, it simulates the tran-
sient flow of a single-phase fluid in a deformable linear elas-
tic porous medium. However, when the medium is brit-
tle and fractured, linear elasticity is not applicable, but
new nonlinear implicit models lead to a good description
of the phenomenon. I shall introduce the simplest model
of poroelasticity, then describe some new models and ex-
plain their mathematical and numerical issues. Collabo-
rators: Tameem Almani, Andrea Bonito, Saumik Dana,
Benjamin Ganis, Mara Gonzlez Taboada, Diane Guignard,
Frdric Hecht, Kundan Kumar, Xueying Lu, Marc Mear,
Kumbakonam Rajagopal, Gurpreet Singh, Endre Sli, Mary
Wheeler.

Vivette Girault
Sorbonne Université, CNRS, France
girault@ann.jussieu.fr

SP2

I. E. Block Community Lecturejbr;Can You Hear
the Will of the People in the Vote? Assessing Fair-
ness in Redistricting via Monte Carlo Sampling

The US political system chooses representatives to local-
ized geographic districts. Every 10 years, the census counts
the population, requiring new districts. Gerrymandering is
the harnessing of this administrative process for partisan
political gain. The release of the new Census numbers in
the Fall of 2021, has again moved redistricting into the na-
tional consciousness. Society is confronted with the need
to create/evaluate districting maps. Can we recognize ger-
rymandering when we see it? Is proportionality relevant?
What is fair? How does the geopolitical geometry inform
these answers? What is the effect of incumbency protection
or the Voting Rights Act or more generally the preserva-
tion of communities of interest? Since 2013, my group has
developed methods using Monte Carlo sampling to reveal
the structure of the map between votes and political out-
comes under typical districtings. I have testified in Com-
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mon Cause v. Rucho and Common Cause v. Lewis which
resulted in the redrawing of the NC State Legislative and
Congressional map for the 2020 elections. This is a story
of the interaction between lawyers, mathematicians, and
policy advocates; each group pushing the other. The prob-
lem of understanding gerrymandering has also prompted
the development of several new computational algorithms
which come with new mathematical questions. This is a
joint work with G. Herschlag and others including high
schoolers and undergduates.

Jonathan C. Mattingly
Duke University
jonm@math.duke.edu

SP3

The John von Neumann Prize Lectureijbr /; High
Order Numerical Methods for Hyperbolic Equa-
tions

Hyperbolic equations are used extensively in applications
including fluid dynamics, astrophysics, electro-magnetism,
semi-conductor devices, and biological sciences. High or-
der accurate numerical methods are efficient for solving
such partial differential equations, however they are diffi-
cult to design because solutions may contain discontinu-
ities. In this talk we will survey several types of high order
numerical methods for such problems, including weighted
essentially non-oscillatory (WENO) finite difference and fi-
nite volume methods, discontinuous Galerkin finite element
methods, and spectral methods. We will discuss essen-
tial ingredients, properties and relative advantages of each
method, and provide comparisons among these methods.
Recent development and applications of these methods will
also be discussed.

Chi-Wang Shu

Brown University

Div of Applied Mathematics
Chi-Wang_Shu@brown.edu

SP4

Past President’s Addressibr;Mixed Precision Nu-
merical Linear Algebra with More Realistic Error
Bounds

As computer architectures evolve, and with the exascale
computing era approaching, we face two particular chal-
lenges in numerical linear algebra. First, modern hardware
increasingly offers low precision floating-point arithmetic,
often implemented in a block fused multiply-add opera-
tion, and we need to exploit it if we are to extract the
best performance from these machines. Second, rounding
error bounds are typically proportional to (at least) nu,
where n is the problem size and u is the unit roundoff.
Already, on today’s largest problems, nu ~ 1 in single
precision, so the error bounds do not guarantee any ac-
curacy. I will describe recent progress in addressing these
challenges. Iterative refinement in multiple precisions al-
lows linear systems and least squares problems to be solved
with the bulk of the computation in low precision, giving
a speedup over algorithms carried out entirely in double
precision. New summation techniques help to reduce error
bounds with little effect on performance. Finally, proba-
bilistic rounding error analysis shows that under suitable
assumptions an error bound nu can be replaced by /nu
with high probability—and even by u in some cases.

Nicholas J. Higham

School of Mathematics
The University of Manchester
nick.higham@manchester.ac.uk

SP5

W. T. and Idalia Reid Prize Lecturejbr;Solution
Concepts for Optimal Feedback Control of Nonlin-
ear Partial Differential Equations

Optimal feedback controls for nonlinear systems are char-
acterized by the solutions to a Hamilton Jacobi Bellmann
(HJB) equation. In the deterministic case, this is a first
order hyperbolic equation. Its dimension is that of the
state-space of the nonlinear system. Thus, solving the
HJB equation is a formidable task. In case the nonlin-
ear system arises as the discretization of partial differen-
tial equation one is confronted with a curse of dimension-
ality. In practice, optimal feedback controls are frequently
based on linearization and subsequent treatment by effi-
cient Riccati solvers. This can be effective, but it is a local
procedure, and it may fail or lead to erroneous results.
In this talk, I first give a brief survey of current solution
strategies to partially cope with this challenging problem.
Subsequently I describe three approaches in some detail.
The first one is based on Newton steps applied to the HIB
equation. Combined with tensor calculus this allows to ap-
proximately solve HJB equations up to dimension 100. Re-
sults are demonstrated for the control of discretized Fokker
Planck equations. The second approach is a data driven
technique, which approximated the HJB equation and its
gradient from an ensemble of open loop solves. The third
technique circumvents the direct solution of the HJB equa-
tion. Rather a neural network is trained by means of a suc-
cinctly chosen ansatz. It is proven that it approximates the
optimal feedback gains as the dimension of the network is
increased. This work relies on collaborations with B.Azmi,
T.Breiten, S.Dolgov, D.Kalise, L.Pfeiffer, and D.Walter.

Karl Kunisch

University of Graz and Radon Institute, Austrian
Academy of

Science, Austria

karl.kunisch@uni-graz.at

JP1

Joint Plenary Speaker with the SIAM Confer-
ence on Applied and Computational Discrete Al-
gorithmsjbr; Towards Scalable and Practical Real-
Time Computational Epidemiology

Infectious diseases cause more than 10 million deaths a year
worldwide. Globalization, urbanization, climate change,
and ecological pressures increase the risk and impact of fu-
ture pandemics. The ongoing COVID-19 pandemic has ex-
emplified many of these issues. The social, economic, and
health impact of the COVID-19 pandemic has been im-
mense and will continue to be felt for decades to come. Al,
data science, and scalable computation can play a multi-
faceted role in reorganizing, augmenting and supporting
global real-time epidemic science and the rapid transla-
tion to practical public health systems. Since February
2020, our group has been providing local, state, and fed-
eral authorities continuous modeling and analytics support
to contain the COVID-19 pandemic. The talk will give an
overview of the state of the art in real-time computational
epidemiology. Then using COVID-19 as an exemplar, we
will describe how scalable computing, Al and data science
can play an important role in advancing real-time epidemic
science. Computational challenges , combinatorial prob-
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lems and directions for future research will be discussed.

Madhav Marathe
University of Virginia
marathe@virginia.edu

JP2

Joint Plenary Speaker with the SIAM Conference
on Control and Its Applicationsjbr; Spiking Control
Systems

Spikes are the heart beats of neuronal circuits, event-based
cameras, and neuromorphic chips. How shall we control
such systems? How shall we make them robust to uncer-
tainty? How shall we design artificial spiking systems that
will come even close to the efficiency, resilience, and learn-
ing capabilities of natural spiking systems? The control
theory of spiking systems is in infancy. Neither analog,
nor digital, nor hybrid theories properly acknowledge the
distinct feature of spiking. This talk will discuss some of
the core questions of spiking control and the potential of
spiking communication for the future of control and com-
putation.

Rodolphe Sepulchre
University of Cambridge
Cambridge, UK
r.sepulchre@eng.cam.ac.uk

JP3

Joint Plenary Speaker with the SIAM Conference
on Optimizationjbr; Augmented Lagrangians and
Problem Decomposition in Optimization

An important approach to solving large-scale problems in
optimization is decomposing them iteratively into subprob-
lems that are easier to handle numerically. This has long
been associated with exploiting block-separable structure
in the primal variables by way of solving a dual problem
derived from convexity. Without such convexity, problem
decomposition techniques have lacked an adequate plat-
form for development. Augmented Lagrangians in nonlin-
ear programming have been recognized as creating local
convex duality around a locally optimal solution, but in
doing so they thwart decomposition by disrupting separa-
bility. Now, however, a path to problem decomposition has
opened up that can utilize augmented Lagrangian method-
ology even in territory beyond just nonlinear programming.

R. Tyrrell Rockafellar
University of Washington, U.S.
rtr@math.washington.edu

JP4

Joint Plenary Speaker with the SIAM Conference
on Discrete Mathematics jbr;Stability in Strategic
Queueing Systems

Over the last two decades we have developed good under-
standing how to quantify the impact of strategic user be-
havior on outcomes in many games (including traffic rout-
ing and online auctions), and showed that the resulting
bounds extend to repeated games assuming players use a
form of no-regret learning to adapt to the environment.
Unfortunately, these results do not apply when outcomes
in one round effect the game in the future, as is the case in
many applications. In this talk, we study this phenomenon
in the context of a game modeling queuing systems: routers

compete for servers, where packets that do not get served
need to be resent, resulting in a system where the num-
ber of packets at each round depends on the success of the
routers in the previous rounds. In joint work with Jason
Gaitonde, we analyze the resulting highly dependent ran-
dom process. We find that if the capacity of the servers
is high enough to allow a centralized and knowledgeable
scheduler to get all packets served even with double the
packet arrival rate, then despite selfish behavior of the
queues, the expected number of packets in the queues will
remain bounded throughout time, assuming older packets
have priority. Further, if queues are more patient in eval-
uating their outcomes, maximizing their long-run success
rate, stability can be ensured with just 1.58 times extra ca-
pacity, strictly better than what is possible assuming the
no-regret property.

Eva Tardos

Cornell University

Department of Computer Science
eva.tardos@cornell.edu

CP1

A Space-Time Spectral Method for the Stokes
Problem

In this work, we consider the Stokes equations in steady
and unsteady states, along with Dirichlet boundary condi-
tions and an initial condition in the latter case. We impose
the Py — Py_2 spectral Galerkin scheme in space by us-
ing a recombined Legendre polynomial basis resulting in
exponential convergence in space. For the unsteady state,
we implement spectral collocation in time, thus giving ex-
ponential convergence in both space and time. The global
spectral operator for both schemes is a saddle point ma-
trix. We prove the 2-norm estimates for every block of the
two operator matrices. We proceed to show that the condi-
tion number for the global spectral operator for the steady-
state scheme is O(N?), where N is the number of spectral
modes in each direction. We have preliminary results on
the condition number of the unsteady-state scheme. We
also exhibit the numerical results of this scheme applied to
the unsteady Navier-Stokes problem.

Avleen Kaur
University of Manitoba
kaura349@myumanitoba.ca

Shaun Lui
Professor, University of Manitoba
shaun.lui@umanitoba.ca

CP1

Generalized Perron Frobenius Theory and Solvabil-
ity of the Absolute Value Equation

Let M be an n x n square matrix. It is well known that the
linear complementarity problem (LCP) (M, q) is uniquely
solvable for arbitrary ¢ € R™ if and only if M is a P-matrix,
i.e., if all its principal minors are positive. Mere solvability
of (M, q) for arbitrary ¢ is not yet fully characterized. The
general LCP is equivalent to the so-called absolute value
equation (AVE) z — Alz| = b, where A € R"™" b,z €
R"™, and | - | denotes the componentwise absolute value.
Similar to the LCP-situation, unique solvability of the AVE
is completely characterized, but (not necessarily unique)
solvability is not. The AVE is uniquely solvable if and
only if a quantity called the sign-real spectral radius is
smaller than one. We define a similar quantity that we call
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the aligning spectral radius p® and show that the mapping
degree of the piecewise linear function f : R" — R", z —
z — A|z| is 1 if p®(A) < 1. This implies the existence of an
odd number of solutions for the corresponding AVE. Under
some slight genericity condition on A, we further show that
if p* lies in some small neighborhood about 1, the mapping
degree of f is 1 if and only if p*(A) < 1. If n < 2, then f is
surjective if and only if p®(A) < 1. We compare properties
of sign-real and aligning spectral radius and derive criteria
for both quantities to coincide.

Manuel Radons
TU Berlin
mradons@gmx.de

CP1

Towards Non-Hermitian Linear Solver Conver-
gence Predictions using Neural Networks

Solving large-scale sparse linear systems by iterative meth-
ods is among the most frequent problems in the scien-
tific computing, modelling, learning and simulation of var-
ious fields of science and engineering. Meanwhile, experts
in these specific domains typically lack the training or
knowledge required to select and develop efficient, high-
performance implementations of linear solvers with optimal
parameters for their own problems, since the convergence
speed of these methods (especially for the non-Hermitian
systems) depends on a vast of parameters and conditions
such as the matrixs spectrum or the right hand side. The
conventional way to select a good combination of algorithm
and parameters for a specific problem is the auto-tuning
techniques, which generates automatically a search space
of possible algorithms and parameters, and identifies the
most desirable ones through heuristic models. However,
the proposition of heuristics for linear solvers can be com-
plicated even for limited parameters. Machine learning can
be a better option, to discover the hidden relations between
input and output, through a training procedure using large
known datasets. This talk presents preliminary results on
this topic, using a matrix generator and a neural network,
which is to predict how hard will be to compute the solu-
tion of a system depending on its properties. In future, it
could be possible to compute a good prediction of the time
or the number of iteration needed by a given solver.

Xinzhe Wu
Jiilich Supercomputing Centre
xin.wu@fz-juelich.de

Clément Richefort
Polytech Lille - Université de Lille
clement.richefort@polytech-lille.net

Serge Petiton
University Lille
serge.petiton@univ-lille.fr

CP1

On the Approximation of Low-Rank Rightmost
Eigenpairs of a Class of Matrix-Valued Linear Op-
erators

The aim of this talk is to present a new numerical method
for approximating leading eigenmatrices, that is associated
to the rightmost eigenvalue of the linear operator, in a suit-
able low-rank manifold. We start introducing an appropri-
ate ordinary differential equation, whose solution allows us
to approximate the rightmost eigenpair of the linear oper-

ator. From the analysis of the behaviour of such ODE on
the whole space, we conclude that, under generic assump-
tions, the solution converges globally to its leading eigen-
matrix, when the rightmost eigenvalue is simple and real.
In presence of a simple complex conjugate pair of rightmost
eigenvalues, the solution exhibit a periodic behaviour. Af-
ter that, we leave the whole space for projecting the differ-
ential equation on a low-rank manifold of prescribed rank.
The projected operator is nonlinear and this makes the its
analysis more subtle. In particular, when A is self-adjoint
we are able to prove that the associated low-rank ODE con-
verges (at least locally) to its rightmost eigenmatrix in the
low-rank manifold, a property which appears to hold also
in the more general case. Finally, we propose two explicit
numerical methods, the second being an adaptation of the
projector splitting integrator proposed recently by Lubich
and Oseledets. The numerical experiments show that the
method is effective and competitive.

Carmela Scalone
University of L’Aquila
carmela.scalone@Qunivaq.it

Nicola Guglielmi

Gran Sasso Science Institute, School of Advanced Studies
Italy

nicola.guglielmi@gssi.it

Daniel Kressner

EPFL Lausanne
Mathicse

daniel. kressner@epfl.ch

CP1

Bohemian Matrices:
Approach

the Symbolic Computation

Symbolic computation is a powerful tool to investigate
mathematical objects and processes by using formal and
exact algorithms, prune of rounding errors. In this talk
we will show how symbolic computation can be used to
deduce some interesting properties, and to conjecture oth-
ers, on Bohemian matrices, those matrices whose entrees
come from a finite population. These properties include
answering questions about the rank, the determinants, the
eigenvalues, of these finite families of matrices. And, us-
ing Symbolic computation in this context, allows the use
of parameters in a formal way in order to investigate the
nature of these parameters when fixing, both, the entry
population and the concrete property considered.

Juana Sendra

Universidad Politécnica de Madrid
Spain

juana.sendra@upm.es

Laureano Gonzalez-Vega
CUNEF

Spain
laureano.gonzalez@cunef.edu

Juan Rafael Sendra
Universidad Alcald de Henares
Spain

rafael.sendra@uah.es

CP1

Parallel Algorithms for Tensor-Train Decomposi-
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tion

The tensor-train (TT) decomposition is a process that ex-
presses a tensor in a data-sparse format so significantly
reduce storage and computational costs. In this talk, we
propose two parallelizable algorithms that compute the T'T
format from various tensor inputs: (1) Parallel-TTSVD for
original format, and (2) T'T-Sketching for streaming data.
For each algorithm, we provide theoretical guarantees of
accuracy, along with parallelization methods and scaling
analysis. For example, strong scaling results on the Hilbert
tensor suggest that both algorithms scale well with the ten-
sor’s size. Our parallel algorithms allow users to compute
TT formats of large tensors efficiently.

Tianyi Shi, Maximilian Ruth, Alex J. Townsend
Cornell University
ts777@Qcornell.edu,
townsend@cornell.edu

mer335Q@cornell.edu,

CP2

Adaptive and Non-Adaptive Boundary Control
of the Modified Generalized Korteweg-De Vries-
Burgers Equation

problem of
Vries-Burgers

We study the nonlinear stabilization
the Modified-Generalized Korteweg-de
(MGKdVB) equation:
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(1)
where a is a positive integer and all the parameters v1, v, p
and 2 are nonzero known positive constants. We consider
the nonlinear non-adaptive and adaptive boundary control
problems of the MGKdVB equation subject to u(0,t) =
0; uez(0;t) = 0; ue(l,t) = wi(t) and ugx(1,t) = wa(t);
where w1 (t) and w2 (t) present the nonlinear boundary con-
trol. First, we propose two nonlinear non-adaptive bound-
ary control laws (i.e., when v1, v, p and 2 are known) for
the equation above. Furthermore, four nonlinear adaptive
boundary control schemes are proposed for the MGKdVB
equation when one of the parameters v or 1 is unknown,
when both v and v, are unknown and when all the parame-
ters are unknown. Using Lyapunov theorem, we investigate
the global exponential stability of the solution in L2(0,1)
for each of the proposed controllers. Last but not least,
numerical simulations are given to illustrate the efficiency
of the developed control schemes.

Ala’ Alalabi
University of Waterloo
Aalalabi@uwaterloo.ca

CP2

Sensor Optimisation in Seismic Imaging Via Bilevel
Learning

As part of the seismic exploration process, waves are emit-
ted from a source into the earth and sensors record the
resulting signal. An image of the subsurface can be cre-
ated in a process known as Full Waveform Inversion (FWI),
which minimises the discrepancies between the measured
waves and predicted waves modelled by a PDE. A prob-
lem of great practical interest, which is not considered in
the standard approach to FWI, is the optimal positioning
of the sensors in order to obtain the best return from the
seismic exploration process. A key question considered in
this talk is ”given prior information about the likely make-
up of the subsurface (in the form of one or more train-

ze(0,1), t>0,

ing models), can one optimise the location of the sensors
to retrieve the best possible information about the sub-
surface?” This problem is considered in the framework of
bilevel learning, where the upper level is the sensor opti-
misation problem, and the lower level is the FWI problem.
This talk will present a novel mathematical framework for
describing the sensor optimisation algorithm, together with
an algorithm for computing the gradient of the upper level
problem and a complexity analysis in terms of the number
of PDE solves. Numerical illustrations of the algorithm,
implemented using BFGS, where the PDE being solved is
the wave equation in the frequency domain, are presented
showing the benefits of sensor optimisation.

Shaunagh Downing, Silvia Gazzola, Ivan G. Graham,
Euan Spence

University of Bath
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CP2

On The Exact Solutions of 2D Navier-Stockes
Equation In the Plane with Hall

2D nonlinear Navier-Stockes equation with the appropriate
initial-boundary conditions is considered in a plane with
hall. By the methods of Classical Analysis exact solutions
vanishing at infinity are obtained.

Nino Khatiashvili

Vekua Institute of Applied Mathematics
Thilisi State University
ninakhatia@gmail.com

CP2

Global Existence of Solutions to Reaction Diffu-
sion Systems with Mass Transport Type Boundary
Conditions on An Evolving Domain

Abstract: We consider reaction-diffusion systems where
components diffuse inside the domain and react on the sur-
face through mass transport type boundary conditions on
an evolving domain. Using Lyapunov functional and du-
ality arguments, we establish the existence of component-
wise non-negative global solutions.

Vandana Sharma
Arizona State University
vandanas@iitj.ac.in

CP2

Predict Stabilisation Parameter for SUPG using
deep learning

Singularly Perturbed PDEs has posed critical challenges
for the scientific computing community for decades. Con-
ventional techniques produce spurious oscillations in the
numerical solution. Generally, stabilization techniques
are employed for reducing spurious oscillations. Stream-
line Upwind/Petrov-Galerkin(SUPQG) is one such popular
residual-based stabilization technique very frequently used
in research for solving SPDEs. In this method, the ex-
tra term depends on a user-defined parameter called sta-
bilization parameter. Finding the optimal value of the
stabilization parameter is a challenge. In this work, we
have considered the prediction of the stabilization param-
eter for SUPG using deep neural network. Its a semi-
supervised network. In this research work, we have fo-
cused on convection-diffusion equations and a detailed deep
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learning-based function approximation technique for pre-
dicting optimal stabilization parameter for SUPG. The fea-
ture set consists of equation coefficients, mesh-size and the
spatial location of oscillations/interior layers. In this talk,
the initial performance of this technique and the challenges
observed will be discussed.

Sangeeta Yadav
Indian Institute of Science
shongmusic@gmail.com

CP2

Nonlinear Stability of Trivial Solution of Reaction-
Diffusion-Convection System

In this presentation, we will consider a reaction-diffusion-
convection system in the multidimensional setting, with
the non-autonomous terms containing spatially localized
reaction terms, that is, they decay to zero at some expo-
nential rate as |z| — oo, but for the nonlinearities as in
the combustion model, that is, having a product structure

( start with the nonlinearities of the type ue_%). We will
use the exponentially weighted function space to analyze
the stability of the trivial solution with respect to spatially
localized perturbations with a marginal or unstable essen-
tial spectrum, and prove the stability of the zero solution
by making nonlinear estimates in weighted spaces.

Xinyao Yang

Department of Applied Mathematics
Xi’an Jiaotong Liverpool University
xinyao.yang@xjtlu.edu.cn

CP3
Scaling Theory in Axons and Dendrites

Neurons, the fundamental cellular units of the nervous sys-
tem, have complex branching processes that connect to one
another, forming the basis of information processing and
communication in animals. There are a range of cell types
that can be classified by differences in structure or func-
tion. Here, we use mathematical modeling and biophys-
ical theory to establish a correspondence between neuron
structure and function. Using framework from previous
work on cardiovascular networks, we develop an objective
function minimizing electrical signal conduction time de-
lay and power loss due to dissipation, considering factors
unique to neurons such as myelination. We use the method
of undetermined Lagrange multipliers to calculate theo-
retical predictions for scaling ratios of axon and dendrite
radius and length in successive levels of the branching net-
work. We test theoretical predictions against image recon-
struction data on NeuroMorpho.Org, an online database.
We observe differences in the scaling ratios observed be-
tween dendrites and axons, as well as between dendrites
of cell types with different functions. We find that the
data for axons and peripheral nervous system neurons cor-
respond to predictions for conduction time minimization,
while the data for dendrites correspond to predictions for
power minimization. Our model allows us to extract an al-
lometric scaling relationship between conduction time de-
lay and species size, which is supported by experimental
data.

Paheli Desai-Chowdhry, Alex Brummer
University of California Los Angeles
paheli@gmail.com, abrummer@ucla.edu
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CP3

Formation and Propagation of Excitation Waves in
a Model of Electrically Coupled Pacemaker Cells

Modelling of excitation waves in excitable cells (such as
neurons and muscle cells) plays a significant role in under-
standing the generation and control of various diseases as-
sociated with tissue disorder. For example, reflected waves
have been associated with the onset of cardiac arrhythmias
in the heart. In this work, we consider a reaction-diffusion
model to investigate the formation and propagation of ex-
citation waves in coupled pacemaker smooth muscle cells.
Numerical simulations of our model show that the inter-
action of neighbouring cells by diffusive coupling can give
rise to several distinctive types of waves including travel-
ling pulses, fronts and spatiotemporal chaos.

Hammed O. Fatoyinbo
Massey University
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CP3

Epidemic Spread on Patch Networks with Commu-
nity Structure

Predicting the trajectory of disease epidemics and plan-
ning mitigation strategies relies on a knowledge of environ-
mental and socioeconomic factors that affect transmission
rates on local and global spatial scales. In this presenta-
tion we discuss the simulation of epidemic outbreaks on
human metapopulation networks with community struc-
ture, such as cities within national boundaries, for which
infection rates vary both within and between communi-
ties. We demonstrate mathematically that the structures
and interactions between these communities, setting aside
all other considerations such as disease virulence and hu-
man decision-making, have a profound effect on the repro-
duction rate of the disease throughout the entire network.
Under the right circumstances, for example, modifying the
number of bridges that connect each neighboring commu-
nity can increase the reproduction rate of the disease by
nearly fifty percent. In this presentation we use this math-
ematical model to describe several scenarios, such as symp-
tomatic versus asymptomatic diseases, spatial heterogene-
ity in climate and socioeconomic factors that affect vec-
tor habitat suitability, and government intervention that
varies in time and among communities. In each of these
scenarios, we discuss the importance of community network
structure, modularity, internal and external clustering and
centrality to the reproduction number and prevalence of
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epidemic outbreaks.

Brandon A. Lieberthal
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CP3

A New Model for Rat-Flea Driven Plague Trans-
mission

Rats have long been thought to drive plague epidemics,
specifically bubonic plague. However, an alternative the-
ory for plague transmission has been posited by Dean et
al. (PNAS 2018 where ectoparasites living on human hosts
drive spread. To demonstrate the human-ectoparasite
transmission model, they performed a comparison analysis
against existing plague models based on alternate modes
of transmission (e.g., rat-flea interactions, human to hu-
man pneumonic spread). In their analysis, the human-
ectoparasite model predominantly results in the best fit
to historical data of plague deaths, suggesting human-
ectoparasite interaction to be the principle cause for the
spread of plague. In our work here, we present a new
mathematical model for the spread of the plague based on
rat-flea interactions with the human population. We go on
to compare our results versus existing models. Our results
suggest that rat-flea transmission of the plague is still plau-
sible. These results contrast with the novel hypothesis that
prior plague epidemics were due to human-ectoparasites.

Andrew M. Oster
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The Ohio State University
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CP3

Bi-Tensor Free Water Model with Positive Definite
Diffusion Tensor and Fast Optimization

Diffusion tensor imaging is a widely used imaging method-
ology to infer the microstructure of brain tissues. When
an image voxel contains partial volume of brain tissue with
free water, the traditional one tensor model is not appro-
priate. A bi-tensor free water model has been proposed
to correct for the mixing effects. Moreover, recent studies
have shown that the free water volume derived from this
model could be a biomarker for brain aging and numerous
brain disorders such as Parkinson’s and Alzheimer’s dis-
ease. However, fitting this model is ill-posed without addi-
tional assumptions. Models by adding spatial constraints
or using data from multi-shell acquisition are proposed to
stabilize the fitting, but none of them restricts the diffusion
tensor D to be positive definite. In this work, we formulate
the bi-tensor model fitting as an optimization problem over
the space of symmetric positive definite matrices and show
that the objective function is a ratio of two geodesically

convex functions. We also demonstrate by simulation that
multi-shell data are needed for unbiased fitting of free water
model in the presence of noise. Inspired by the Cholesky
decomposition, D is treated as the product LLT. The op-
timization is performed on L which guarantees the positive
definiteness of D. Our model are evaluated with both sim-
ulations and real human brain data. Results show that the
model is computationally efficient and the two-shell acqui-
sition gives the best estimation.

Siyuan Wang

Department of Mathematical Sciences
The University of Texas at Dallas
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CP4
Quantum Density Operator Estimation

The quantum density operator is the fundamental element
of quantum statistical mechanics. In this talk we use online
estimation of the density operator via the metric projec-
tion onto the closed convex set of density operators in the
Hilbert space of trace class operators. We will show exis-
tence of the projection and asymptotic convergence to the
true density operator of a given quantum system.

Mark Balas
Texas A&M University
mbalas@tamu.edu

CP4

Kyle-Back Models with Risk Aversion and Non-
Gaussian Beliefs

In this talk, we show that the existence of equilibrium in
the Kyle-Back models can be characterized by considering
a system of forward Fokker-Planck equation and a system
of backward quasilinear parabolic partial differential equa-
tions coupled via an optimal transport type constraint at
maturity. We also study the properties of the equilibrium
in our model, where the insider is risk averse and the mar-
ket maker’s belief on the distribution of the price at final
time is allowed to be non-gaussian.

Shreya Bose, Ibrahim Ekren
Florida State University
sb18m@my.fsu.edu, iekren@fsu.edu

CP4

Eigendecompositions for Thermal Nondestructive
Evaluation

Well known physical models govern the most common US
Air Force nondestructive evaluation techniques (thermog-
raphy, eddy current and ultrasound); however, the approxi-
mation of these models are neither fast nor accurate enough
to use in many realistic nondestructive evaluation (NDE)
scenarios. Inverse scattering and related approaches as-
sumptions are not applicable in many NDE scenarios. De-
viations from idealized systems caused by imperfections
and other realism in experimental scenarios have a signif-
icant effect on the signals which can result in bias in the
estimation of the damage extent. We present an approach
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that uses eigendecompositions to obtain a linear time in-
variant control system whose identification can be related
to the geometry of the sample with inverse spectral ge-
ometry. In the example of thermography, we decompose
the input signal (flash heat on the boundary) into Steklov
eigenfunctions and the temperature throughout the domain
into the relevant Robin eigenfunctions. The observed tem-
perature on the boundary is also decomposed into a Steklov
eigenfunction basis. We discuss the choices of underlying
mixed Steklov-Neumann eigenfunctions, their effect on the
structure of the matrices in the linear time invariant con-
trol system, and the identifiability of the system.

Amanda K. Criner
North Carolina State University
crinerak@gmail.com

CP4

A Discontinuous Galerkin Method for Wave Equa-
tions on Curved Geometries with Dirac Delta
Source Terms

Linear wave equations with source terms containing Dirac
delta functions and their derivatives occur in many areas
of physics. For example, in extreme mass ratio binary
(EMRB) systems solving the full Einstein equation is cur-
rently impossible, and a tractable approach is to linearize
the equation around a non-flat geometry. The resulting
wave equation is defined on a curved geometry and sourced
by Dirac delta functions of potentially many derivatives.
We develop a spectrally-convergent Discontinuous Galerkin
method to numerically solve such wave equations. As proof
of concept, we apply our method to an ordinary wave equa-
tion sourced by arbitrary nth-order derivatives of a Dirac
delta function and a scalar wave equation defined on a Kerr
geometry.
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CP4

Heat Dissipation Performance of Microchannel
Heat Sink with Various Protrusion Designs

This research will focus on studying the effect of aperture
size and shape of the microchannel heat sink on heat dis-
sipation performance for chip cooling. The microchannel
heat sink is considered to be a porous medium with fluid
subject inter-facial convection. Derivation based on energy
equation gives a set of governing partial differential equa-
tions describing the heat transfer through the microchan-
nels. Numerical simulation, including steady-state thermal
analysis based on CFD software, is used to create a fi-
nite element solver to tackle the derived partial differential
equations with properly defined boundary conditions re-

lated to temperature. After simulating three types of heat
sinks with various protrusion designs including microchan-
nels fins, curly microchannels fins, and Micro-pin fins, the
result shows that the heat sink with the maximum contact
area per unit volume will have the best heat dissipation
performance, we will interpret the result by using the vol-
ume averaging theorem on the porous medium model of
the heat sink.

Qingxia Li
Fisk University
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CP5

Optimal Incentives to Mitigate Epidemics: A
Stackelberg Mean Field Game Approach

Motivated by the models of epidemic control in large pop-
ulations, we consider a Stackelberg mean field game model
between a principal (regulator) and a mean field of agents
evolving on a finite state space. The agents play a non-
cooperative game in which they can control their transi-
tion rates between states to minimize an individual cost.
The principal can influence the resulting Nash equilib-
rium through incentives in order to optimize its own ob-
jective. We analyze this game using a probabilistic ap-
proach. We propose an application to an epidemic model
of Susceptible-Infected-Recovered (SIR) type in which the
agents control their interaction rate, and the principal is
a regulator acting with non-pharmaceutical interventions
such as making mask wearing mandatory or starting a
quarantine. To compute the solutions, we propose an in-
novative numerical approach based on Monte Carlo simu-
lations and machine learning tools for stochastic optimiza-
tion. We conclude with numerical experiments by illus-
trating the impact of the agents’ and the regulator’s op-
timal decisions in two models: a basic SIR model with
semi-explicit solutions and a more complex model which
incorporates more states that we make use of the proposed
numerical approach to find the Stackelberg Equilibrium.

Gokce Dayanikli, Alexander Aurell
Princeton University
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CP5
A Projection Method for Porous Media Simulation

Flow through porous, elastically deforming media is
present in a variety of natural contexts ranging from
large geophysical systems to biological contexts on cellu-
lar scales. When flow is approximated as incompressible,
pore pressure acts as a Lagrange multiplier working to sat-
isfy the resulting constraint on fluid divergence. Often, this
yields a saddle-point problem requiring specialized precon-
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ditioners to solve efficiently. In this talk, we present a
method for the simulation of flow through porous media
and its coupled elastic deformation. The pore pressure field
is calculated at each time step by projecting an intermedi-
ate mass-averaged material flux field onto a space of per-
missible functions in a manner similar to the Chorin pro-
jection method for incompressible flow. The corresponding
linear system over the pressure space can be solved quickly
at each time step using a geometric multigrid method due
to the system’s favorable properties. We will introduce the
method and demonstrate its application to two- and three-
dimensional systems arising in gel, mixture, and poroelas-
tic theory.

Nicholas Derr, Chris H. Rycroft
Harvard University
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CP5

Thermodynamics of Turbulence

This talk concerns the physics of earthquakes and
tsunamis, in the context of thermodynamics of turbulence.
First, a background is discussed in terms of linear and con-
vex analysis, and PDEs and stochastic PDEs. This is con-
sidered within the framework of Monte Carlo simulations,
and how to improve these simulations when mean field the-
ory is utilized (in context of scalar fields). After discussing
the physics of this situation, Landau theory will be consid-
ered to extend mean field theory. Then, we will consider
the context of renormalization group theory, and nonlinear
scaling fields to go beyond mean field theory. Pade ap-
proximants and differential approximants will be discussed
as bearing on calibrating Monte Carlo simulations, as sim-
ple examples of a renormalization group approach. We are
using the geophysical framework of earthquakes/tsunamis
for discussing thermodynamics of turbulence, as it is simple
(i.e. scalar fields are useful) and the theory and experimen-
tal information is very extensive and well-known.

Michael George

San Diego City College
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CP5
A Natural Disasters Index

Natural disasters, such as tornadoes, floods, and wildfire
pose risks to life and property, requiring the intervention
of insurance corporations. One of the most visible con-
sequences of changing climate is an increase in the inten-
sity and frequency of extreme weather events. The rel-
ative strengths of these disasters are far beyond the ha-
bitual seasonal maxima, often resulting in subsequent in-
creases in property losses. Thus, insurance policies should
be modified to endure increasingly volatile catastrophic
weather events. We propose a Natural Disasters Index
(NDI) for the property losses caused by natural disasters
in the United States based on the “Storm Data” published
by the National Oceanic and Atmospheric Administration.
The proposed NDI is an attempt to construct a financial
instrument for hedging the intrinsic risk. The NDI is in-
tended to forecast the degree of future risk that could fore-
warn the insurers and corporations allowing them to trans-
fer insurance risk to capital market investors. This index
could also be modified to other regions and countries.
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CP5

A Lattice Boltzmann Implementation of the Refer-
ence Map Technique for FluidStructure Interaction

We present a fully Eulerian simulation approach (LBRMT)
for fluidstructure interaction (FSI) based on the reference
map technique (RMT) and the lattice Boltzmann (LB)
method. The new hybrid method provides an easy im-
plementation of simulating the interaction between one or
more deformable solids with a fluid on a single fixed mesh.
It utilizes a blur zone from a level set function to construct
a uniform continuous description of the solidfluid interface.
We also introduce a new flux correction to the blur zone,
which modifies the LB populations to preserve the solid
and fluid density difference. The method also simplifies
the inter-phase coupling with the collective advantages of
the two Eulerian-based methods: the RMT computes the
effect of solid stress, which is then passed on to the LB
method as external force density to update fluid kinematics
and solid deformation via a mesoscopic view of particle mo-
tion. Examples of incompressible neo-Hookean solids un-
dergoing large deformation within a quasi-incompressible
NavierStokes fluid show this method is flexible and robust
in handling a range of FSI simulations. The LBRMT is
suitable for simulating the bending, twisting, actuating,
and sedimenting of arbitrary-shaped solids in a fluid.

Yue Sun, Chris H. Rycroft
Harvard University
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CP6

Numerical Approximations of Fractional Powers of
the Laplace-Beltrami Operator

Several algorithms are available for the numerical approx-
imations of fractional powers of elliptic operators. In this
talk we focus on the method introduced which is based on
a Balakrishan integral representation. An exponentially
convergent sinc quadrature is applied to the latter lead-
ing to sequences of reaction diffusion problems approxi-
mated by standard finite element methods. This technol-
ogy is applied to Laplace-Beltrami problems on closed sur-
faces as prototype for nonlocal elliptic problems on sur-
faces. The reaction-diffusion problems resulting from the
sinc quadrature are approximated using parametric finite
element methods. In this context, two sources of errors
must be accounted for: the surface approximation error
and the finite element approximation error on approximate
surfaces. Our analysis requires optimal space discretization
errors simultaneously in H' and in L?. While the geomet-
ric error is inconsequential in H', it must be addressed
with care in L?. We discuss the intricate role of the ge-
ometric approximation and provide numerical simulations
complementing the optimal rate of convergence obtained
analytically.

Andrea Bonito
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CP6

Experimental Estimation of a Sequence’s Order of
Convergence

A common technique in numerical analysis is to approxi-
mate a number L via some sort of iterative process, leading
to a sequence of estimates x, that (hopefully) approach L
as n increases. A sequence’s order of convergence p in-
dicates how fast x,, — L; in general, p indicates the ap-
proximate number of significant figures gained in xz,, from
one iteration to the next. If p=1 (linear convergence), the
correct number of significant figures at each iteration is ap-
proximately an arithmetic sequence; for p > 1 (superlinear
convergence), the correct number of significant figures at
each iteration is approximately a geometric sequence. Let
en = |zn — L| be the error in x,. Formally, the order of

convergence p is the number for which lim, é"—*ﬁ =
n

for some constant A. Given a sequence z, of approxima-
tions, I discuss a novel method for approximating p and
A. These estimates can be useful when trying to accelerate
convergence of a sequence, either directly as part of the
accelerated method (e.g., bootstrapped Newton’s method)
or indirectly in trying to decide which acceleration method
to use (e.g., Steffensen vs. Aitken acceleration). I give a
derivation of the approximation formulas as well as several
examples illustrating their performance.

Michelle Ghrist
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CP6

Least Squares Formulas - The Swiss Army Knife of
Numerical Integration?

Least squares formulas were introduced by Wilson in 1970
to construct stable high-order quadrature formulas with
equidistant points. The decisive idea behind these formu-
las is to allow the number of data points to be larger than
the number of basis functions that can be treated exactly.
This corresponds to the exact integration of a least squares
approximation—rather than an interpolation polynomial—
of the (unknown) integrand. In this talk, it is demonstrated
how the concept of least squares formulas can also be used
to tackle a myriad of other challenges in the context of nu-
merical integration. These include the treatment of general
weight functions (with mixed signs), numerical integration
of experimental data, and the construction of positive inter-
polatory cubature formulas for general domains and weight
functions.
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CP6

Conformal Accelerations Method and Efficient Nu-
merical Solution of Boundary Problems for Frac-
tional Differential Equations

We suggest a general framework for study of fractional dif-
ferential equations in analysis and probability and a gen-
eral methodology for efficient numerical solution of several
types of boundary problems for fractional differential equa-
tions. Exact formulas using the Fourier/Laplace inversion
and Wiener-Hopf factorization are derived. The resulting
integrals are calculated numerically using appropriate con-
formal deformations of the contours of integration and the
corresponding changes of variables, which greatly increases
the rate of the decay of the integrals at infinity; then the
simplified trapezoid rule is applied. The exponential rate
of decay of the discretization error of the infinite trapezoid
rule allows one to satisfy a small error tolerance with a
moderate number of terms in the simplified trapezoid rule.

Sergei Levendorskii
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CP6

Asymptotic Green’s Function Methods for Time-
Dependent Schrédinger Equations

Numerical simulation of the time-dependent Schrédinger
equations is important in various applications. But it is
challenging with conventional methods based on discretiza-
tion of the equation on a mesh/grid, mainly due to that the
domain is generally infinite and the wavefunction is highly
oscillatory. Therefore, alternative methods are desirable.
With the help of the perfectly matched layer method, the
computation can be restricted to a bounded domain of spe-
cial physical interest. Following that, the wavefunction will
be propagated through Huygens’ principle or Feynman’s
path integral, where an integral with the retarded Green’s
function is involved. The semi-classical approximation will
be applied to approximate the retarded Green’s function
for a short period of time such that the integral can be
evaluated to propagate the wavefunction for a short period
of time. And the propagation can be repeated to a long
time by use of the semi-group property. Appropriate low-
rank approximations can be designed to approximate the
integral such that it can be evaluated by the fast Fourier
transform, which results in an efficient time propagator,
based on asymptotic Green’s functions, for the wavefunc-
tion. Numerical experiments will be presented to demon-
strate the efficiency and accuracy of the asymptotic Green’s
functions method.

Songting Luo

Department of Mathematics
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CP6

Analytic Solutions for Inequality Constrained
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Quadratic Programs.

Harry Markowitz transformed finance by framing portfo-
lio construction as a trade-off between the mean and the
variance of return, i.e., as a quadratic program. Variants
of these optimization problems are frequently used for eq-
uity investment within the financial industry. For example,
they form the basis for several prominent exchange traded
funds that hold billions in net assets. It is well-known that
when the portfolio weights face inequality constraints, as
they do in practice, a numerical solver must be used. No
general analytical results nor closed-form formulae appear
in the literature. We develop analytic formulae for the so-
lutions to quadratic programs that are constrained to lie
on the standard simplex, and for which currently, only nu-
merical solvers are applicable. Our approach makes use of
fixed point theory to characterize the solution in a way that
reveals its geometry. The obtained formulas lead to several
results pertaining to the perturbation analysis of quadratic
optimization problems. We discuss the implications of our
work for portfolio problems in finance. When the quadratic
form has a factor structure, our formulae also yield highly
efficient algorithms. We analyze the complexity of these
algorithms, develop a corresponding convergence theory,
and benchmark their performance against state-of-the-art
solvers on large portfolio problems.

Alex Shkolnik, Alex Bernstein
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CP7

Asymptotic Solution of the Rayleigh Stability
Equation: Application to the Growth of Wind
Waves

When wind blows over water, ripples are generated on the
water surface. In the framework of hydrodynamic stability,
these ripples can be regarded as perturbations of the wind
field, which is modeled by a parallel inviscid flow. For a
given wavenumber k, the perturbed streamfunction of the
wind field and the complex phase speed are the eigenfunc-
tion and the eigenvalue of the so-called Rayleigh equation
in a semi-infinite domain. Because of the small air-water
density ratio, ¢ < 1, the wind and the ripples are weakly
coupled. Hence, the eigenvalue problem can be solved per-
turbatively. At the leading order, the eigenvalue is equal
to the phase speed ¢ of surface waves. At order e, the
eigenvalue has a non-zero imaginary part, which implies
growth. The growth rate is proportional to the square
modulus of the leading order eigenfunction evaluated at
the height z = z., where the wind speed is equal to c.
In the limit of short and long waves, we construct uni-
form asymptotic approximations of the leading order eigen-
function. For short waves, an internal boundary layer of
thickness ~ 1/k emerges from the singularity, showing the
dominant location of the wind-wave interaction. The long
wave asymptotics provide a physical interpretation of the
maximum growth rate. The results are confirmed using a
numerical scheme, based on the integration of the Frobe-
nius series about the regular singular point z., to compute
this eigenfunction for a smooth wind profile.
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CP7

A Numerical Method for Self-Similar Solutions of
the Ideal Magnetohydrodynamics

We present a numerical method to obtain self-similar so-
lutions of the ideal magnetohydrodynamics (MHD) equa-
tions. Under a self-similar transformation, the initial value
problem (IVP) is converted into a boundary value prob-
lem (BVP) by eliminating the time and transforming the
system to self-similar coordinates [Samtaney, J. Comput.
Phys. 1997]. The ideal MHD system of equations is aug-
mented by a generalized Lagrange multiplier (GLM) yield-
ing a mixed hyperbolic/parabolic correction to maintain
the solenoidal condition on the magnetic field. The self-
similar solution to the BVP is solved using an iterative
method, and implemented using the P4est adaptive mesh
framework. Existing Riemann solvers (e.g., Roe, HLLD,
etc.) can be modified in a relatively straightforward man-
ner and used in the present method. Extensive numerical
tests illustrate that the present self-similar solution to the
BVP exhibits sharper discontinuities than the correspond-
ing one solved by the IVP. In problems with the presence of
vortex sheets, the self-similar system results in a well-posed
system compared with the IVP which exhibits a lack of
convergence with mesh refinement. The present method is
employed to investigate MHD shock refraction at a density
interface [Wheatley et al. J. Fluid Mech, 2005]. In par-
ticular, we explore the parameter space of irregular shock
refraction.

Fang Chen
Kaust
fang.chen@kaust.edu.sa

Ravi Samtaney
KAUST
ravi.samtaney@kaust.edu.sa

CcP7

Microswimmers near Deformable Interfaces

Unlike their passive counterparts, active microscopic swim-
mers at low Re exhibit interesting responses in confine-
ment. For example, the response of ”pusher” type mi-
croswimmers, such as bacteria E.coli or B.subtilis, varies
from preferentially accumulating in the vicinity of plane
boundaries (even in the dilute suspension limit) to a
confinement-dependent emergence of complex spatiotem-
poral patterns in more dense suspensions. The dynamics
of such systems depends crucially on the nature of the in-
tervening boundary; namely free-slip versus no-slip, in case
of plane boundaries, or non-deforming versus deforming in-
terfaces. We present an analysis of the latter case involv-
ing the coupled hydrodynamics of a dilute suspension of
microswimmers in the vicinity of a deformable interface.
In particular, we characterize the nature of the membrane
deformation and the resulting hydrodynamic stresses that
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emerge in the system. The analysis takes into considera-
tion the role of the swimmer type (pusher or puller), the
finite swimmer size and interface deformation due to sur-
face tension as well as resistance to bending. We highlight
the non-trivial ways in which the local and non-local effects
influence the pressure force across the interface.

Sankalp Nambiar
NORDITA, Sweden
sankalp.nambiar@gmail.com

John S. Wettlaufer
Yale University
john.wettlaufer@yale.edu

CP7

Effects of Asymmetric Velocity Boundary Condi-
tions in Rotating Rayleigh-Bnard Convection

A horizontally unbounded rotating layer of Boussinesq fluid
begins to convect when an imposed adverse temperature
gradient across its depth (characterised by the Rayleigh
number, Ra) is sufficient to overcome the stabilising ef-
fects of rotation. However, if the boundaries in such a
system obey a no-slip velocity condition, the net vertical
heat transfer across the convecting layer can exceed that
of a non-rotating layer with same Rayleigh number. This
phenomenon is due to the Ekman pumping that occurs at
the no-slip boundaries and has been observed in experi-
ments and numerical simulations. The effect is enhanced
for larger fluid Prandtl numbers and is absent if the bound-
aries are stress-free. When only one of the boundaries is
stress-free, the vertical symmetry of the system is broken
with Ekman pumping only occurring at the no-slip bound-
ary. We study this situation numerically in an aspect ratio
2 system with a hot no-slip lower boundary and a cold
stress-free upper boundary. We find that the enhanced
heat transport discussed above vanishes and examine the
role of the velocity and thermal boundary conditions in de-
termining the mean temperature in the bulk and the mean
heat transport.
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cP7

Steklov-Poincar Metric Based Shape Optimization
for Fluid Mechanics

Shape optimization has enjoyed active research for decades
due to its many applications, particularly in engineering.
In order to solve a shape optimization problem, the con-
cept of shape derivatives is needed. These can be expressed
in so-called weak or strong forms, with the weak formula-
tion being mostly preferred. The strong form, also known
as the Hadamard form of the shape derivative, requires
higher regularity of the state and adjoint variables related
to the shape optimization problem. Additionally, the weak
formulation arises automatically during the derivation of
the strong form and requires less computational effort. We
solve the shape optimization problem for a two-dimensional
fluid-mechanical problem assuming a frictionless incom-

pressible viscous fluid (Stokes flow) by presenting an op-
timization approach based on the Steklov-Poincaré metric,
which allows us to use the weak shape derivative formu-
lation. We present implementation details and numerical
results of the aforementioned shape optimization problem
of minimizing the viscous energy dissipation in Stokes flow,
with multiple shapes being present in the computational
domain and being optimised simultaneously.
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CP7

Deep Neural Network Enhanced Phase-Field
Model for Fluid-Structure Interaction

Abstract: Phase-field approach can be used to model a
multi-physics system, i.e., tumor growth, fluid-structure
interaction, and multiple-phase flow. However, it is diffi-
cult to calibrate parameters or operator for the potential in
a phase-field model. Deep neural network (NN) has shown
power in inferring parameters and learning nonlinear con-
tinuous operator. We train a deep neural network to infer
parameters and learn operators in phase-field model using
synthetic data generated from both numerical simulations
and experiments. We demonstrate that deep neural net-
work is effective in inferring parameters and learning oper-
ators and complement a physical model.
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Department of Mathematics
Jinan University
xnzheng@jnu.edu.cn

CP8

Far-Field Boundary Conditions for Simulating a
’patch’ of Wall-Bounded Turbulent Flow

Wall-bounded turbulent flow is ubiquitous in nature. The
near-wall region is a primary source of vorticity, energy
dissipation, and turbulent kinetic energy, but it is asymp-
totically small compared to the bulk flow region. Hence
it is difficult to access both experimentally and compu-
tationally. To better understand the near-wall dynamics,
we formulate numerical simulations of the incompressible
Navier-Stokes equations in a domain localized to the wall.
The goal is to isolate the near-wall processes and model the
effect of momentum transport from the bulk flow. Since
the physical size of the domain decreases with the bulk
flow Reynolds number, the computational cost is greatly
reduced from direct numerical simulation (DNS). A signif-
icant challenge to overcome with this approach, however, is
the need to pose boundary conditions at the non-physical
computational boundaries. Our solution is to increase the
size of the domain in the wall-normal direction to include
a ’fringe’ region, inside which the forcing is increased to
provide momentum transport. Extensive comparisons to
large-scale DNS validate the approach.
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CP8

The Moving Discontinuous Galerkin Method with
Interface Condition Enforcement for Shock Dy-
namics with Material Strength Models

We extend the Moving Discontinuous Galerkin Method
with Interface Condition Enforcement formulation to in-
clude material strength. In this work, we consider
a discretized form of the Godunov-Peshkov-Romenski
hyperelastic-type model. Additionally, a Jaumann rate
hypoelastic-type model is investigated. We motivate this
work by considering explicit shock-capturing schemes for
these types of models which tend to produce smeared elas-
tic and plastic shock waves. MDG-ICE resolves these dis-
continuities sharply, and maintains high order accuracy.
MDG-ICE achieves this by fitting the elastic and plastic
shock waves to space-time cell interfaces through interface
condition enforcement, thereby allowing us to obtain non-
oscillatory solutions without the use of limiters. We achieve
accurate high order solutions even with relatively low mesh
resolution. In this talk, we discuss the challenges of extend-
ing current formulations for fluid dynamics to include ma-
terial strength, such as the derivation of jump conditions
for the material strength models. We then demonstrate the
ability of the MDG-ICE scheme to capture elastic and plas-
tic shockwaves in a flyer impact problem. This work was
performed under the auspices of the U.S. Department of
Energy by Lawrence Livermore National Laboratory under
Contract DE-AC52-07NA27344, and funded by the Lab-
oratory Directed Research and Development Program at
LLNL under project tracking code 19-ERD-015.
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CP8

Nitsche-Type Unfitted Fluid Structure Interaction
Model Coupled with Material Point Method

We propose a novel hybrid method that incorporates
the Arbitrary Lagrangian-Eulerian (ALE) approach into
material point method(MPM) for fluid-structure interac-
tion(FSI) problems. In this formulation, fluid motion is
described by Navier- Stokes equations formulated in ALE
form. Variational formulation concerning the fluid is sup-
ported by the stabilizing residual-based variational mul-
tiscale(RBVM) method. Variational structural equations
concerning the solid are assembled using MPM. We let

fluid-solid interface cut the elements arbitrarily. To en-
sure well system conditioning and stability of the resulting
system irrespective of how the interface intersects the cut
elements, face-oriented ghost penalty stabilization is ap-
plied on the cut element faces. Continuity of velocities and
normal stresses on the boundary is weakly enforced by the
Nitsche’s method. The advantage of our hybrid approach
is that it provides a dynamic framework which eliminates
certain shortcomings of ALE based finite element meth-
ods for fluid structure interaction problems involving large
structural deformation. This study is supported by sup-
ported by NSF DMS Grant: Hybrid Fluid-Structure Inter-
action Material Point Method with applications to Large
Deformation Problems in Hemodynamics.
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CP8

Analysis of a Space-Time Hybridized Discontin-
uous Galerkin Method for the Incompressible
Navier-Stokes Equations

Much of the recent progress in the numerical solution of in-
compressible flow problems has concentrated on pressure-
robust finite elements, a class of mimetic methods that pre-
serve a fundamental invariance property of the incompress-
ible Navier-Stokes equations. Two ingredients are essential
for pressure-robustness: exact enforcement of the incom-
pressibility constraint, and H (div)-conformity of the finite
element solution. In this talk, I will introduce a space-
time hybridized discontinuous Galerkin (dG) finite element
method for the evolutionary incompressible Navier-Stokes
equations. The method has a number of desirable prop-
erties, including point-wise mass conservation, energy sta-
bility, and higher-order accuracy in both space and time.
Through the judicious use of a pressure facet variable,
H (div)-conformity of the discrete velocity is enforced re-
sulting in a pressure-robust method. Well-posedness of
the resulting nonlinear algebraic system will be considered.
Existence of the discrete solution is resolved in both two
and three spatial dimensions using a topological degree ar-
gument, while uniqueness of the discrete solution is shown
in two spatial dimensions under a small data assumption.
Next, a priori error estimates for smooth solutions will be
presented, as well as convergence to (Leray-Hopf) weak so-
lutions using compactness theory for dG methods. Finally,
the extension of the method to time-dependent domains
will be discussed.
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CP8

On Imex-Afc Continuous Finite Element Methods
for Visco-Resistive Mhd

In this work, a stabilized continuous finite element method
for viscous and resistive magnetohydrodynamics is pre-
sented. This method is based on nodal variation limiting
for algebraic flux correction schemes for hyperbolic sys-
tems. The resistivity and viscosity require the use of im-
plicit time stepping. Thus, a nonlinear solver is used in
which a Jacobian has to be constructed. With many time
steppers, this demands that the limiting strategy be suffi-
ciently differentiable, or that an approximate Jacobian be
used. To relax this condition, IMEX time steppers are used
in which the viscosity and resistivity are treated implicitly
and the convection and stabilization are treated explicitly.
Thus, fully accurate Jacobians are built resulting in a more
robust solver. Some numerical examples are considered to
demonstrate the performance of the method.
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CP8

Finite Element Approximation of Dirichlet Con-
trol using Boundary Penalty Method for Unsteady
Magnetohydrodynamics

In this paper the author addresses a problem of opti-
mal control of the magnetohydrodynamic equations with
Dirichlet boundary conditions on the flow velocity, utiliz-
ing a penalty approach, which leads to more easily im-
plementable boundary conditions for the adjoint equations
than the conventional ones. The rigorous mathematical
analysis presented in this paper provides well-posedness
of the penalized problem. In addition, a finite element
method of the mixed Galerkin type is applied to its numer-
ical approximation, which leads to error estimates for both
the primal and adjoint variables. Furthermore, the numeri-
cal method is applied to a non-trivial computational test of
controlling a flow with a recirculation, which demonstrates
its usefulness.
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CP9

Convergence Analysis for a High-Order Compact
Schemes for the Buckling and the Clamped Plate
Problems: a New Approach

We propose a new approach for the analysis of high-order
compact schemes for the buckling and for the clamped
plate problems. In our book, we have suggested a fourth-
order compact scheme for the Navier-Stokes equations.
The buckling plate problem in 2D, 9;Au = A?u + f, con-
tains all the linear components of the NS equations in
streamfunction formulation. For these methods the trun-
cation error is only of first-order at near-boundary points,
but is of fourth order at interior points. Invoking a suitable
matrix analysis, we prove that the convergence rate is ac-
tually four. Thus, the error tends to zero as O(h*), where
h is the size of the mesh. We analyzed a two-dimensional
model for the clamped plate problem. Here we extend the

analysis to a problem containing lower order derivatives
and prove that in this case too the error is O(h*). Numer-
ical results demonstrate fourth-order convergence rates.
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CP9

Low Mach Number Asymptotic Analysis of Artifi-
cial Diffusion in Model Numerical Schemes

Simulating low Mach number flows, both with and without
acoustics, is important in many areas of physics and engi-
neering. Collocated, density-based numerical schemes are
widely used in computational fluid dynamics due to their
geometric flexibility and their applicability across moder-
ate Mach numbers. However, standard schemes of this
type are known to fail at low Mach number, so special care
must be taken when designing schemes that are uniformly
accurate across a wide Mach number range. Previous anal-
yses usually consider only whether the discrete form of one
particular scheme, or a very restricted class of schemes, is
suitable for low Mach number simulations without acous-
tic effects. We augment the continuous Euler equations
with artificial diffusion terms, producing modified equa-
tions which are representative of a wide class of discretisa-
tion schemes. Using single- and multiple-scale asymptotic
analyses, we find constraints on the artificial diffusion for
flows either with or without acoustic effects. We are able to
reproduce, at the continuous level, several known proper-
ties of discrete low Mach number schemes, as well as shed
light on the causes of several numerical instabilities pre-
viously reported in the literature. This approach allows
analysis and design of a broad class of low Mach number
numerical schemes independently of the specific discretisa-
tion, and could lead to novel strategies for preventing the
discussed numerical instabilities.
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CP9

Nonoverlapping Domain Decomposition
Smoothers for 3D H(curl) Problems

We suggest a multigrid method for problems arising from
edge elements. Since the conventional smoothers do not
work well, a new type of smoothing method is essential for
solving vector field problems. We introduce new smoothing
techniques based on nonoverlapping domain decomposition
preconditioners. The smoothers play a main in multigrid
methods for solving problems posed in H(curl).
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CP9
A Multi-Scale Iterative Approach for Completion
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of Missing Data Entries

A common pre-processing task in machine learning is han-
dling missing data entries, also known as imputation. Stan-
dard techniques use mean values, regression or optimiza-
tion based techniques for predicting the missing data val-
ues. In this work, a kernel based technique is utilized for
imputing data in a multi-scale manner. The construction
is based on Laplacian pyramids, which operate on the row
and column spaces of the data in several scales. Experi-
mental results demonstrate the approach on publicly avail-
able datasets, and highlight its simple computational con-
struction and convergence stability.
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CP9

A Moving Mesh Finite Element Method for Mod-
elling Defects in Liquid Crystals

Defects in a liquid crystal director field can arise due to ex-
ternal factors such as applied electric or magnetic fields, or
the constraining geometry of the cell containing the lig-
uid crystal material. Understanding the formation and
dynamics of defects is important in the design and con-
trol of liquid crystal devices, and poses significant chal-
lenges for numerical modelling. In this talk we consider
the numerical solution of a Q-tensor model of a nematic
liquid crystal, where defects arise through rapid changes
in the Q-tensor over a very small physical region in rela-
tion to the dimensions of the liquid crystal device. The
efficient solution of the resulting six coupled partial differ-
ential equations is achieved using a finite element based
adaptive moving mesh approach, where an unstructured
triangular mesh is adapted towards high activity regions,
including those around defects. Spatial convergence stud-
ies show the adaptive method to be optimally convergent
using quadratic triangular finite elements. The full effec-
tiveness of the method can be seen when solving a challeng-
ing two-dimensional dynamic Pi-cell problem involving the
creation, movement, and annihilation of defects.
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CP9

Goal-Adaptive Meshing for Non-Linear Isogeomet-
ric Shell Analysis

The idea behind Isogeometric Analysis (IgA) is to en-
able seamless integration between Computer-Aided Design
(CAD) and numerical analysis by employing the spline ba-
sis functions for geometric representation in CAD in the
analysis. Applications of IgA include structural analy-
sis problems amongst other disciplines. In some structural
analysis applications, for example fatigue analysis, accu-
rate descriptions of stress fields are of importance to pre-
dict structural safety. Accurate description of these fields
are enabled by the higher-order continuity of the basis
functions in isogeometric shells. To balance computational
costs and accuracy, adaptive meshing can be employed. El-
ements are typically refined based on their contribution to
the total error measure [A. Buffa et al.,Adaptive isogeomet-
ric methods with hierarchical splines: Error estimator and
convergence,2016]. We employ the Dual-Weighted Resid-
ual method [R. Rannacher,Adaptive finite element meth-

ods in flow computations,2004] to compute element-wise
error contributions with respect to a goal functional (e.g.
a stress measure) and Truncaded Hierarchical B-splines [C.
Giannelli et al., THB-splines: The truncated basis for hi-
erarchical splines,2012] to provide local mesh refinements.
We evaluate different goal functionals for both (non-)linear
equilibrium analyses (i.e. static or dynamic analysis) as
well as eigenvalue analyses (i.e. buckling analysis) and as-
sess their effectivity for different problems.
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CP10
A New Sir Model with Mobility

In this paper, an SIR (Susceptible- Infectious- Recovered)
model with mobility will be studied. A traditional SIR
model used in epidemiology describes the transition of par-
ticles among states, such as susceptible, infected, and re-
covered states. However, the traditional model has no
movement of particles. There are many variations of SIR
models when it comes to the factor of mobility, the major-
ity of studies use mobility intensity or population density
as a measure of mobility. In this paper, a new dynamical
SIR model, including the spatial motion of three-type par-
ticles, is constructed and the long-time behavior of the first
and second moments of this dynamical system are studied.
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CP10

Network Evolution Models under Triadic Closure:
Hierarchy and Bistability.

In this work, we aim to present a hierarchy of network
evolution models under the triadic closure, based on the
work by Grindrod, Higham and Parsons [Internet Mathe-
matics, 8, 2012, 402-423]. In the existing literature, it has
experimentally been derived how triadic closure effects can
lead to bistability in the formation of social interaction
networks and, hence, based on the initial conditions and
transient dynamics, the system may evolve towards either
of two long-time states. In our work, we rigorously show
that, in a macroscale regime, the bistability phenomenon
is admitted, i.e., the steady state is bimodal, and hence
a typical solution trajectory alternately spends time close
to two distinct levels and we analyze how some features of
the system are shared by the different models. Selected nu-
merical experiments are provided to confirm the theoretical
analysis. This is joint work with Desmond John Higham
and Kostantinos Zygalakis (University of Edinburgh).
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CP10

Forward-Backward-Half Forward Dynamical Sys-
tems for Monotone Inclusion Problems

In this work, we investigate first order forward-backward-
half forward dynamical systems associated with an inclu-
sion problem consisting of the sum of three monotone op-
erators in a real Hilbert space framework. We study the
existence, uniqueness, and weak asymptotic convergence
of the generated trajectories. We have provided a variable
metric forward-backward-half forward dynamical system in
the sense of non-self-adjoint linear operators and also an-
alyzed the case in which linear operators depend on time.
Also, this idea permits us to extend the forward-backward-
forward dynamical system and forward-backward dynami-
cal system in the framework of variable metric and relaxes
some conditions on the metrics.
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CP10

Complex Dynamics in Networks, Templates and
Mutated Systems

We explore three directions extending the traditional the-
ory of complex quadratic iterations: (1) complex quadratic
networks; (2) template iterations and (3) mutated itera-
tions. Broadly speaking, these address generalizations of
single map quadratic iterations to the case where multi-
ple variables are coupled as nodes in a self-interacting net-
work, and to the case where the iterated map is subject to
temporal and spacial errors in replication. Each direction
is built towards addressing in a unified, canonical frame-
work an essential open problem in neuroscience, genetics
and medicine, respectively. In all three cases, the system’s
long-term dynamics is highly non-trivial, and can be repre-
sented by asymptotic sets (Mandelbrot and Julia sets) with
specific topological signatures, and with properties far be-
yond those described in the case of single map iterations.
Understanding the complexity of these sets requires a com-
prehensive mathematical approach, in which analytical and
computational aspects are tightly combined.
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CP10

Complex Oscillatory Patterns As Long-Term Tran-
sient Dynamics in a Two-Timescale Ecosystem.

A two-trophic ecosystem comprising of two species of
predators competing for their common prey with explicit
interference competition is considered. With a proper
rescaling, the model is portrayed as a singularly perturbed
system with fast prey dynamics and slow dynamics of the
predators. In a parameter regime near singular Hopf bi-
furcation, chaotic mixed-mode oscillations (MMOs) featur-

ing concatenation of small and large-amplitude oscillations,
which could persist for thousands of generations, are ob-
served as long-term transient dynamics, before the system
experiences a regime shift. To analyze the dynamical cause
that initiates a large amplitude oscillation in an MMO or-
bit, the model is reduced to a suitable normal form near
the singular-Hopf point. The analysis is used to determine
whether a trajectory would exhibit another cycle of MMO
dynamics before approaching its asymptotic state.
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CP10

A New Theory of Weak Fractional Calculus,
Sobolev Spaces, and the Fractional Calculus of
Variations

At the heart of this presentation is the introduction of the
notion of weak fractional derivatives. An overview of their
associated calculus (characterization theorem, product and
chain rules, and the Fundament Theorem of Weak Frac-
tional Calculus) will be given before exploring the develop-
ment of new fractional Sobolev spaces. Unlike existing def-
initions, these spaces are analogous to the well understood
integer order Sobolev spaces as they are defined through
the notion of weak fractional derivatives. We will review
key properties such as trace concept(s) and Sobolev embed-
ding theorems, including a fractional Poincaré inequality.
Using the developed machinery, we study well-posedness
results of some model problems from the fractional cal-
culus of variations. Moreover, special attention will be
given to the consequences the developed theory has on frac-
tional PDEs, including new fractional Laplacian(s), frac-
tional Neumann boundary operator(s), and understanding
how to pose Dirichlet boundary value problems.
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CP11

How Multi-Scale Modeling and Signal Processing
Can Assist the Diagnosis of Pots

Postural Orthostatic Tachycardia Syndrome (POTS) is
characterized by an increase in heart rate (tachycardia)
upon the transition to an upright position. This syndrome
is most common in young females, but has recently also
been observed in patients with long-term effects of COVID.
It has been hypothesized that POTS have increased barore-
flex sensitivity possibly due to expression of agonistic anti-
bodies binding to receptors on smooth muscle cells and the
sinoatrial node. We use a multi-scale approach to explain
POTS by: 1) Employing non-stationary signal processing
to show that heart rate and arterial blood pressure oscilla-
tions in the low-frequency range, approximately 0.1 Hz, is
enhanced in POTS patients when compared to controls. 2)
The enhancement of these oscillations for POTS patients
can be explained using a cardiovascular model with the
baroreflex control modeled using first order kinetics. In-
creased baroreflex sensitivity is modeled by steepening the
control curve for heart rate and peripheral vascular resis-
tance. Moreover, by changing core parameters controlling
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blood volume and baroreflex response we are able to differ-
entiate POTS sub-groups. 3) Finally, by coupling the car-
diovascular model with a sinoatrial node cell model we are
able to test if the presence of antibodies binding to specific
receptors cause larger low-frequency heart rate and blood
pressure oscillations.
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CP11

Oscillatory Dynamics in the Dilemma of Social Dis-
tancing

Social distancing as one of the main non-pharmaceutical
interventions can help slow down the spread of diseases,
like in the COVID-19 pandemic. Effective social distanc-
ing, unless enforced as drastic lockdowns and mandatory
cordon sanitaire, requires consistent strict collective ad-
herence. However, it remains unknown what the determi-
nants for the resultant compliance of social distancing and
their impact on disease mitigation are. Here, we incorpo-
rate into the epidemiological process with an evolutionary
game theory model that governs the evolution of social dis-
tancing behaviour. In our model, we assume an individual
acts in their best interest and their decisions are driven by
adaptive social learning of the real-time risk of infection
in comparison with the cost of social distancing. We find
interesting oscillatory dynamics of social distancing accom-
panied with waves of infection. Moreover, the oscillatory
dynamics are dampened with a non-trivial dependence on
model parameters governing decision-makings and gradu-
ally cease when the cumulative infections exceed the herd
immunity. Compared to the scenario without social dis-
tancing, we quantify the degree to which social distancing
mitigates the epidemic and its dependence on individuals
responsiveness and rationality in their behaviour changes.
Our work offers new insights into leveraging human behav-
ior in support of pandemic response.

Alina Glaubitz, Feng Fu
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CP11

Usefulness of Machine-Learning-Predicted Proba-
bility As a New Risk Index for Prediction of Renal

and Life Prognoses of Chronic Kidney Disease

[Background] Personalized prediction is useful for chronic
kidney disease (CKD) therapy. Predialysis death is a com-
petitive risk of dialysis in CKD patients and lowers the
accuracies of the prediction of their prognoses. Thus, we
determined whether machine-learning-predicted probabil-
ity works as an index for both the risks and attempted
its application. [Methods| We constructed a database of
electronic-medical-record of CKD patients in Japan (15
university hospitals), and developed models using ran-
dom forest (RF), Gradient Boosting and eXtreme Gra-
dient Boosting for the prediction of dialysis and death
over 1 year. Their performances were compared by boot-
strap method with those of clinical indices, such as kidney-
failure-risk equation (KFRE), which is one of the validated
risk-prediction indices. [Results] 16 models showed high
performances. Specifically, RF models including 22 or 8
variables showed high C-statistics: 0.916 (95% CI 0.88,
0.952) and 0.907 (0.863, 0.951), respectively, which were
higher than KFRE (pj0.0001). Cox proportional hazards
models with spline showed the relationship between the
probabilities and the outcome risks. We also developed
a Web-based risk prediction system using those models,
which was superior in practicality in a prospective CKD
cohort study(n=67,957). [Conclusions] This study showed
that the machine-learning-based probability is useful as a
new risk index for dialysis and death and applicable to
clinical practice.
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CP11

Computational Study of Sars-CoV-2 Infection In-
hibitor Hydroxychloroquine on Cardiac Toxicity

The outbreak of coronavirus disease 2019 (COVID-19)
poses a serious threat to global health and economies. With
the heightened interest in the potential use of hydroxy-
chloroquine (HCQ) to treat patients with SARS-CoV2, it
may be prudent to reflect on the risks of therapy, particu-
larly their cardiac toxicity. This computational study in-
vestigates the propensity of HCQ in causing bradycardia.
The sinoatrial node (SAN) cell is presented as an equivalent
electrical circuit comprising nine ion channels. All ionic
currents are described by ordinary differential equations.
An HCQ drug model for the hyperpolarizing-activated cur-
rent or funny current i(f) is simulated after mining data
from experimental studies. The resting membrane poten-
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tial is set at -80mV. The steady-state value of the activation
parameter of the funny current i(f) is shifted to the nega-
tive side after applying HQN of 1 M. The action potential
(AP) timing is altered when we incorporated the biophys-
ically modified i(f). The results show that the modified
i(f) plays an important role in reducing the frequency of
the spontaneous AP at the SA node. We simulated the
effects of HCQ drug upon funny current and action poten-
tial. As hydroxychloroquine reduces the frequency rate of
the spontaneous action potential firing, we should prevent
it as a potential drug against COVID-19.
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CP11

An Agent-Based Model of Pain-Related Neural Ac-
tivity in the Amygdala

In this talk, we present a computational modeling approach
to understand and predict pain output from the amygdala,
a part of the brain involved in stress adaptation, emotional
regulation, and pain. We developed an agent-based model
of two distinct inhibitory neuron populations in the amyg-
dala, those that express protein kinase C delta (PKC) and
those that express somatostatin (SOM). Within the model,
a network of neural links simulates connectivity and the
transmission of inhibitory signals between neurons. Type-
specific parameters describing the response of these neu-
rons to painful stimuli were estimated from published data
as well as our own wet-lab experiments. The model outputs
an abstract measure of pain, which is calculated in terms
of the cumulative pro-nociceptive and anti-nociceptive ac-
tivity across neurons in both hemispheres of the amygdala.
Results demonstrate the ability of the model to produce
changes in pain that are consistent with published studies
and highlight the importance of several model parameters.
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CP11

Quantitative Reasoning and Computational Labo-
ratories for Non-Majors Biology

We have developed a textbook, Biology for the Global
Clitizen, for a non-majors biology course that includes lab-
oratory exercises using computer simulations. These exer-
cises employ the scientific method, enhance quantitative
literacy through interpretation of graphs and basic statis-
tics with spreadsheets, employ data to support conclu-
sions, emphasize critical thinking and analysis, and include
questions that can be graded automatically and discus-

sion questions. The simulations are written in the widely
used agent-based simulation software, NetLogo, which is
free, easy to use, and requires no programming experi-
ence. Guided by introductory videos and lab exercises,
students consider various scenarios, make hypotheses, ad-
just variables to test the effect of each scenario, run sim-
ulations multiple times, generate and interpret data and
graphs, make observations, draw conclusions, apply their
conclusions to decision making, and gain a deeper under-
standing of the science that the model simulates. Besides
exposing students to the third paradigm of science, com-
putation, use of simulations enables students to perform
experiments that are too difficult, time-consuming, costly,
or dangerous to perform otherwise. The authors adapted
and added models, such as the spread of COVID-19, to
numerous models downloaded with NetLogo. After class
testing at six institutions this year, the first edition will
be available through Cognella Academic Publishing in the
fall.
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CP12
GPU-Accelerated Quadrature Moment Methods

The population balance equation is a PDE used to model
the evolution of disperse populations of particles. Quadra-
ture moment methods (QMOMs) represent its solution in
terms of a set of statistical moments by formulating cor-
responding moment-transport equations and closing them
via quadrature. In physics-based simulations, the algo-
rithms for converting the moment set to quadrature points
and weights are computationally costly relative to the other
operations performed (e.g. field derivative approximation).
This cost increases for non-Gaussian statistics as more
quadrature points and moments are required to maintain
model accuracy. We propose a set of QMOM algorithms
for GPUs that utilize the single-instruction/multiple-data
(SIMD) character of the inversion routines, kernel task-
parallelism and memory-transfer—compute overlap. These
routines are shown to be computationally cheap when com-
pared to their CPU counterparts, achieving speed-up by
more than an order of magnitude for practical batch sizes.
For many problems this speed-up makes the inversion al-
gorithm comparable to or cheaper than typical derivative
approximation algorithms.
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CP12

On Mathematical Modeling of Erosion and Depo-
sition in Complex Porous Media

We study flow suspension featuring erosion and deposition
of solid particles at a micro-scale level and their direct con-
sequence on the geometrical structure formation. These
processes are ubiquitous and can be found, for instance,
naturally in the geological sedimentation and artificially in
dams where the “piping” phenomenon often occurs. In this
work, we formulate novel and idealized mathematical mod-
els to examine the internal evolution of flow-networks in a
connected pore structure undergoing a unidirectional flow
using asymptotic and numerical techniques. Starting from
the Stokes equations combined with the advection-diffusion
equation, we propose a model to construct a complete anal-
ysis of both the erosion and deposition in geological struc-
tures and porous media. The deposition-erosion model is
of threshold laws: erosion and deposition occur when the
total shear stress is, respectively, greater and lower than
some specific critical values, depending on the solid mate-
rial. Throughout this study, we investigate the networks’
evolution, which hinges on 1) parametric research on spe-
cific types of membrane properties and their influence on
the reconfiguration regime within the channel; and 2) a ge-
ometrical study addressing the intra-layer connectivity and
its impact on the performance; subject to an imposed lo-
cal concentration of particles. Using these approaches, we
study channelization in the pore structure under constant
flux and pressure-driven flow.

Hamad El Kahza, Pejman Sanaei
New York Institute of Technology
helkahza@nyit.edu, psanaei@nyit.edu

CP12

On Optimizing the Performance of Pleated Mem-
brane Filters

Pleated membrane filters are used in a variety of indus-
trial applications, since they offer more surface area to
volume ratio that is not found in equivalent flat filters.
A pleated membrane filter consists of a porous membrane
layer which is surrounded by two supporting layers. The
whole structure is pleated and placed into a cylindrical
cartridge. In this work, we introduce a novel 3D model of
a pleated membrane filter that consists of a hollow, mem-
brane, and empty regions. We also introduce the advection
diffusion equation to our model which allows for further
studies pertaining to the concentration of particles present
in the pleated membrane filter. A mathematical model is
developed using Stokes equation for the flow in the empty,
hollow and support layer regions along side with Darcys
law for the membrane. Using key assumptions based on
small aspect ratios of the filter cartridge, the support lay-
ers, and the membrane pores, we can further simplify the
flow within the pleated membrane filter as well as the par-
ticle concentration, such that the resulting equations can
be solved with numerical methods. By performing these
steps, we seek to discover an optimal pleat packing density
to find the optimum filter performance, while not exceed-
ing a threshold for the particle concentration at the filter

outlet.
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CP12

Optimizing Pleated Filter Performance Based on
Variable Pleat Packing Density

Pleated membrane filters consist of a membrane layer sand-
wiched between two support layers on either side that are
all pleated together and surrounded around a cylindrical
cartridge. This type of filter is widely used in many dif-
ferent applications due to offering a high ratio of filtration
surface area to its volume. However, typically a pleated fil-
ter is not as efficient as a flat filter with equivalent surface
area due to several possibilities such as damage of the mem-
brane during the pleating process, the complex flow within
the pleated membrane, or additional resistance from the
pleat packing density. In this work, we focus on how the
pleat packing density affects the filtration performance of
a pleated filter, while extending the work from Sanaei et
al. J. Fluid Mech. 2016 to investigate the performance of a
3D filter cartridge with a more detailed geometry account-
ing for axial variations and curvature of the cartridge. We
model the flow in the cartridge using the Stokes equations
and Darcy’s law. The cartridge consists of an empty area
for inflow, a pleated membrane, and a hollow region for
outflow. By utilizing the small aspect ratio of the pleat
length to the length of the cartridge, we are able to sim-
plify the model using asymptotic analysis. From this, we
can investigate how the performance of pleated membrane
filters is affected by the pleat packing density in order to
optimize the amount of pleats to achieve the optimum fil-
tration performance.
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CP12

Integrating Trim Analysis into a Coupled Physics
Workflow for Numerically Simulating Hypersonic
Flight

One of the highest priorities within the current Depart-
ment of Defense strategies is the design and analysis of
hypersonic air vehicles. Numerical simulations that seek
to represent the pertinent physics that describe hypersonic
flight must include the coupled interactions of fluid dy-
namic forces, mechanical stresses, and thermal loadings on
the vehicle of interest. For a maneuvering vehicle, the ef-
fects of the coupled physics interactions on the overall sta-
bility of the vehicle must be understood. Most notably,
the trim state of the vehicle must be understood over a
wide range of flight conditions. The trim state of a vehi-
cle corresponds to the point where no force needs to be
exerted manually to maintain stability. We are currently
exploring various ways to integrate trim calculations into
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a coupled physics workflow that leverages high-fidelity nu-
merical simulations of hypersonic flight. A trim analysis
will be conducted to determine how mechanical and ther-
mal deformations of the vehicle affect the overall trim state
at various flight conditions. We will investigate how the
convergence of the multi-physics solutions vary when trim
is calculated both with and without the deformations im-
posed on the vehicle.
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The Effects of the Endothelial Surface Layer on
Red Blood Cell Dynamics in Microvessel Bifurca-
tions

Red blood cells (RBCs) make up 40-45% of blood and
have an important role in oxygen transport. That role
depends on their nonuniform distribution throughout the
body which depends, in turn, on how RBCs are distributed
at diverging vessel bifurcations (one vessel flows into two)
and the presence of an endothelial glycocalyx or endothe-
lial surface layer (ESL) that is 0.4-1 pm thick and lines
vessel walls. The effects of the ESL on RBC deforma-
tion, distribution, and penetration into the ESL in a di-
verging capillary bifurcation is analyzed using a flexible,
two-dimensional model. The RBC is represented using in-
terconnected viscoelastic elements. Stokes flow equations
(viscous flow) model the surrounding fluid. The ESL is
modeled using the Brinkman approximation for porous me-
dia. One cell passes through the bifurcation at a time so
there are no cell-cell interactions. A range of physiologi-
cally relevant hydraulic resistivities and osmotic pressures
are explored. Decreasing hydraulic resistivity and/or de-
creasing osmotic pressure produced four behaviors: 1) RBC
distribution nonuniformity increased; 2) RBC deformation
decreased; 3) RBCs slowed down slightly; and 4) RBCs
penetrated more deeply into the ESL. We will discuss how
the altered flow profile and ESL resistance to penetration
generated these behaviors. In certain scenarios, penetra-
tion was deep enough to raise the possibility of cell adhe-
sion, as can occur in experiment in pathological situations.
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CP13

Upscaling Phase Transition Models with Applica-
tions to Permafrost Models

Permafrost is a dynamic environment ubiquitous in the
Arctic, and we are interested in modeling its response to
the climate controls, starting from the pore-scale of [mm]
scale up to field scale of [m]. We start with a model for
heat conduction and ice/water phase transitions in a do-
main composed of rock grains and water in liquid or solid
phase, and consider next its numerical upscaling. Specifi-
cally, we consider phase field relaxation of the Stefan prob-
lem, a non-linear free boundary value problem. We dis-

cuss challenges of numerical approximation but focus on
the upscaling of coefficients of the model as well as of the
temperature-enthalpy relationship. We compare the up-
scaled results with field data used in Darcy scale models.
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Fast Summation Methods Based on Barycentric
Lagrange Interpolation

We present two fast summation methods based on barycen-
tric Lagrange interpolation for particle interactions. The
first is a treecode (BLTC) and the second is a fast multipole
method in which the interaction lists are formed by dual
tree traversal (BLDTT). The BLTC uses particle-cluster
approximations, while the BLDTT uses particle-cluster,
cluster-particle, and cluster-cluster approximations. The
methods are kernel-independent and a distributed mem-
ory implementation running on multiple GPUs has been
developed. The performance of the BLTC and BLDTT is
demonstrated for several particle systems.
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CP13

Scalable High-Order Time-Stepping via Krylov
Subspace Spectral Methods

For time-dependent PDEs, both linear and nonlinear,
Krylov Subspace Spectral (KSS) methods offer a balance
between the efficiency of explicit methods and the stability
of implicit methods, by computing each Fourier coefficient
using techniques of Golub and Meurant for approximat-
ing bilinear forms. This talk will present recent develop-
ments with KSS methods, including applications to prob-
lems from acoustics, recent theoretical results pertaining to
stability, and combination with fictitious domain methods
for solving PDEs on general domains.
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CP13

A Multistep Spectral Method for Time-Dependent
Pdes

Krylov subspace spectral (KSS) methods are high-order
accurate, explicit time-stepping methods for partial dif-
ferential equations (PDEs) with stability characteristic of
implicit methods. Unlike other time-stepping approaches,
KSS methods compute each Fourier coefficient of the solu-
tion from an individualized approximation of the solution
operator of the PDE. As a result, KSS methods scale ef-
fectively to higher spatial resolution. This talk will present
an explicit multistep formulation of KSS methods to pro-
vide a “best-of-both-worlds” situation that combines the
efficiency of multistep methods with the stability and scal-
ability of KSS methods. The effectiveness of the multistep
KSS method will be demonstrated using numerical exper-
iments.
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Numerical Solutions to the Free Boundary Prob-
lem for a Void in a Stressed Solid with Anisotropic
Surface Energy

We consider the interaction of elastic stress and anisotropic
surface energy on the shape of a void in an elastically-
stressed solid. The void shape is a free-boundary problem
determined by the minimization of elastic strain energy and
surface energy. The equilibrium shape of the void has cor-
ners for sufficiently strong surface energy anisotropy, and
the presence of corners will generate integrable singularities
in the elastic stress. The contribution of these singularities
to the total elastic strain energy can alter the entire void
shape. We develop a numerical method for solving the
free-boundary problem using a complex-variables bound-
ary integral equation for the elasticity problem, coupled to
a spectral method for determining the energy-minimizing
shape. A novel feature of our work is the incorporation of
an explicit corner term in the representation of the stress
field that is derived from the asymptotic analysis of the
corner region. Our results determine how the singularities
associated with corners have a global effect on the entire
shape of the void and affect the equilibrium corner angles
on the void shape.
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CP13
Anderson Acceleration using the H~° Norm and

the Implicit Preconditioning Effects

Anderson acceleration (AA) is a technique for accelerat-
ing the convergence of fixed-point iterations. We propose
the idea of applying AA to a sequence of functions and
modify the norm in its internal optimization problem to
the H™° norm, for some integer s, to bias it towards low-
frequency spectral content in the residual. The choice of s
is to counterbalance the implicit spectral biasing in certain
fixed-point operators. We rigorously analyze the conver-
gence behavior of one-step AA, providing an explicit error
bound using Chebyshev polynomials that decreases expo-
nentially in the memory parameter m. Numerical experi-
ments for both contractive, noncontractive, and non-linear
operators demonstrate the acceleration effects of AA based
on different norms. The idea belongs to the sequence of
work examining the preconditioning and ”implicit” regu-
larization effects of different mathematical metrics as the
objective function in optimization, as the likelihood func-
tion in Bayesian inference, and as the measure of residual
in numerical solution to PDEs.
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CP14

Modeling the Risk of SARS-CoV-2 Transmission
from Environmental Surfaces

Beginning in late 2019, the coronavirus disease (COVID-
19), originating in Wuhan, China, quickly spread across the
globe leading to one of the most devastating pandemics of
the 21st century. While direct person-to-person transmis-
sion of SARS-CoV-2, the etiological agent of COVID-19,
appears to be the primary route of transmission, the con-
traction of SARS-CoV-2 from various surfaces in the envi-
ronment is also considered a potential contributor to the
disease transmission as the infected individuals shed virus
onto environmental surfaces through sneezing, coughing,
and breathing. In this study, we develop a mathemati-
cal model to predict the probability of detecting SARS-
CoV-2 in environmental reservoirs during the COVID-19
outbreak in a community. Furthermore, we extend our
model to quantify the contribution of environmental virus
to COVID-19 cases in a community. We validate our model
using experimental data with a large number of swab sam-
ples collected from commonly touched surfaces across San
Diego County. Our model, which is capable of describ-
ing transmission dynamics of COVID-19 within San Diego
County, allows us to compute the risk for an individual to
encounter virus in the environment. The results indicate
that the persistence of virus on some environmental sur-
faces can significantly increase COVID-19 cases in a com-
munity.
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Biphasic Range Expansions with Short and Long-
Distance Dispersal

Long-distance dispersal (LDD) has long been recognized
as a key factor in determining rates of spread in biologi-
cal invasions. Two approaches for incorporating LDD in
mathematical models of spread are mixed dispersal and
heavy-tailed dispersal. In this talk, I analyze integrodiffer-
ence equation (IDE) models with mixed-dispersal kernels
and fat-tailed (a subset of the heavy-tailed class) disper-
sal kernels to study how short- and long-distance dispersal
contribute to the spread of invasive species. I show that
both approaches can lead to biphasic range expansions,
where an invasion has two distinct phases of spread. In
the initial phase of spread, the invasion is controlled by
short-distance dispersal. Long-distance dispersal boosts
the speed of spread during the ultimate phase, and can
have significant effects even when the probability of LDD
is vanishingly small. For fat-tailed kernels, I introduce a
method of characterizing the “shoulder’ of a dispersal ker-
nel based on speed rarefaction curves, which separates the
peak and tail.
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Host-Parasitoid Dynamics
Range Shifts

and Climate-Driven

Climate change has created new and evolving environmen-
tal conditions that cause the habitat ranges of many species
to shift upward in elevation and/or towards the poles. To
investigate the impact of climate-driven range shifts on
host and parasitoid insect species, I consider an integrodif-
ference equation (IDE) model. Using this IDE model, I de-
termine criteria for coexistence of the host and parasitoid
species as the habitat shifts spatially. I compare several
methods of determining the critical habitat speed, beyond
which the parasitoid cannot survive. To make the analysis
tractable, I determine the critical speed from a spatially-
implicit model that uses an approximation of the dominant
eigenvalue of an integral operator. Because the kernel is
asymmetric, classical methods for determining the domi-
nant eigenvalue perform poorly. Instead, I approximate
the dominant eigenvalue with a method known as geomet-
ric symmetrization. The critical speed for parasitoid sur-
vival, as computed from the spatially-implicit model, is a
good lower bound for the critical speed as determined from
simulations of the full IDE model. This framework allows
for further exploration of how biological factors impact the
coexistence of the host and parasitoid species.
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Modeling the Invasion Wave of Wolbachia in
Mosquitoes for Controlling Mosquitoes-Borne Dis-

eases

We develop and analyze a partial differential equation
(PDE) model to study the transmission and invasion dy-
namics of releasing Wolbachia-infected mosquitoes to es-
tablish infection among the wild uninfected mosquitoes.
Wolbachia is a novel mitigation strategy to control
mosquitoes-borne diseases, such as Zika, Chikungunya, and
dengue fever. It is a natural bacterium that can infect
mosquitoes and reduce their ability to transmit these dis-
eases. A critical threshold condition that determines if a
Wolbachia infection can be sustained in the wild is the ra-
tio of infected to uninfected mosquitoes. Thus, accounting
for the spatial heterogeneity in the distributions of the in-
fected and uninfected mosquitoes is critical to accurately
predict if a release can be sustained in the field. We create
a reaction-diffusion type PDE model for the spread of a
Wolbachia epidemic within the mosquito population. The
model accounts for both the complex vertical transmission
parameters (from different mosquito life-stages) and the
horizontal transmission (spatial diffusion) of Wolbachia in-
fection. We identify the spatial threshold condition for
the Wolbachia invasion, beyond which the model can give
rise to the traveling waves. The threshold is captured us-
ing a reduced 1-PDE model and further simulated using
the 2-PDE model. We then compare the spatial threshold
distribution to the previous ODE setting as well as other
spatial configurations of the releasing profiles.
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Network Models for Analyzing the Deformities In-
duced by the Ecotoxicological Contaminant Tris(4-
Chlorophenyl)Methanol (tcpmoh) in Developing
Zebrafish (Danio Rerio)

Tris(4-cholophenyl)methanol (TCPMOH) is a recently dis-
covered environmental water contaminant with an un-
known origin. Although novel, it is highly persistent in the
environment, bioaccumulates in marine species, and has
been found in human breast milk. This study investigates
the effects of TCPMOH using the zebrafish model (Danio
rerio) by assessing TCPMOH induced deformities during
the developmental stage. Zebrafish have been exposed to
0.0, 0.5, 1.0 or 5.0 M TCPMOH and monitored during
the developmental stage by way of microscopy imaging.
Morphological data has been gathered assessing deformi-
ties and mortality of each sample at 24-hour intervals. A
complex network model has been developed to analyze the
association between deformities and mortality within and
between experimental groups using mathematical correla-
tions and spectral decomposition analysis. The spectral
radius for each network has been assessed and reveals mor-
phological deformity associations and a statistically signifi-
cant increase in deformities in exposed samples.. Node im-
portance analysis reveals yolk edema is highly associated
with the onset of other deformities and mortality. The find-
ings of this study reveal the harmful effects of TCPMOH.
With new environmental contaminants continually being
discovered, the network model developed may be applied
to determine the morphological damage any new toxicant
may have.

Ashley V. Schwartz
San Diego State University
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CP14

Determining Influential Parameters in Nonsmooth
Models of Riots

The spread of rioting can be modeled as a sort of social con-
tagion using nonsmooth ODEs, with nonsmoothness aris-
ing when a tipping point threshold is crossed, marking an
outburst of social activity with a bandwagon-like effect. We
are interested in investigating parametric sensitivities of
such rioting activity, but the presence of nonsmoothness in-
validates classical sensitivity theory. However, thanks to a
recent advancement in generalized derivatives theory called
lexicographic directional differentiation, nonsmooth mod-
eling frameworks now possess a computationally-relevant
theory capable of characterizing local sensitivity informa-
tion. In this talk, we highlight the nonsmooth sensitivity
theory and apply it to a multisite model of the 2005 French
riots around Paris, which was validated against a compre-
hensive data set of police reports. After discovering key
parameters driving the rioting activity, we consider other
possible scenarios in a non-local sensitivity analysis of this
social contagion.
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CP15

Assessing Building Damage After Natural Disas-
ters with Interpretable Convolutional Neural Net-
works

Natural disasters ravage the world’s cities and shores on a
monthly basis. Having precise and efficient mechanisms for
assessing infrastructure damage is essential to channel re-
sources and minimize the loss of life. Using a dataset that
includes labeled pre- and post- disaster satellite imagery,
the xBD dataset, we train multiple convolutional neural
networks to assess building damage on a per-building ba-
sis. In order to investigate how to best classify building
damage, we present a highly interpretable deep-learning
methodology that seeks to explicitly convey the most use-
ful information required to train an accurate classification
model. We also delve into which loss functions best opti-
mize these models. Our findings include that ordinal-cross
entropy loss is the most optimal loss function to use and
that including the type of disaster that caused the damage
in combination with a pre- and post-disaster image best
predicts the level of damage caused. The highest accuracy
percentage on the testing set that we achieve is 74.6%; the
non-optimal nature of this is largely attributed to the lim-
ited discernibility between the major and minor damage
categories. We also make progress in the realm of qual-
itative representations of which parts of the images that
the model is using to predict damage levels, through gra-
dient class-activation maps. Our research seeks to compu-
tationally contribute to aiding in this ongoing and growing
humanitarian crisis, heightened by climate change.

Thomas Chen
Academy for Mathematics, Science, and Engineering
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CP15

Galerkin Neural Networks: A Framework for Ap-
proximating Variational Equations with Error Con-
trol

The past decade has seen a surge of interest in applying
neural networks to a range of non-standard applications,
including the numerical approximation of partial differen-
tial equations. We present a new neural network framework
for approximating variational problems based on the tra-
ditional Galerkin method. This approach is based on the
adaptive construction of a sequence of finite-dimensional
subspaces whose basis functions are realizations of a se-
quence of neural networks. The finite-dimensional sub-
spaces are then used to define a standard Galerkin approx-
imation of the variational equation. We present basic the-
oretical results regarding the convergence of the method
and several examples demonstrating the efficacy of the ap-
proach.

Justin Dong
Brown University
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CP15

Data Driven Machine Learning Models For Flood
Prediction on the Mississippi River Basin

Floods are one of the most destructive natural disasters
but can be highly chaotic and complex to model. Accu-
rate flood prediction models can be critical to minimizing
the impact of these events on infrastructure and on the
lives of those who live near a floodplain. Traditional, cou-
pled models tend to be computationally expensive due to
the considerable amount of data that reflect both spatial
and temporal variations of key hydrological components to
floods. This presentation will demonstrate an approach to
build hydrological models that can accurately and precisely
map river discharge as a function of climate and other ge-
ological conditions at a given point in the future. These
models will be built using historical data obtained from the
Copernicus Satellite.

Haley R. Dozier, Andrew Strelzoff, Althea Henslee,
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CP15

Immune Cell Subset Metacluster Frequencies
Across Batches of Cov2-Stimulated Blood Samples
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over Time, and in Association with Clinical Meta-
data

It’s not true I never metacluster I didn’t like. We're
using clustering algorithms on 20-dimensional snapshots
of immune cells at a batch level, for many batches, ini-
tially ”overclustering.” We then ”metacluster” the z-scored
cetroids of the initial clusters, to arrive of cohort-level
metacluster classification of diverse T and B cell subsets.
Hence we’re clustering together thousands to tens of thou-
sands of CD4 and CD T cells per participant, per blood
draw, per COV-2 peptide pool stimulation, with 16 partic-
ipant visits per batch, 5 stimulations per participant visit,
and 25 batches and counting. We are using these frequen-
cies as serological measures and to examine as correlates of
clinical outcomes.

Hugh R. Macmillan

Dept. of Mathematical Sciences
Fred Hutch Cancer Research Center
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CP15

Investigating Fluid Drainage from the Edge of a
Porous Reservoir using Physics Informed Neural
Networks

Physics Informed Neural Networks (PINNs) is a state-of-
the-art tool for finding data-driven solutions to PDEs and
discovering parameters in a PDE from a given data. In
the present work, we have studied both, in the context
of fluid drainage from the edge of a porous reservoir. To
the best of our knowledge, this is the first implementa-
tion of deep neural networks to study this geophysical phe-
nomenon. In the first part, we investigated the steady-state
PDE, called Dupuit-Boussinesq approximation, from both
synthetic and experimental data for a range of given input
flow values, where training data is provided for the state
variable; the water table height. We found that the ex-
perimental data displayed features that are not captured
by the simple PDE. We also tried to estimate the hy-
draulic conductivity from both synthetic and experimen-
tal data. Furthermore, we solved the estimation problem
for the transient low PDE, using numerical solutions from
finite-difference simulations as the input data to infer both
the hydraulic conductivity and the outflow boundary con-
dition. We found that the PINNs were able to infer the
model parameters with reasonable accuracy, and more im-
portantly, PDE solutions produced by the estimated pa-
rameter values were a good fit for the data. Finally, we
highlight some of the difficulties in implementing PINNs
for studying this problem, for example, when the data does
not perfectly match the PDEs or scaling of the misfit terms.
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CP16

Towards a Generalization of Optimization Methods
on Manifolds via Diffeological Spaces

In the 1980s, J.M. Souriau introduced firstly diffeological
spaces which are a natural generalization of smooth man-
ifolds. However, optimization techniques are only known
on manifolds so far. A generalization of these techniques
to diffeological spaces is very challenging due to several
reasons. For example, there are various definitions of tan-
gent spaces which do not coincide. In addition, one needs
to generalize a Riemannian space in order to define gradi-
ents which are necessary for optimization methods. In this
talk, we present a suitable definition of a tangent space in
view to optimization methods. Based on this definition, we
define a diffeological Riemannian space and a diffeological
gradient. In order to update the iterates in an optimization
algorithm on diffeological spaces, we present a diffeological
retraction and the Levi-Civita connection on diffeological
spaces.

Nico Goldammer, Kathrin Welker
University of the Federal Armed Forces Hamburg
goldammer@hsu-hh.de, welker@hsu-hh.de

CP16
On Parametric Second-Order Conic Optimization

We study the parametric analysis of a second-order conic
optimization problem, where the objective function is per-
turbed along a fixed direction. We introduce the notions
of nonlinearity interval and transition point which serve as
stability regions of the optimal partition. Finally, under
some regularity conditions, we propose numerical proce-
dures to compute a nonlinearity interval or to identify a
transition point.

Ali Mohammad Nezhad
Department of Mathematics, Purdue University
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CP16

Adaptive Optimization of District Heating Net-
work Operation

We propose an adaptive optimization algorithm for oper-
ating district heating networks in a stationary regime. The
behavior of hot water flow in the pipe network is modeled
using the incompressible Euler equations and a suitable
energy equation. The algorithm is based on a hierarchy
of this system of differential equations to adaptively model
physics in the individual pipes of the network depending
on the actual state of physics. A posteriori error estimators
are used for switching between the models in the hierarchy
and to control the discretization of the differential equa-
tions. We prove convergence of the adaptive method and
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present some numerical results that illustrate the applica-
bility of the approach.

Hannes Danschel, Volker Mehrmann
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CP17

Improving the Applicability and Efficiency of
Monte Carlo Linear Algebra Algorithms

When dealing with large, linear-algebra problems, classi-
cal linear-algebra tools are no longer practical because the
computational cost is not feasible. The computational cost
of well known algorithms are usually O(N®) for dense ma-
trices, and even linear iterative methods for sparse matri-
ces are not applicable when N is huge. In this case, a
Monte Carlo algorithm is the only method that we can ac-
tually apply to solve those problems. However, it is not
always guaranteed that a Monte Carlo algorithm is con-
vergent and efficient. An appropriate preconditioner and
transition probability need to be chosen to make the al-
gorithm reliable. We are interested in seeking the lowest
eigenvalue of large matrices. We transform the eigenvalue
problem to a scalar equation using the Shur complement,
and this scalar equation includes the inverse of the matrix,
which can be obtained by solving a system of linear equa-
tions. Our goal is to find the appropriate preconditioner to
reduce the sample variance when solving a linear system
by a Monte Carlo algorithm. We suggest to sample a tile
of a matrix, instead of one element at a time. We show
that tiling reduces the variance for when we have a dense
random matrix as a coefficient matrix.

Hyeji Choi
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CP17

On the Classification Capabilities of Topological
Data Analysis

Topological Data Analysis (TDA) has been applied to en-
hance Machine Learning (ML) pipelines across different ap-
plication domains. TDA has been widely used to provide
topological interpretations of data in topological descrip-
tors to allow ML tasks such as clustering or supervised
classification. Multiscale relationships between data are
discovered and processed during filtered simplicial com-
plexes construction and persistence computation, but once
desired topological features are computed, all those re-
lationships are discarded. However, taking advantage of
both the TDA results and the entire topological invariants

discovering process would help address current classifica-
tion challenges. This work aims to present preliminary
results on TDA’s direct application to supervised learning
with no further ML stage. A label propagation algorithm
on filtered simplicial complexes based on Link and Star
operators will be presented. The main idea is to select
a sub-complex from the filtration and perform a labeling
propagation process based on the simplex’s Link to clas-
sify. In this method, the label of maximal contribution is
used to label an unlabeled simplex. Filtration values are
used in the labeling process as tie disambiguation. The
proposed algorithm is applied to imbalanced data classifi-
cation and mislabeled-data identification, correction, and
classification. Finally, experimental results will be pre-
sented by comparing the proposed algorithm with other
neighbor-based classifiers.
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CP17

Marginal Posteriors with Truncated Marginal Ra-
tio Estimation

In physics and astronomy, marginal posteriors play a piv-
otal role in constraining the parameters of probabilistic
models. Typically these are nonlinear functions of many
random variables called simulators. In standard practice,
inference algorithms estimate the posterior of all stochas-
tic variables jointly before marginalization. For complex
simulators this approach can be intractable. We present
truncated marginal ratio estimation: an algorithm that ef-
ficiently estimates any marginal posterior by constraining
analysis to plausible regions of parameter space through an
iterative scheme. It is based on amortized likelihood-to-
evidence ratio estimation using a trained binary classifier
and differs from existing sequential approaches. It enables:
(a) automatic reuse of the simulations for hyper-efficient
follow-up studies of alternative observations, (b) efficient
coverage tests of the estimated marginal posteriors, and
(c) marginal inference of high-dimensional complex pos-
teriors. Since it is a likelihood-free, or simulation-based,
method it is applicable when the likelihood is only implic-
itly defined, i.e. when it is possible to sample the likelihood
but not evaluate it. We show that our method can require
at least an order of magnitude fewer simulations on typical
use-cases than likelihood-based approximate inference. We
offer a functional prototype open-source package swyft at
https://github.com/undark-lab /swyft.

Benjamin K. Miller
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CP17

Analyzing the Infection Risk of Healthcare Work-
ers for Covid-19 with a New Adaptive Bayesian
Lasso Exponential Random Graph Model

In this paper, we propose an Adaptive Bayesian Lasso Ex-
ponential Random Graph Model. This model allows the
posterior distribution for each parameter to have an indi-
vidualized variance. The Gibbs Sampling algorithm is de-
rived, and we apply this new flexible model to analyze the
infection risk of healthcare workers for COVID-19. Our
results show an improvement to the traditional Bayesian
Exponential Random Graph model which is significant in
light of the promising applications of this newly proposed
method.

Vicki Modisette, Dan Han
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CP17

A Neural Network Ensemble Approach to System
Identification

We present a new algorithm for learning unknown govern-
ing equations from trajectory data, using neural networks.
Given samples of solutions x(¢) to an unknown dynami-
cal system z(t) = f(¢,z(t)), we approximate the function
f using an ensemble of neural networks. We express the
equation in integral form and use Euler method to predict
the solution at every successive time step using at each it-
eration a different neural network as a prior for f. This
procedure yields N-1 time-independent networks, where N
is the number of time steps at which z(t) is observed. Fi-
nally, we obtain a single approximation of the function
f(t,z(t)) by neural network interpolation. Unlike our ear-
lier work, where we numerically computed the derivatives
of data, and used them as target in a Lipschitz regularized
neural network to approximate f, our new method avoids
numerical differentiations, which are unstable in presence
of noise. We test the new algorithm on multiple examples,
such as the Lotka-Volterra system and the Damped Pen-
dulum equation both with and without noise in the data.
We empirically show that generalization and recovery of
the governing equation improve by adding a Lipschitz reg-
ularization term in our loss function and that this method
improves our previous one especially in presence of noise,
when numerical differentiation provides low quality target
data. Finally, we compare our results with the method
proposed by Raissi, et al. arXiv:1801.01236 (2018).
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CP17

Large Deviation Principle for Local Empirical Mea-
sure of Coulomb Gases at Intermediate Tempera-
ture Regime

We work with Coulomb gases at an intermediate tempera-
ture regime. We define a local empirical field and identify
a critical temperature scaling. We show that if the scal-
ing of the temperature is supercritical, the local empirical
field satisfies an LDP with an entropy-based rate function.
We also show that if the scaling of the temperature is sub-
critical, the local empirical field satisfies an LDP with an
energy-based rate function. An important idea in this work
is to exploit the different scaling relations satisfied by the
Coulomb energy and the entropy.

David Padilla-Garza
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CP18

Critical Thresholds in a Nonlocal Euler System
with Relaxation

We propose and study a nonlocal Euler system with relax-
ation, which tends to a strictly hyperbolic system under
the hyperbolic scaling limit. We will derive a precise crit-
ical threshold for this system in one dimensional setting.
Our result reveals that such nonlocal system admits global
smooth solutions for a large class of initial data. Thus, the
nonlocal velocity regularizes the generic finite-time break-
down in the pressureless Euler system. We will also look
into a one-dimensional 2 x 2 hyperbolic Eulerian system
with local relaxation from critical threshold perspective.
The system features dynamic transition between strictly
and weakly hyperbolic.
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CP18

A Superconvergent Hybrid Method of Spectral El-
ements and Generalized Weighted Residuals on Ir-
regular Domains

Spectral element methods, such as those using tensor-
product Gauss-Lobatto points, are well known to supercon-
verge over regular domains. However, superconvergence is
often lost on irregular domains due to distorted elements.
We introduce a novel hybrid method, which uses a Schwarz
alternating process to combine superconvergent spectral el-
ements with Gauss-Lobatto points in the interior of the
domain with a method of generalized weighted residuals
(GWR) near the boundary. Specifically, we use a GWR for-
mulation called the extended adaptive stencil finite element
method (AES-FEM), which overcomes element-quality de-
pendence of Lagrange finite elements. Our resulting hy-
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brid method, called SPEAF, preserves the global super-
convergence of spectral elements, while being able to ac-
commodate irregular domains by using hybrid meshes. We
present numerical results in solving parabolic PDEs in 2D
and 3D and demonstrate the O(hP2) convergence rate in
£2 norm and O(hP*!) in H' norm with even-degree-p spec-
tral elements in the interior. These superconvergence re-
sults match those of spectral elements and exceed those
of equidistant finite elements by one order, while approx-
imately preserving their efficiency. We describe the sim-
plified mesh-generation process of SPEAF with a sublin-
ear time complexity, and compare the accuracy and effi-
ciency of SPEAF with standard Lagrange finite elements
and spectral elements.
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CP18

Iterative High Order Numerical Method for Mul-
tiple Scattering

This paper outlines a new iterative method for determin-
ing the scattered wave for two dimensional multiple acous-
tic scattering problems. We seek to approximate the total
wave as it is scattered off of multiple arbitrarily shaped ob-
stacles. This is done by enclosing each obstacle in a circular
artificial boundary and generating a curvilinear coordinate
system for the computational region between the obsta-
cles and the artificial boundary. We treat each obstacle
as a separate singular acoustic scattering problem and use
a finite difference method to create a linear system whose
solution will approximate the scattered wave. The forcing
vector in the linear system is determined from the total
influence on the obstacle boundary from the incident wave
and the scattered waves from the other obstacles. In each
iteration, we solve the singular acoustic scattering problem
for each obstacle by using the scattered wave approxima-
tions from the other obstacles obtained from the previous
iteration. The iterations continue until the solutions con-
verge. | will include numerical results which demonstrate
the accuracy and advantages of our technique.
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CP18

Parameter Identification in Three-Dimensional
Electrostatics for Magnetohydrodynamics

Magnetohydrodynamics (MHD) is the study of a charged
medium flowing through a magnetic field. For this talk,
the working fluid is assumed to be a steady state singu-
larly ionized plasma moving uniformly down the channel.
Similarly, the magnetic field is assumed to be a steady
state applied field, neglecting the induced field. Introduc-
ing the ion-slip term into the generalized Ohm’s law, and

coupling Maxwell’s equations results in a non-linear system
of PDE’s whose solution is the electric field and current,
E and J respectively. Using a matrix representation of the
cross-product, an explicit form of Ohm’s law is presented.
Well-posedness of both the forward problem and the in-
verse problem, with a parameter set consisting of the fluid
flow, conductivity, applied magnetic field, hall parameter,
and ion-slip parameter is presented. Numerical validation
of the parameter estimation will also be discussed, utilizing
COMSOL to apply FMGRES and finite element techniques
to complex geometry, with electrodes and loads being in-
cluded in the model. Both the continuous and segmented
Faraday configurations will be explored.
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CP18
Interaction of Optical Pulses in Nonlinear Media

Interaction of optical pulses in Nonlinear optical media is
studied numerically and analytically. The pulse dynam-
ics are simulated by wave propagation techniques. The
numerical simulations agree with the results of the ana-
lytical model. The new results explain the interaction of
pulses at the interface and provide conditions for reflection
or transmission. This provides an opportunity to analyze
the interaction in different types of media including diffu-
sive nonlinear media.
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North Carolina A&T State University
rajah@ncat.edu

CP18

A Feynman-Kac Based Numerical Method for
Solving Local and Non-Local Transport Problems

The exit time probability, which gives the likelihood that
a particle leaves a prescribed region in the phase space
of a dynamical system at, or before, a given time, is ar-
guably one of the most natural and important transport
problems. Here we present an accurate and efficient nu-
merical method for computing this probability for systems
described by nonautonomous (time-dependent) stochastic
differential equations (SDEs) and their equivalent Fokker-
Planck partial differential equations. The method is based
on the direct approximation of the Feynman-Kac formula
that establishes a link between the adjoint Fokker- Planck
equation and the forward SDE. The method is uncondi-
tionally stable, exhibits second-order convergence in space,
first-order convergence in time, and, it is straightforward
to parallelize. In the local transport case, the SDEs are
driven by Brownian motion, and in the nonlocal case, by
a combination of Brownian motion and Poisson jump pro-
cesses describing nonlocality with a finite horizon kernel in
the corresponding partial integrodifferential equation (PI-
DEs). As a natural extension of boundary conditions for
local PDEs; we consider volume constraints in the nonlocal
case. Applications of the proposed method to local trans-
port include advection-diffusion of passive tracers in fluid
flows exhibiting chaotic advection and runaway accelera-
tion of electrons in a plasma.
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CP19

Dory: Overcoming Barriers to Computing Persis-
tent Homology

Persistent homology (PH) is a tool in topological data anal-
ysis (TDA) that computes multi-scale topologically invari-
ant properties of high-dimensional data that are robust to
noise. While PH has revealed useful patterns across var-
ious applications, computational requirements have been
limited to small data sets of a few thousand points. We
present Dory, an efficient and scalable algorithm that en-
ables the computation of persistent homology to large data
sets. Dory uses significantly less memory and computation
time when compared to the best of the published algo-
rithms, and scales to process data sets with millions of
points. As an application, we compute PH of the human
genome at the high resolution of 1 kilobase from a genome-
wide Hi-C data set. Results show that the topology of the
human genome changes significantly upon treatment with
auxin, a chemical that degrades cohesin, corroborating the
hypothesis that cohesin plays a crucial role in loop forma-
tion in DNA.
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CP19

The Shape of Things to Come: Topological Data
Analysis and Plant Biology

Shape is foundational to biology. Observing and docu-
menting shape has fueled biological understanding as the
shape of biomolecules, cells, tissues, and organisms arise
from the effects of genetics, development, and the environ-
ment. The vision of topological data analysis (TDA), that
data is shape and shape is data, will be relevant as biology
transitions into a data-driven era where meaningful inter-
pretation of large datasets is a limiting factor. We focus
first on quantifying the morphology of X-ray CT scans of
barley spikes and seeds using topological descriptors based
on the Euler characteristic transform. We then success-
fully train a support vector machine to distinguish and
classify 28 different varieties of barley based solely on the
3D shape of their grains. This shape characterization will
allow us later to link genotype with phenotype, furthering
our understanding on how the physical shape is genetically
specified in DNA.
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CP19

A Metric on Directed Graphs and Markov Chains
Based on Hitting Probabilities

The shortest-path, commute time, and diffusion distances
on undirected graphs have been widely employed in ap-
plications such as dimensionality reduction, link predic-
tion, and trip planning. Increasingly, there is interest in
using asymmetric structure of data derived from Markov
chains and directed graphs, but few metrics are specifi-
cally adapted to this task. We introduce a metric on the
state space of any ergodic, finite-state, time-homogeneous
Markov chain and, in particular, on any Markov chain de-
rived from a directed graph. Our construction is based on
hitting probabilities, with nearness in the metric space re-
lated to the transfer of random walkers from one node to
another at stationarity. Notably, our metric is insensitive
to shortest and average walk distances, thus giving new
information compared to existing metrics. We use pos-
sible degeneracies in the metric to develop an interesting
structural theory of directed graphs and explore a related
quotienting procedure. Our metric can be computed in
O(n?®) time, where n is the number of states, and in exam-
ples we scale up to n = 10,000 nodes and ~ 38M edges
on a desktop computer. In several examples, we explore
the nature of the metric, compare it to alternative meth-
ods, and demonstrate its utility for weak recovery of com-
munity structure in dense graphs, visualization, structure
recovering, dynamics exploration, and multiscale cluster
detection.

Zachary M. Boyd
University of North Carolina — Chapel Hill
boyd@mathematics.byu.edu

CP19

Utilizing the Structure of the Curvelet Transform
in Compressed Sensing

Compressed sensing (CS) has empowered quality image
reconstruction with fewer data samples than previously
thought were required. CS is made possible by a system
matrix that satisfies some condition where it is close to in-
vertible, such as the Restricted Isometry Principle in Lev-
els. Much of the theory of compressed sensing applies to a
general matrix of this type. The Discrete Curvelet Trans-
form (DCT) has been shown to represent images with a low
number of significant coefficients. When combined with a
Fourier sensing application, e.g. MRI, the DCT is an effec-
tive sparsifying transform. In this work, we consider the
specific structure of the DCT. We show that the DCT sug-
gests that the sampling pattern should include a fully sam-
pled region of a specific size, corresponding to the resolu-
tion of the coarse filter embedded in the DCT, in the center
of the Fourier domain. We take advantage of the structure
of the DCT and identify an affine transformation that in-
creases the sparsity of the result. After inclusion of this
affine transformation, we modify the resulting optimiza-
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tion problem to comply with the usual form of the problem
solved in CS. Remarkably, the system matrix of the result-
ing problem is the same as the original, which maintains
the theoretical guarantees of CS. Because of the increased
sparsity, the problem yields images of higher quality for
the same number of samples. We present results with data
from magnetic resonance and optical images.

Nicholas Dwork
University of California, San Francisco
nicholas.dwork@ucsf.edu

Peder Larson
University of Calforinia, San Francisco
peder.larson@ucsf.edu

CP19
Robust Cyber-Risk Estimation in IoT Devices

Weak security practices often expose increasingly perva-
sive ToT systems to (major) cyber-attacks. Third-party
cyber-risk management (CRM) solutions are thriving in
mitigating such attacks’ negative impacts on civilian sec-
tors or else. The pre-requisite to scale the markets for such
solutions is robust cyber-risk estimation for IoT systems
- both, for individual IoT gadgets, and, for the network
formed by such gadgets. We address the problem for in-
dividual ToT gadgets that comprise multiple components
“stitched” together, each supporting a salient functionality,
and often manufactured by heterogeneous vendors. Specif-
ically, we account for the statistical dependencies between
the performance measures of (i) different components at a
given time, and (ii) the same component over time, to ro-
bustly estimate the standard time-dependent Conditional
Value at Risk (CVaR) for such gadgets. We exhibit an
experimental increase in CVaR~estimation accuracy of up
to 90% compared to estimates not considering statistical
dependencies. We also derive a mathematical concentra-
tion bound of the CVaR metric for a multi-component loT
gadget. Finally, we showcase a rigorous and computation-
ally efficient Bayesian CVaR prediction method that ac-
curately predicts components’ future performance. Apart
from a clear advantage to the CRM industry, our method
is of particular social importance in life-critical IoT gadget
settings such as pacemakers and artificial kidneys under
resource-drainage (RD) attacks.

Ziyuan Huang, Ranjan Pal
University of Michigan
ziyuanh@umich.edu, palr@umich.edu
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Mingyan Liu
University of Michigan
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CP19
Emd with Shape-Preserving Spline Interpolation

Empirical mode decomposition (EMD) is a popular, novel,
user-friendly algorithm to decompose a given signal into its
constituting components, utilizing spline interpolation. In
this paper, we equip EMD with a shape-preserving inter-
polation scheme based on quadratic B-splines. Using nu-
merical experiments, we show that our scheme, which we
coin Geometric EMD, or GEMD, outperforms the original

EMD, both qualitatively and quantitatively.

Maria D. van der Walt
WESTMONT COLLEGE
INSTITUTION FOUND
mvanderwalt@Qwestmont.edu

MS1

Robust Monitoring of the Human Head by Electri-
cal Impedance Tomography

This project focuses on applying EIT to head imaging with-
out accurate information on the electrode positions or the
shape of the studied patient’s head. In medical applica-
tions of EIT, the exact shape of the imaged object is usu-
ally unknown; even if one has some generic information
about the average shape of the imaged part of the human
body, the natural variations between different subjects are
often significant and EIT is known to be extremely sensi-
tive to geometric mismodelling. In this talk I will present
two different methods for handling the problem on a com-
putational FEM head model. On the one hand, I will show
results with machine learning approaches, such as support
vector machine (SVM) and neural networks (NN), used to
binary classify the type of stroke occurred, hemorrhagic or
ischemic. Albeit really fast, this method wont provide a
full image reconstruction. On the other hand, we apply
the approximation error approach, where the error caused
by the mismodeling is included as an extra additive noise
process in the measurement model, its statistics are esti-
mated in advance based on heavy simulations and prior
knowledge on all unknown parameters, and finally the ac-
tual inversion is performed within the Bayesian paradigm.
These are joint works with M. Santacesaria, N. Hyvonen,
J. Kaipio and V. Kolehmainen.

Valentina Candiani
Aalto University
valentina.candiani@aalto.fi

MS1

Graph U-Net for 2D Electrical Impedance Tomog-
raphy

The most comprehensive forward model for electrical
impedance tomography requires discretizing the domain,
often into a finite element method (FEM) mesh. The in-
verse problem, often referred to as EIT reconstruction, also
typically takes place with the conductivity distribution de-
fined over a FEM mesh. Previously, neural networks have
been incorporated into reconstruction methods with the
use of fully connected layers or by restricting discretization
to Euclidean grids in order use traditional convolutional
layers. Recently, outside of EIT, graph convolutional net-
works (GCNs) have grown in popularity because they share
many of the same benefits as traditional convolutional net-
works except that they are flexible enough to operate over
graph data. In this work, a GCN with a U-net architecture
is used to post process recovered conductivity distributions
defined over a FEM mesh, leading to increased sharpness
and reliability in the final reconstruction. The GCN is
trained using simulated data and preliminary results are
provided for experimental ACT3 and KIT 4 data sets.

William Herzberg
Marquette University, Milwaukee, WI



32

SIAM Annual Meeting (AN21)

William.herzberg@marquette.edu

MS1

Direct 3D Electrical Impedance Tomography Re-
constructions from Simulated Electrode Data

Until recently, most Complex Geometrical Optics (CGO)-
based reconstruction methods have focused on 2D image
reconstruction. 3D CGO-based methods have primarily
focused on theoretical studies and assume continuum data
on the entire boundary of the domain. This work is the
first to adapt the 3-D t**P method to cases with simulated
electrode data and the first to implement a 3-D Calderén
method on a sphere with simulated electrode data. Results
for the 3D CGO-based methods are comparable to their 2D
counterparts. In addition, these methods are compared to
more common regularized non-linear least squares meth-
ods. The effect of number of electrodes and noise level are
investigated across all methods. Extending on the work
with spherical domains, we present 3D CGO-based recon-
structions in ellipsoidal domains with simulated electrode
data. To improve the image quality, we introduce deep
learning post-processing of these 3D images.

Peter A. Muller
Villanova University
peter.muller@villanova.edu

MS1

Combining Real World Measurements of EIT with
Neural Networks for Stroke Classification

Electrical Impedance Tomography (EIT) is an emerging
non-invasive medical imaging modality. It is based on the
measurements of boundary electrical currents and voltages,
leading to recovering the internal conductivity distribu-
tion. The mathematical task of EIT image reconstruction
is a nonlinear and ill-posed inverse problem, typically re-
sulting in blurred images. One promising application is
stroke-EIT, or classification of stroke into either ischemic
or hemorrhagic. Ischemic stroke involves a blood clot, pre-
venting blood flow to a part of the brain causing a low-
conductivity region. Hemorrhagic stroke means bleeding
in the brain causing a high-conductivity region. In both
cases the symptoms are identical, so a cost-effective and
portable classification device is needed. Typical EIT im-
ages are not optimal for stroke-EIT because of blurriness.
In this talk we first approximate the idealized boundary
condition, that is Dirichlet-to-Neumann(DN) map, from
the practical boundary electrode measurements of Com-
plete Electrode Model (CEM). We then use the idealized
DN map to extract robust features called Virtual Hybrid
Edge Detection (VHED) functions that have a geometric
interpretation and whose computation from EIT data does
not involve calculating a full image of the conductivity. We
report the measures of accuracy for the stroke prediction
using VHED functions on data sets that differ from the
training data used for the training of neural network.

Rashmi V. Murthy
University of Helsinki
rashmi.murthy@helsinki.fi

MS2

Integrable Dynamics of Curves in the Pseudocon-
formal 3-Sphere

We consider evolution equations for curves in the 3-

dimensional sphere that are invariant under the group
SU(2,1) of pseudoconformal transformations, which pre-
serves the standard contact structure on the sphere. In
particular, we investigate how invariant evolutions of Leg-
endrian and transverse curves induce both new and well-
known integrable systems and hierarchies at the level of
their geometric invariants.

Annalisa M. Calini

College of Charleston
Department of Mathematics
calinia@cofc.edu

Thomas Ivey
College of Charleston
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MS2

High-Order Rogue Waves and Solitons, and Solu-
tions Interpolating Between Them

A family of exact solutions to the focusing nonlinear
Schrdinger equation is presented that contains fundamen-
tal rogue waves and multiple-pole solitons of all orders.
The family is indexed with a continuous parameter repre-
senting the "order” that allows one to continuously tune
between rogue waves and solitons of different integer or-
ders. In this scheme, solitons and rogue waves of increasing
integer orders alternate as the continuous order parame-
ter increases. For example, the Peregrine solution can be
viewed as a soliton of order three-halves. We show that
solutions in this family exhibit certain universal features
in the limit of high (continuous) order.

Peter D. Miller
University of Michigan
millerpd@umich.edu

Deniz Bilman
University of Cincinnati
bilman@uc.edu

MS2

Instability of Breathers and Double-Periodic
Waves in the Focusing NLS Equation

I will discuss precise analytical results on linear insta-
bility of Akhmediev breathers, Kuznetsov-Ma breathers,
and Peregrine’s rogue wave. These solutions are degen-
erate cases of the double-periodic solutions to the cubic
NLS (nonlinear Schrodinger) equation. The wave func-
tion modulus of the double-periodic solutions is periodic
both in space and time coordinates; such solutions gener-
alize the standing waves which have the time-independent
and space-periodic wave function modulus. Similar to
breathers and standing waves, the double-periodic solu-
tions are spectrally unstable and this instability is related
to the bands of the Lax spectrum outside the imaginary
axis.

Dmitry Pelinovsky
McMaster University
Department of Mathematics
dmpeli@math.mcmaster.ca

MS2
On Spectral Theory of Soliton and Breather Gases
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for Integrable Systems

Solitons and breathers are localized solutions of integrable
systems that can be viewed as particles of complex sta-
tistical objects called soliton and breather gases. In this
talk we briefly review some main equations of the spectral
theory of soliton gases for integrable systems and discuss
rigorous analysis of these equations.

Alexander Tovbis

University of Central Florida
Department of Mathematics
alexander.tovbis@ucf.edu

MS3

The Impact of Changing Behavior, Sentiments, and
Risk Perception on Covid-19 Transmission

COVID-19 is a respiratory disease caused by coronavirus,
SARSCOV2. The disease has led to over 81 million cases,
and with over 2 million deaths worldwide. In the current
social and political climate, the risk of COVID-19 infection
is driven by peoples perception of risk of the infection. A
number of factors drive public perception of disease risk,
these include peoples beliefs, knowledge, and information
about a disease. In this seminar, I present two different
models for COVID-19 looking at peoples behavior and their
sentiments about the disease. One model uses game theory
and appropriate payoff functions relating to the perception
of risk measured using disease incidence and severity of
infection to account for a series of human behaviors. Which
leads to a complex interplay between the epidemiological
model, that affects success of different strategies, and the
game theoretic behavioral model, which in turn affects the
spread of the disease. The second model uses tweets from
twitter to account for peoples sentiments about the disease.
It also takes into account negative sentiments driven by
misinformation. The results from these models shows that
rational behavior of susceptible individuals can lead to a
second wave of the pandemic. To reduce the burden of the
disease in the community, it is necessary to ensure positive
sentiments and feelings and to incentivize such altruistic
behavior by infected individuals as voluntary self-isolation.

Folashade Agusto

Ecology and Evolutionary Biology
University of Kansas
fbagusto@gmail.com

MS3

Optimal Control Applied to Models of Invasive
Species in Rivers

Using a parabolic PDE model representing an invasive pop-
ulation in a river, we investigate controlling the water dis-
charge rate as a management strategy. Our goal is to use
the control to keep the invasive population downstream.
Using an optimality system, consisting of our population
PDE, an adjoint PDE, and corresponding optimal control
characterization, we illustrate some numerical simulations
to show how far upstream the invasive population reaches.

Suzanne M. Lenhart
University of Tennessee
Department of Mathematics

slenhart@utk.edu

MS3
Estimation of Partial Differential Equations

In many physical applications, the system’s state varies
with spatial variables as well as time. Such systems are
modelled by partial differential equations and the state
evolves on an infinite-dimensional space. Systems modelled
by delay-differential equations are also infinite-dimensional
systems. The full state of these systems cannot be mea-
sured. Observer design is an important tool for estimating
the state from available measurements. The idea is to com-
bine information from measurements and the model, both
of which contain errors, to arrive at a estimate of the sys-
tem state. Often only some aspect of the state needs to be
estimated, not the whole state. This, and also the nature
of disturbances, should guide the choice of observer design.
The well-known Kalman filter is described, and also several
other types of estimators for output estimation of linear
infinite-dimensional systems. Another factor in estimator
accuracy for systems with spatial dependence is the loca-
tion of the sensors. A practical framework for constructing
finite-dimensional estimators that provide performance ar-
bitrarily close to optimal is described. Some results are
described and illustrated with computational results.

Kirsten Morris

Dept. of Applied Mathematics
University of Waterloo
kmorrisQuwaterloo.ca

MS3

Consensus and Control of Opinion Formation Mod-
els

We analyze the asymptotic behavior of a Hegselmann-
Krause opinion formation model with time delay. Under
appropriate assumptions, we prove exponential consensus
estimates when the time delay satisfies a suitable smallness
assumption. Our arguments are based on a Lyapunov func-
tional approach and require careful estimates on the trajec-
tories. We then study the mean-field limit from the many-
individual Hegselmann-Krause equation to the continuity-
type partial differential equation as the number of individ-
uals goes to infinity. For the limiting equation, we prove
global-in-time existence and uniqueness of measure-valued
solutions. We also use the fact that constants appearing
in the consensus estimates for the particle system are in-
dependent of the number of individual to extend the ex-
ponential consensus result to the continuum model. Some
related control problems are also illustrated.

Cristina Pignotti
University of L’Aquila
pignotti@Qunivaq.it

MS4

Non-Asymptotic Estimation of Risk Measures us-
ing Stochastic Gradient Langevin Dynamics

In this talk we will discuss the approximation of arbitrary
law invariant risk measures. The approximation algorithm
we propose is based on stochastic gradient Langevin dy-
namics, which can be seen as a version of the stochastic
gradient descent used in various learning problems. We
will present both theoretical, non-asymptotic convergence
rates of the approximation algorithm and numerical simu-
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lations. We will particularly discuss the case of the average
value-at-risk.

Jiarui Chu
Princeton University
jiaruic@princeton.edu

MS4

Portfolio Optimisation within a Wasserstein Ball

We study the problem of active portfolio management
where an investor aims to outperform a benchmark strat-
egy’s risk profile while not deviating too far from it. Specif-
ically, an investor considers alternative strategies whose
terminal wealth lie within a Wasserstein ball surrounding a
benchmark’s — being distributionally close — and that have
a specified dependence/copula — tying state-by-state out-
comes — to it. The investor then chooses the alternative
strategy that minimises a distortion risk measure of ter-
minal wealth. In a general (complete) market model, we
prove that an optimal dynamic strategy exists and provide
its characterisation through the notion of isotonic projec-
tions. We further propose a simulation approach to cal-
culate the optimal strategy’s terminal wealth, making our
approach applicable to a wide range of market models. Fi-
nally, we illustrate how investors with different copula and
risk preferences invest and improve upon the benchmark
using the Tail Value-at-Risk, inverse S-shaped, and lower-
and upper-tail distortion risk measures as examples. We
find that investors’ optimal terminal wealth distribution
has larger probability masses in regions that reduce their
risk measure relative to the benchmark while preserving
the benchmark’s structure.

Silvana Pesenti

Department of Statistical Sciences
University of Toronto
silvana.pesentiQutoronto.ca
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MS5

Fast Computation of Little Interpolants

A fundamental point in the implementation of local high-
dimensional interpolants is the construction of fast parti-
tioning and searching routines, which allow us to efficiently
organize the set of data points. This request derives from
the need of detecting suitable subsets useful to construct
the local interpolant. In particular, in the 2d and 3d set-
tings the computation of Little interpolants needs configu-
rations of triangles or tetrahedra whose vertices are given
by the interpolation nodes. It is therefore important for
each point to find the nearest neighbors so as to efficiently
compute the interpolant. Here we present the use of a
fast searching procedure based on the partitioning of the
domain and of the scattered data set in squares or cubic
blocks. Several numerical results will be presented to show
the efficiency of the proposed algorithms.

Alessandra De Rossi, Roberto Cavoretto
Department of Mathematics
University of Torino

alessandra.derossi@unito.it, roberto.cavoretto@Qunito.it

MS5

Inverse Distance Weighting-Partition of Unity
Methods: An Overview

In this introductive talk we give a review of some recent
published results on Inverse Distance Weighting-Partition
of Unity Methods.

Francesco Dell’Accio

University of Calabria

Department of Mathematics and Computer Science
francesco.dellaccio@unical.it

MS5

Solving Poisson Equation with Dirichlet Conditions
Through Multinode Shepard’s Operators

The multinode Shepard operator is a linear combination of
local polynomial interpolants with inverse distance weight-
ing basis functions. This operator can be rewritten as
a blend of function values with cardinal basis functions,
which are a combination of the inverse distance weight-
ing basis functions with multivariate Lagrange fundamen-
tal polynomials. The key for simply computing the latter,
on a unisolvent set of points, is to use a translation of the
canonical polynomial basis and the PA = LU factoriza-
tion of the associated Vandermonde matrix. In this talk,
we propose a method to numerically solve a Poisson equa-
tion with Dirichlet conditions through multinode Shepard
interpolants by collocation. This collocation method gives
rise to a collocation matrix with many zero entrances and
a smaller condition number with respect to the one of the
well known Kansa method. Numerical experiments show
the accuracy and the performance of the proposed colloca-
tion method.

Francesco Dell’Accio, Filomena Di Tommaso
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MS5

Multivariate Fekete-Like Interpolation and Differ-
entiation on Scattered Data

Interpolation of functions by polynomials is one of the ba-
sic parts of Approximation Theory. The usual representa-
tion of the interpolation polynomials is given through the
Lagrange fundamental polynomials, which are expressed,
in the standard form, in terms of the Vandermonde de-
terminants. From the computational point of view, deter-
minants can be difficult to handle and are known to be
highly unstable. In this talk, we propose a simple proce-
dure for numerically computing the Lagrange interpolation
polynomial of total degree on a unisolvent set of points in
R®. We suggest the use of the canonical polynomial basis
centered at a fixed point X € R® and the PA = LU factor-
ization for solving the associated Vandermonde system to
compute the coefficients of the Taylor polynomial. We use
these coefficients to estimate function and derivative values
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of a function in multivariate polynomial interpolation and
we present error bounds providing information about the
geometry of the nodes which guarantees good accuracy of
approximation. Finally, we numerically test the accuracy
of approximation of the proposed method by choosing a
subset of Fekete points in a set of Halton points using a
fast algorithm [Sommariva, A., Vianello, M. (2009). Com-
puting approximate Fekete points by QR factorizations of
Vandermonde matrices. Computers & Mathematics with
Applications, 57(8), 1324-1336].
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MSé6

Price Impact Equilibrium with Transaction Costs
and Twap Trading

In this talk, I will discuss an equilibrium model with trans-
action costs and price impact where two agents are incen-
tivized to trade towards a target. The two types of fric-
tions — price impact and transaction costs — lead the agents
to two distinct changes in their optimal investment ap-
proach: price impact causes agents to continuously trade in
smaller amounts, while transaction costs cause the agents
to cease trading before the end of the trading period. As
the agents lose wealth because of transaction costs, the ex-
change makes a profit. I will also discuss the existence of
a strictly positive optimal transaction cost from the ex-
change’s perspective.

Eunjung Noh, Kim Weston
Rutgers University
en221@math.rutgers.edu, kimberly.weston@gmail.com

MS6
Trading with the Crowd

We formulate and solve a multi-player stochastic differ-
ential game between financial agents who seek to cost-
efficiently liquidate their position in a risky asset in the
presence of jointly aggregated transient price impact, along
with taking into account a common general price predict-
ing signal. The unique Nash-equilibrium strategies reveal
how each agents liquidation policy adjusts the predictive
trading signal to the aggregated transient price impact in-
duced by all other agents. This unfolds a quantitative rela-
tion between trading signals and the order flow in crowded
markets. We also formulate and solve the corresponding
mean field game in the limit of infinitely many agents.
We prove that the equilibrium trading speed and the value
function of an agent in the finite N-players game converges
to the corresponding trading speed and value function in
the mean field game at rate O(N ~2). In addition, we prove
that the mean field optimal strategy provides an approxi-

mate Nash-equilibrium for the finite-player equilibrium.
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MS6
Excursions in Math Finance

The risk and return profiles of a broad class of dynamic
trading strategies may be characterized in terms of excur-
sions of a price process away from a reference level. We
propose a mathematical framework for the risk analysis of
such strategies, based on a description in terms of price
excursions, first in a pathwise setting, without probabilis-
tic assumptions, then in a Markovian setting, using Ito’s
excursion theory for Markov processes. We introduce the
notion of d-excursion, defined as a path that deviates by
d from a reference level before returning to this level. We
show that every continuous path has a unique decomposi-
tion into d-excursions, which is useful for scenario analysis
of dynamic trading strategies, leading to simple expres-
sions for the number of trades, realized profit, maximum
loss, and drawdown. As d is decreased to zero, properties
of this decomposition relate to the local time of the path.
When the underlying asset follows a Markov process, we
combine these results with Ito’s excursion theory to obtain
a tractable decomposition of the process as a concatena-
tion of independent d-excursions, whose distribution is de-
scribed in terms of Ito’s excursion measure. Finally, we
describe a non-parametric scenario simulation method for
generating paths whose excursion properties match those
observed in empirical data. Based on joint work with Anna
Ananova and Rama Cont.

Renyuan Xu
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MS7

Asymptotic Perturbation of the Boundary of An
Elliptic Operator

We study the behavior of the solution to an elliptic equa-
tion when a Dirichlet condition is replaced by a Neumann
condition (or vice-versa) on a small subset w. of the bound-
ary. This problem originates in part in the optimal design
of photonics components. We derive the general structure
of the first term in the asymptotic expansion of the solu-
tion, in terms of the relevant measure of smallness of w:.
We also give explicit examples when the set w, is a surfacic
ball in R, d = 2, 3.
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MS7

A Hybrid Coordinate Transform Method for Elec-
tromagnetic Scattering by a Grating

We study a hybrid coordinate-transform method for solv-
ing the time-harmonic Maxwell equations in a 2D domain
containing a surface-relief grating. We consider a prob-
lem where both the permittivity and permeability are or-
thotropic. One application of this method is modeling thin-
film solar cells. We derive an integral equation similar to
Rellichs identity and use it to prove the scattering prob-
lem has a unique solution as long as non-trapping condi-
tions hold. We discuss convergence results for the hybrid
method, and show a numerical example with a sinusoidal
grating.

Benjamin Civiletti
University of Delaware
bcivilet@udel.edu

Peter B. Monk

Department of Mathematical Sciences
University of Delaware
monk@udel.edu

Akhlesh Lakhtakia

Department of Engineering Science and Mechanics,
Pennsylvania State University, PA 16802-681, USA
akhlesh@psu.edu

MS7

Lorentz Resonance in the Homogenization of Plas-
monic Crystals

We explain the sharp Lorentz resonances in plasmonic crys-
tals that consist of 2D nano dielectric inclusions as the
interaction between resonant material properties and geo-
metric resonances of electrostatic nature. One example of
such plasmonic crystals are graphene nanosheets that are
periodically arranged within a non-magnetic bulk dielec-
tric. We derive an analytic formula for the Lorentz res-
onances which decouples the geometric contribution and
the frequency dependance. This formula comes rigorously
from the corrector equation in the process of homogeniza-
tion, and it can be used for efficient computation. This is
joint work with Robert Lipton and Matthias Maier.
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MS8

Representation of Convex Geometries with Colors,
Ellipses and Circles

Convex geometries are the closure systems where the asso-
ciated closure operator satisfies the anti-exchange axiom.

Every finite convex geometry can be embedded into a ge-
ometry of point configuration in some n-dimensional Eu-
clidean space, where the closure operator is a convex hull
operator. An attempt of generalizing points to balls and
finding representations of convex geometries by circles on
the plane brought to discovery of an obstruction, the Weak
Carousel Property. In Summer 2020 we launched a Poly-
Math REU project, where we checked all convex geome-
tries on 4 and 5 element sets and discovered 49 that resist
representation by circles on the plane. Among those we
identified 22 that cannot be represented due to the Trian-
gle or the Opposite Properties. Further generalization to
representation by ellipses shows that finding an obstruction
in this case turns to be more elusive. We also introduce a
new type of representation that involves unary predicates
(colors) and investigate its connection with the circle rep-
resentation.

Kira Adaricheva
Hofstra University
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MS8

Cospanning Characterizations of Antimatroids and
Convex Geometries

Given an operator, say o, two sets X and Y are cospanning
if 0 (X) =0 (Y). The corresponding equivalence relation,
called cospanning, was investigated for greedoids in much
detail (Korte, Lovasz, Schrader; 1991). Moreover, these re-
lations determine greedoids uniquely. In fact, the feasible
sets of a greedoid are exactly the inclusion-wise minimal
sets of the equivalence classes. In this research, we show
that feasible sets of convex geometries are the inclusion-
wise maximal sets of the equivalence classes of the corre-
sponding closure operator. Same as greedoids, convex ge-
ometries are uniquely defined by the corresponding cospan-
ning relations. For each closure operator o, an element
x € X is an extreme point of X if z ¢ o(X — x). The set
of extreme points of X is denoted by ex(X). We prove,
that if o has the anti-exchange property, then for every set
X its equivalence class [X]o is the interval [ex(X),o(X)].
It results in the one-to-one correspondence between the
cospanning partitions of an antimatroid and its comple-
mentary convex geometry. In summary, cospanning char-
acterizations of combinatorial structures allow us to obtain
new properties of closure operators, extreme point opera-
tors and their interconnections.

Yulia Kempner
Holon Institute of Technology
yuliak@hit.ac.il

Vadim E. Levit

Ariel University Center of Samaria and Holon Inst. of
Tech.

Dept. of Computer Science & Mathematics
levitv@ariel.ac.il

MS8

Finding Monarchs for Excluded Minor Classes of
Matroids

I will begin by giving a general overview of what it means to
find monarchs for excluded minor classes. In a paper that
appeared in 2018, T used the Strong Splitter Theorem to
give a short proof of Oxley’s result that the class of binary
matroids with no 4-wheel minor consists of a few small ma-
troids and an infinite family of maximal 3-connected rank
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r matroids known as the binary spikes. Such a family is
called a monarch for the excluded minor class. This proof
essentially comes down to finding the monarchs for non-
regular matroids with no minors isomorphic to a 9-element
rank 4 matroid known as Py or its dual Py. In a paper
that appeared this year (Australasian Journal of Combina-
torics, 79(3), 302326), I was able to strengthen the result
by characterizing the class of binary non-regular matroids
with no minor isomorphic to just Py. The only members
of this class are the rank 3 and 4 binary projective geome-
tries, a 16-element rank 5 matroid, and two monarchs: the
rank 7 binary spikes with 2r 4+ 1 elements mentioned ear-
lier and another infinite family with 4r — 5 elements. As
a consequence, a simple binary matroid of rank at least 6
with no Pg-minor has size at most w and this bound
is attained by the rank r complete graph. This is one of
few excluded minor classes for which the members are so
precisely determined.

Sandra Kingan
Brooklyn College, City University of New York
skingan@brooklyn.cuny.edu

MS8
Ehrhart tensor polynomials

An extension of the Ehrhart polynomial to tensor valua-
tions on lattice polytopes is introduced. In particular, we
initiate the study of the Ehrhart tensor polynomial, its co-
efficients, and its coefficients in a certain binomial basis -
an extension of the h*-polynomial. We will concentrate on
the matrix case providing comparisons to classical Ehrhart
theory. The reciprocity results of Ehrhart and MacDon-
ald are extended, a Pick-type theorem is given, as is a
result analogous to Stanley’s nonnegativity. This is joint
work with Monika Ludwig (TU Wien) and, separately, with
Soren Berg (Fit Analytics) and Katharina Jochemko (KTH
Stockholm).

Laura Silverstein
Rutgers University
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MS9

Modeling Fracture Dissolution in Acid Fracturing
Treatments with Viscous Fingering

In acid fracturing treatments, a fracture is firstly created
by injecting pad fluid, followed by acid injection. The frac-
ture conductivity is created by non-uniform acid-etching
on fracture surfaces, which is usually achieved by apply-
ing acid viscous fingering technique where a low-viscosity
acid is injected into a high-viscosity pad fluid. To pre-
dict fracture conductivity, a detailed description of rough
acid-fracture surfaces is required. We modeled fracture
dissolution in acid fracturing treatments with acid viscous
fingering. The following processes were considered in our
model: (1) fluid flow inside fracture, (2) acid and polymer
transport, (3) mineral dissolution on fracture surfaces, and
(4) the change of fracture geometry. The coupled system
was solved numerically based on finite volume methods and
fracture geometry was updated using a moving mesh tech-
nique. Our simulation results reproduced the non-uniform
acid-etching phenomenon observed in experiments. Effects
of (1) reservoir mineral heterogeneity, (2) perforation spac-
ing, and (3) alternating injection of pad and acid on frac-
ture dissolution were investigated. We found that viscous
fingering creates thin acid-etched channels even the reser-
voir is relatively homogeneous. The perforation spacing

should be large enough to avoid the merging of fingers but
not too large to constrain the finger height. Alternating
injection of pad and acid suppresses acid washout and pre-
vents acid-fracture from collapsing near wellbore.

Rencheng Dong
University of Texas at Austin
rencheng_dong@utexas.edu
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MS9

The Hybrid-Dimensional Darcy’s Law: A Novel
Discrete Fracture Model for Fracture and Barrier
Networks on Non-Conforming Meshes

In this work, we propose a novel discrete fracture model
for flow simulation of fractured porous media containing
flow blocking barriers on non-conforming meshes. The
methodology of the approach is to modify the traditional
Darcy’s law into the hybrid-dimensional Darcy’s law where
fractures and barriers are represented by Dirac-§ functions
contained in the permeability tensor and resistance tensor,
respectively. As a natural extension of the previous dis-
crete fracture model for highly conductive fractures, this
model is able to account for the influence of both highly
conductive fractures and blocking barriers accurately on
non-conforming meshes. The local discontinuous Galerkin
(LDG) method is employed to accommodate the form of
the hybrid-dimensional Darcy’s law and the nature of the
pressure/flux discontinuity. The performance of the model
is demonstrated by several numerical tests.

Ziyao Xu
Brown University
ziyao_xul@brown.edu
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China University of Petroleum
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Yang Yang
Michigan Technological University
yyang7@Qmtu.edu

MS9

Second Order in Time Bound-Preserving Implicit
Pressure Explicit Concentration Methods for Con-
taminant Transportation in Porous Media

In this talk, we apply the implicit pressure and explicit
concentration (IMPEC) methods for compressible miscible
displacements in porous media. The method can yield a
much larger time step size compared with the fully explicit
method. However, most IMPEC methods are only of first
order in time. In this talk, we will discuss how to construct
a second order in time IMPEC method. The basic idea is
to add the correction stage after each time step. Moreover,
we will also construct the bound-preserving technique to
preserve the upper and lower bounds of the concentration.
Numerical experiments will be given to demonstrate the
good performance of the proposed method.

Wenjing Feng, Hui Guo
China University of Petroleum
$19090045@s.upc.edu.cn, sdugh@163.com



38

SIAM Annual Meeting (AN21)

Ziyao Xu
Brown University
ziyao_xul@brown.edu

Yang Yang
Michigan Technological University
yyang7@Qmtu.edu

MS10
On the Mix-Norm for Stokes Flow

We consider the process of mixing by incompressible fluids
in complex geometries. In this setting, a passive tracer
field is advected (with the possibility of diffusive effects)
by a given fluid velocity in the domain. At any given point
in time, the degree of mixedness of the scalar field by the
fluid motion is measured by the “mix-norm’. In periodic
domains the mix-norm has been shown to be equivalent
to a negative fractional-index Sobolev norm, motivating
our use of such norms in general geometric settings. We
discuss ongoing work in several directions for the efficient,
high-order accurate computation of these including Padé
approximant and volume potential-based methods, with a
view towards a PDE-constrained optimization framework
for fluid mixing.

Thomas G. Anderson
University of Michigan, Ann Arbor
tganders@Qumich.edu
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MS10

A Fast Algorithm for Particles in a Stokes Flow
under Quasi-2D Confinement

Varies complex systems in nature, such as colloidal sus-
pensions, membranes and electrolytes, can be modeled as
particles under Quasi-2D confinement and withElectroHy-
droDynamics(EHD) interactions. It is important to under-
stand the collective dynamics of such many-body systems.
In this talk, we will introduce coarse-grained models for
particle-based simulations of such systems, and then de-
scribe fast spectral methods combining analytical reduc-
tion and efficient numerical techniques based on the Fast
Spherical Harmonic and Fast Fourier Transforms and also
Chebyshev polynomials, that can compute electrostatic
and hydrodynamic interactions in linear time in the num-
ber of particles.

Zecheng Gan
New York University
zecheng@nyu.edu

MS10

Simple and Accurate Quadratures for the Stokes
Potentials on Periodic Boundaries

Periodic boundary conditions (PBCs) frequently arise in
numerical simulations due to the fact that periodic domains

share important physical characteristics with unbounded
domains (no artificial boundary effects, translation invari-
ant, infinitely extensible) but are easier to implement (sim-
ple finite computational domain, no extra conditions at in-
finity, allow Fourier analysis). In biomedical applications,
for example, PBCs are used in the design of microfluidic
devices, in the study of drug delivery in blood vessels, and
in the separation of healthy and cancerous cells. In this
talk, we describe a novel and simple quadrature method
that can accurately and robustly discretize the Stokes sur-
face potential operators on smooth periodic geometries in
2D and 3D.

Bowei Wu
University of Texas at Austin
boweiwu@utexas.edu

MS10
Vortex Dynamics Computed Lagrangian Methods

In this work, we compare two Lagrangian methods for com-
puting vortex dynamics: the panel-particle vortex method
and the contour dynamics. The former simulates the entire
vortex region while the latter tracks the patch boundary.
Both methods employ kernel regularization to control the
formation of small scales and a parallel treecode to reduce
the computational expense. We will show the results of
vortex merger and shear instability.

Ling Xu
North Carolina A & T State University
Ixu@ncat.edu

MS11

Stochastic Learning Approach for Model-
Constrained Optimal Design of Experiment

We present a novel stochastic approach to binary optimiza-
tion for optimal experimental design (OED) for Bayesian
inverse problems governed by mathematical models such
as partial differential equations. The OED utility func-
tion, namely, the regularized optimality criterion, is cast
into a stochastic objective function in the form of an ex-
pectation over a multivariate Bernoulli distribution. The
probabilistic objective is then solved by using a stochas-
tic optimization routine to find an optimal observational
policy. Numerical results for a sensor placement problem
for parameter identification using a standard advection-
diffusion model will be presented.

Ahmed Attia
Argonne National Laboratory
attia@Qanl.gov

Sven Leyffer
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MS11

Multibang Regularization for Parameter Identifi-
cation Problems

This work is concerned with inverse problems where a dis-
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tributed parameter is known a priori to only take on values
from a given discrete set. This property can be promoted
in Tikhonov regularization with the aid of a suitable convex
but nondifferentiable regularization term. Using the spe-
cific properties of the regularization term, it can be shown
that convergence actually holds pointwise. Furthermore,
the resulting Tikhonov functional can be minimized effi-
ciently using a semi-smooth Newton method. Convergence
rates of the method is obtained under condition on mea-
sure of active sets. Additionally, total variation is added to
promote regularity on the boundary of the reconstructions.

Thi Bich Tram Do
Universitat Hamburg
tram.do@uni-hamburg.de

MS11

An Improved Penalty Algorithm for Mixed-Integer
and Pde-Constrained Optimization Problems

Optimal control problems including partial differential
equation (PDE) as well as integer constraints merge the
combinatorial difficulties of integer programming and the
challenges related to large-scale systems resulting from dis-
cretized PDEs. The Branch-and-Bound (BnB) framework,
a common solution strategy for such problems, finds the
global optimum by searching the combinatorial tree pro-
vided by the integer constraints in a clever and efficient
way. Unfortunately, BnB methods in a large-scale context
can be time-infeasible: either the amount of integer con-
straints may be too overwhelming, or the solution time of
a subproblem inside the BnB combined with the amount
of subproblems to be solved can be problematic. Thus,
this talk investigates penalization strategies that remove
the integrality constraint and add a suitable penalty term
to the objective function. Inspired from an existing ex-
act penalty (EXP) algorithm, a novel improved penalty
algorithm (IPA) is derived. Utilizing the framework of the
EXP algorithm to correctly increase the amount of penal-
ization throughout the iteration, the IPA tries to find an
iterate that decreases the current objective function value.
This is achieved via the combination of a problem-specific
perturbation strategy and an Interior-Point method that
is tailored towards this penalization context. Based on a
standard stationary test problem, the IPA will be com-
pared to the BnB-routine of Cplex and a basic penalty
approach.

Dominik Garmatter, Martin Stoll

Chemnitz University of Technology
dominik.garmatter@mathematik.tu-chemnitz.de,
martin.stoll@mathematik.tu-chemnitz.de

Margherita Porcelli
Dipartimento di Matematica
Universita’ di Bologna
margherita.porcelli@unibo.it

Francesco Rinaldi
University of Padova
rinaldi@math.unipd.it

MS11

Total Variation Regularization for Integer Control
Problems with One-Dimensional Domains

We propose to regularize integer control problems with one-
dimensional domains with a total variation term in the ob-
jective. This allows us to derive a trust region algorithm,

where the trust region subproblem — after discretization —
becomes a linear integer problem. The infinite-dimensional
setting allows a meaningful definition of local minimizers
and first-order optimality conditions can be subsequently
derived. Similarly to trust-region methods for nonlinear
optimization the iterates converge to points that satisfy
first-order optimality conditions. We demonstrate the the-
oretical findings on a computational example and show
why the current analysis and stationarity concepts hinge
on the one-dimensional setting and cannot be generalized
straightforwardly to higher dimensions.

Sven Leyffer
Argonne National Laboratory
leyffer@mcs.anl.gov

Paul Manns
Argonne National Laboratory
pmanns@anl.gov

MS12

Computing the Quasipotential for Nongradient
SDEs

The quasipotential is a crucial function for quantifying
transitions between attractors of dynamical systems evolv-
ing according to nongradient SDEs with small white noise.
It can be viewed as an analogue of the potential function
for gradient SDEs in which the invariant density is given
by the Gibbs density, the transition rates given by the
Kramer’s/Langer’s formula, and the maximum likelihood
transition paths go directly uphill or downhill. Likewise,
the quasipotential allows us to approximate the invariant
probability measure and find transition rates and max-
imum likelihood transition paths for nongradient SDEs.
Unfortunately, it cannot be found analytically except for
special cases. We develop Dijkstra-like numerical methods
for computing the quasipotential in whole regions for 2D
and 3D SDEs. We test them on a number of examples with
point attractors and limit cycles and demonstrate their ef-
ficiency and accuracy. We apply them to genetic switch
models and to Lorenz’63 with added small white noise for
a parameter range embracing the case where the strange
attractor and the asymptotically stable equilibria coexist.

Maria K. Cameron
University of Maryland
mariakc@Qumd.edu

MS12

Graphical Representations of Matern Fields: The-
ory and Applications

In this talk I will introduce graphical representations of
stochastic partial differential equations as a way to approx-
imate Matern Gaussian fields. Approximation error guar-
antees will be established building on and generalizing the
theory of spectral convergence of graph Laplacians. Graph-
ical representations allow inference and sampling with lin-
ear algebra methods for sparse matrices, thus reducing the
computational cost of Gaussian field approaches. In ad-
dition, they bridge and unify several models in Bayesian
inverse problems, spatial statistics and graph-based ma-
chine learning. We demonstrate through examples in these
three disciplines that the unity revealed by graphical rep-
resentations facilitates the exchange of ideas across them.
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MS12

Convergence of Unadjusted Hamiltonian Monte
Carlo for Mean-Field Models

In this talk we consider the unadjusted Hamiltonian Monte
Carlo algorithm applied to high-dimensional probability
distributions of mean-field type. We evolve dimension-
free convergence and discretization error bounds. These
bounds require the discretization step to be sufficiently
small, but do not require strong convexity of either the
unary or pairwise potential terms present in the mean-field
model. To handle high dimensionality, we use a particle-
wise coupling that is contractive in a complementary parti-
clewise metric. This talk is based on joint work with Nawaf
Bou-Rabee.
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University of Bonn
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MS13
Market Efficient Portfolios in a Systemic Economy

We study the ex-ante maximization of market efficiency,
defined in terms of minimum deviation of market prices
from fundamental values, from a centralized planner’s per-
spective. Prices are pressured from exogenous trading ac-
tions of leverage targeting banks, which rebalance their
portfolios in response to asset shocks. We develop an ex-
plicit expression for the matrix of asset holdings which min-
imizes market inefficiency, and characterize it in terms of
two key statistics: the banks’ systemic significance and the
statistical moments of asset shocks. Our analysis shows
that higher homogeneity in banks’ systemic significances
requires banks’ portfolio holdings to be further away from
a full diversification strategy to reduce inefficiencies.
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MS13

When to Stop Supporting Your Bankrupt Sub-
sidiary

Most global banks consist of dozens if not hundreds of sub-
sidiaries. For corporations becoming a holding with sub-
sidiaries has several advantages: It allows them to limit
the spillover risk if one business line is in trouble or to
defer taxable business income. For example a bank hold-
ing may naturally divide into subsidiaries based on location
(i.e. Europe, US) and/or business lines (i.e. equity trading,
fixed income trading). We consider a network of holding
banks. We show that comprising a firms business activity

in a holding can have both, positive or negative effects on
systemic stability. We analyse to what extent voluntary
support benefits society and/or the holding itself. We ob-
serve that an increased commitment of the holding to its
subsidiaries can have both, positive and negative effects on
systemic risk depending on the type of the holding.
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MS13
The Hyperbolic Geometry of Financial Networks

The popularity-vs-similarity model based on hyperbolic ge-
ometry has been successfully used to explain the structure
of informational, social and biological networks. Just as
the geometric structure of a social network determines the
diffusion of news, rumors or infective diseases, the geomet-
ric structure of a financial network influences the diffu-
sion of financial distress between financial institutions. In-
deed, the lack of understanding for risks originating from
the systemic interaction of financial institutions has been
identified as a major contributing factor to the global fi-
nancial crisis of 2008. While many recent studies have
analysed the mechanisms of financial contagion in theo-
retical or simulation-based settings, it has remained an
open question whether the paradigm of hyperbolic struc-
ture applies to financial networks and what such a struc-
ture implies for financial contagion processes. In this talk
we introduce a new method for embedding distance-based
data into hyperbolic space. We show that financial net-
works inferred from bank balance sheet data can efficiently
be embedded into lowdimensional hyperbolic space with
considerably smaller distortion than into Euclidean space.
We provide a structural decomposition of the embedding
coordinates into popularity and similarity dimension and
demonstrate that these dimensions align with systemic im-
portance and membership in regional banking clusters re-
spectively.

Martin Keller-Ressel
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MS13
Systemic Risk in Repurchase Agreement Markets

The financial system is increasingly interconnected. Cycli-
cal interdependencies among corporations may cause that
the default of one firm seriously affects other firms and even
the whole financial network, which is a systemic risk. To
describe the connections between banks, many researchers
use the uncollateralized liabilities between two firms to con-
struct financial network models of the systemic risk. In
practice, there are many collateralized liabilities between
banks from the Repurchase Agreement (Repo) Market.
Thus it is very important to include the Repo liabilities
into the network models. In our research, we apply a Repo
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liability matrix and an uncollateralized liability matrix to
describe the connections between banks. Based on this de-
scription, we construct a solvency mechanism to quantify
the change of banks assets and the effects to their coun-
terparties. In a numerical study, we compare the effects of
the Repo markets on the whole banking system for various
financial shocks.
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MS14

Uncertainty Quantification for Hydrodynamics In-
stabilities in Inertial Confinement Fusion

Hydrodynamic instabilities arise between fluids when an
interface is accelerated and are observed in a wide variety
of applications such as astrophysical thermonuclear flashes
and inertial confinement fusion (ICF). An ICF capsule is
filled with multiple layers of fuel, typically composed of
deuterium-tritium (D-T), surrounded by a layer of ablator
material. The capsule is then compressed to generate the
conditions necessary for fusion reactions to occur in the
extent of the fuel. The goal is to generate a net excess of
energy from this process, known as ignition, making fusion
a viable alternative energy source. In the design of ICF
capsules, understanding the cause of the failures play an
important role in achieving ignition. In this talk, we ad-
dress the issues to characterize and quantify the effects of
uncertainties in model parameters.

Tulin Kaman
University of Arkansas
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MS14

Cluster Prediction for Opinion Dynamics from Par-
tial Observations

We present a Bayesian approach to predict the clustering
of opinions for a system of interacting agents from partial
observations. The Bayesian formulation overcomes the un-
observability of the system and quantifies the uncertainty
in the prediction. We characterize the clustering by the
posterior of the clusters’ sizes and centers, and we repre-
sent the posterior by samples. To overcome the challenge in
sampling the high-dimensional posterior, we introduce an
auxiliary implicit sampling (AIS) algorithm using two-step
observations. Numerical results show that the AIS algo-
rithm leads to accurate predictions of the sizes and cen-
ters for the leading clusters, in both cases of noiseless and
noisy observations. In particular, the centers are predicted
with high success rates, but the sizes exhibit a considerable
uncertainty that is sensitive to observation noise and the
observation ratio.

Fei Lu
John Hopkins University
feilu@math.jhu.edu

Zehong Zhang
Johns Hopkins University
zzehongl1@jhu.edu

MS14

Uncertainty Quantification in Diffeomorphic Image
Registration

We discuss uncertainty quantification in the context of dif-
feomorphic image registration problems. Our formulation
is a non-linear optimal control problem with initial value
control; the control variable is the initial momentum (or
the initial velocity) at t=0. The partial differential equa-
tion (PDE) constraints are the transport equations for the
image intensities and the so-called Euler Poincare equa-
tions for diffeomorphisms (EPDiff) for the velocity. We ex-
ploit problem structure through derivative information of a
local Gaussian approximation of the posterior probability
density function (PDF). This allows us to efficiently ma-
nipulate the associated high-dimensional PDF that arises
from the discretization of the corresponding Bayesian in-
verse problem. We study different numerical schemes to
efficiently approximate the associated derivative informa-
tion in terms of accuracy and computational requirements
and make the proposed numerical strategy tractable. We
report results for synthetic and real data.
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MS14

Ultrasound Modulated Bioluminescence Tomogra-
phy with Single Measurement: Inversion and Un-
certainty Quantification

Ultrasound modulated bioluminescence tomography (UM-
BLT) is a hybrid imaging modality where optical measure-
ment is made in the presence of ultrasound modulation in
order to identify the distribution of optical sources. While
previous reconstructive approaches exist, they require large
numbers of optical measurements. In this talk, we will pro-
pose an alternative solution to this problem which is able to
recover isotropic sources with a single optical measurement.
We will derive inversion formulae, show their convergence,
and prove uncertainty quantification results. Numerical
implementation is included to reconstruct both continuous
and discontinuous sources in the presence of noise.

Yang Yang
Michigan State University
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MS15

Characterizations of the Generalized Inverse Gaus-
sian, Asymmetric Laplace, and Shifted Exponential
Laws via Independence Properties

We prove three new characterizations of the generalized
inverse Gaussian (GIG), asymmetric Laplace (AL), and
shifted exponential (sExp) distributions in terms of non-
trivial independence preserving transformations, which
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were conjectured by Croydon and Sasada. We do this un-
der the assumptions of absolute continuity and natural nor-
mality conditions on the densities. Croydon and Sasada use
these independence preserving transformations to analyze
statistical mechanical models which display KPZ behavior.
Our characterizations show the integrability of these mod-
els only holds for these three specific distributions in the
absolutely continuous setting. Faculty Advisors: Chris-
tian Noack, Department of Mathematics, Cornell Univer-
sity, noack@cornell.edu
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MS15

Enhancing Dynamic Mode Decomposition using
Autoencoder Networks

Prediction, estimation, and control of dynamical systems
remain challenging due to nonlinearity. The Koopman
operator is an infinite-dimensional linear operator that
evolves the observables of a dynamical system which we
approximate by the dynamic mode decomposition (DMD)
algorithm. Using DMD to predict the evolution of a nonlin-
ear dynamical system over extended time horizons requires
choosing the right observable function defined on the state
space. A number of DMD modifications have been de-
veloped to choose the right observable function, such as
Extended DMD. Here, we propose a simple machine learn-
ing based approach to find these coordinate transforma-
tions. This is done via a deep autoencoder network. The
simple DMD autoencoder is tested and verified on nonlin-
ear dynamical system time series datasets, including the
pendulum and fluid flow past a cylinder. Faculty Advi-
sors: Christopher Curtis, San Diego State University, ccur-
tis@sdsu.edu
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MS15

Distributed-Memory Parallel Algorithm for Solv-
ing Integral Equations

In this presentation, we introduce a distributed-memory
parallel method for solving systems of linear equations Kx
= b, which arises from the discretization of an integral
equation. It is well-known that applying a N by N kernel
matrix K to a vector can be evaluated with O(N) opera-
tions using the fast multipole method (FMM). In addition,
recent development has shown that factorizing matrix K
can also be done in O(N) operations under appropriate
rank assumptions. However, these algorithms still require
a significant amount of computation and storage. We in-
troduce a scalable parallel algorithm to solve large-scale
problems on distributed-memory machines. Our parallel
algorithm exploits the same hierarchical decomposition of
the problem domain as in the (parallel) FMM. The decom-
position is naturally associated with a quad-/oct-tree data
structure, where the work required for every tree node is al-
most constant and the calculation is local—as in the FMM.
A key feature of our parallel algorithm is that every proces-
sor requires only local communication. Faculty Advisors:
George Biros, UT Austin, biros@Qoden.utexas.edu
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MS15

Multigrid for Fourier Finite Element Methods on
Axisymmetric Domains

H(curl)-problems defined on a three-dimensional axisym-
metric domain can be reduced to a sequence of weighted
two-dimensional (2D) problems by using a partial Fourier
series decomposition. The term Fourier finite element
methods (FEMSs) is used when an adequate FEM is used
to approximate the solution to each of these weighted 2D
problems. In this talk, we will numerically show that the
multigrid V-cycle algorithm with modern smoothers will
converge uniformly with respect to meshsize when applied
to these weighted H(curl)-problems. This work was done
during the Summer@ICERM2020 program at Brown Uni-
versity. Faculty Advisors: Minah Oh, James Madison Uni-
versity, ohmx@jmu.edu; Yanlai Chen, University of Mas-
sachusetts, Dartmouth, yanlai.chen@umassd.edu This talk
will be presented by both Yonah Moise and Trevor Crupi.
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MS15

How Fast Can You Make Gradients Small? A Po-
tential Function-Based Study of Classical and Re-
cent Algorithms

First-order methods designed to make the gradients small
are at the heart of many applications in optimization and
machine learning. For example, they play a central role
in finding parameter-free algorithms and they can provide
stronger guarantees both in terms of feasibility and opti-
mality gap for certain linearly constrained problems. How-
ever, many basic questions about these algorithms still re-
main unsolved, including finding a general framework to
analyze the behavior and iteration complexity of these al-
gorithms. Our paper (arXiv:2101.12101) proposed a po-
tential function-based framework to address this impor-
tant question. In this presentation, I will discuss how this
framework can be intuitively applied to the study of the
convergence rates of a number of algorithms in different set-
tings, including: (i) in convex optimization, classical gra-
dient descent and the recent optimal OGM-G algorithm,
and (ii) in convex-concave min-max optimization, gradi-
ent descent-ascent and Halpern iteration. In general, the
framework can be interpreted as a tradeoff between reduc-
ing either gradient norm or the optimality gap. I will fur-
ther complement these results with a discussion of the op-
timality of gradient descent-ascent and Halpern iteration
among a large class of algorithms, based on a new lower
bound for minimizing the norm of cocoerceive operators,
obtained as part of our work. Faculty Advisors: Jelena
Diakonikolas, UW Madison, jelena@cs.wisc.edu

Pugian Wang
Shandong University and University of
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MS15

Implementation of Mixed Precision Arithmetic in
Regularization Methods

In numerical computations, using low precision floating
point arithmetic enables computer programs for scientific
applications to have faster loops, less communication, and
lower energy consumption. As low precision arithmetic
leads to limited accuracy for certain data, a mixed pre-
cision approach uses low precision arithmetic to accelerate
speed on certain calculations, mixed with a limited amount
of high precision calculations, while maintaining sufficient
accuracy of the final result. Recent work by Higham and
colleagues studies the use of mixed precision arithmetic
for algorithms to solve certain basic, well-conditioned lin-
ear systems. In my presentation, we extend these ideas
to the more complicated class of inverse problems, where
regularization techniques, such as truncated singular value
decomposition (TSVD) and Tikhonov regularization, are
needed to compute an approximate solution of a severely
ill-conditioned problem. We implement different methods,
such as generalized cross validation (GCV), to help esti-
mate good regularization parameters under mixed preci-
sion arithmetic and use Iterated Tikhonov to further im-
prove the accuracy. Faculty Advisors: James Nagy, Emory
University, jnagy@emory.edu

Jennifer Zheng
Emory University
jennifer.zheng@emory.edu

MS16

Inverse Random Potential Scattering for Elastic
Waves

This talk is concerned with the inverse elastic scattering
problem for a random potential in three dimensions. In-
terpreted as a distribution, the potential is assumed to be
a microlocally isotropic Gaussian random field whose co-
variance operator is a classical pseudo-differential operator.
Given the potential, the direct scattering problem is shown
to be well-posed in the distribution sense by studying the
equivalent Lippmann-Schwinger integral equation. For the
inverse scattering problem, we demonstrate that the mi-
crolocal strength of the random potential can be uniquely
determined with probability one by a single realization of
the high frequency limit of the averaged compressional or
shear backscattered far-field pattern of the scattered wave.
The analysis employs the integral operator theory, the Born
approximation in the high frequency regime, the microlocal
analysis for the Fourier integral operators, and the ergod-
icity of the wave field.

Peijun Li

Department of Mathematics
Purdue University
lipeijun@math.purdue.edu

MS16

Fast Signal Recovery from Quadratic Measure-
ments

We present a novel approach for recovering a sparse sig-
nal from quadratic measurements corresponding to a rank-
one tensorization of the data vector. Such quadratic mea-

surements, referred to as interferometric or cross-correlated
data, naturally arise in many fields such as remote sens-
ing, spectroscopy, holography and seismology. Compared
to the sparse signal recovery problem that uses linear mea-
surements, the unknown in this case is a matrix, X = pp”,
formed by the cross correlations of p € C¥. This creates a
bottleneck for the inversion since the number of unknowns
grows quadratically in K. The main idea of the proposed
approach is to reduce the dimensionality of the problem
by recovering only the diagonal elements of the unknown
matrix, |p;|>, 4 = 1,..., K. The contribution of the off-
diagonal terms p;p; for i # j to the data is treated as
noise and is absorbed using the Noise Collector approach
introduced in [Moscoso et al, The noise collector for sparse
recovery in high dimensions, PNAS 117 (2020)]. With this
strategy, we recover the unknown by solving a convex lin-
ear problem whose cost is similar to the one that uses linear
measurements. The proposed approach provides exact sup-
port recovery when the data is not too noisy, and there are
no false positives for any level of noise.

Chrysoula Tsogka
University of California, Merced
ctsogka@ucmerced.edu

MS16

Differential Faraday Rotation and Polarimetric
SAR

The propagation of linearly polarized electromagnetic
waves through the Earth’s ionosphere is accompanied by
Faraday rotation (FR), which is due to gyrotropy of the
ionospheric plasma in the magnetic field of the Earth. FR
may cause distortions of the images taken by spaceborne
polarimetric synthetic aperture radars (SAR). We show
that the mechanism of those distortions is related to the
variation of the FR angle within the bandwidth of the in-
terrogating signals sent by the radar. This effect has not
been analyzed previously in the context of SAR imaging.
We also propose a special matched filter that we call the
polarimetric matched filter (PMF). The PMF helps cor-
rect the FR-induced distortions and provides a provably
superior SAR performance compared to the case of the
traditional polarimetric SAR signal processing.

Mikhail Gilman
North Carolina State University
mgilman@ncsu.edu

Semyon V. Tsynkov
Department of Mathematics
North Carolina State University
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MS17

Pulmonary Imaging with Combined Ultrasound
and Electrical Impedance Tomography Data

Electrical impedance tomography (EIT) and low-frequency
ultrasound computed tomography (USCT) are two imag-
ing modalities which both have the potential to allow fast
and portable pulmonary monitoring with no ionizing radi-
ation. Each method has its own strengths and drawbacks:
EIT has excellent interior signal propagation but low spa-
tial resolution, while USCT allows for sharper images but
suffers from poor signal penetration. We therefore present
a hybrid EIT-USCT methodology wherein data for the two
modalities are collected in tandem, and we combine the
strengths of each technique via the complementary use of
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priors. The method is validated using reconstructions of
simulated pulmonary data.

Melody Alsaker

Gonzaga University
Department of Mathematics
alsaker@gonzaga.edu

MS17

Progress on Simultaneous Multiple Source EIT

Electrical Impedance Tomography (EIT) is a non-invasive,
real-time functional imaging modality and appropriate for
medical application especially on pediatric and neonatal
patients. Since 2000, multiple studies have demonstrated
EITs potential for bedside monitoring of ventilation in in-
fants. Although the spatial resolution of EIT is not com-
parable to that of a CT scan, its temporal resolution is ex-
cellent. All commercial EIT systems, produced by Drager,
SwissTom, Timpel and others, use a single or bipolar cur-
rent source and spatial multiplexing. However, single and
bipolar EIT systems have drawbacks that include: 1) sig-
nificantly inferior ability to detect small inhomogeneities
(regardless of the choice of algorithm); 2) limited ability
to detect perfusion signals which are 10 20 times smaller
than the ventilation signal. Simultaneous Multi Source
(SMS) EIT is significantly better than single/bipolar EIT
because it has higher sensitivity and can detect small inho-
mogeneities in ventilation and perfusion. GE Research de-
veloped a high-precision SMS-EIT prototype system, con-
sisting of 32 independently driven currents and voltage me-
ters with 16-bit accuracy at 20 50 frames per second with
different settings. Because of this high sensitivity, we were
able to provide noninvasive, real-time lung function moni-
toring with breath-to-breath regional ventilation and beat-
to-beat perfusion information without using any contrast
agents, ionizing radiation or signal averaging processes.

Tzu-Jen Kao
GE Global Research
kao@ge.com

MS17

A Bayesian Filtering Approach to Stable Layer
Stripping Algorithm for EIT

Several direct computational methods (e.g. Layer Strip-
ping, D-bar Method) are available for reconstructing elec-
tric conductivity distributions from current-voltage (Neu-
mann to Dirichlet (NtD)) continuous boundary data. In
particular, Layer Stripping algorithm is a direct numerical
method capitalizes on back propagating the nonlinear dif-
ferential equation of Riccati type satisfied by the NtD map
while approximating the conductivity. However, the Ric-
cati equation while back propagating is prone to encounter
numerical instabilities in a finite time. In this talk, we
propose an efficient computational method to approximate
the conductivity by excluding the back propagation of the
unstable Riccati equation based on well-known Kalman fil-
tering techniques. Moreover, we show the adaptability of
the proposed method and the reconstruction results from
the KIT4 measurement data.

Sumanth Nakkireddy
Case Western Reserve University

ssn34@case.edu

MS17

A Three Dimensional Calderon-Based Method for
EIT on the Cylindrical Geometry

Objective: Electrical impedance tomography (EIT) is an
imaging modality in which voltage data arising from cur-
rents applied on the boundary are used to reconstruct the
conductivity distribution in the interior. This paper pro-
vides a novel direct (noniterative) 3-D reconstruction algo-
rithm for EIT in the cylindrical geometry. Methods: The
algorithm is based on Calderén’s method [Calderén, 1980],
and is implemented for data collected on two or four rows
of electrodes on the boundary of a cylinder. Results: The
effectiveness of the method to localize inhomogeneities in
the plane of the electrodes and in the z-direction is demon-
strated on simulated and experimental data. Conclusions
and Significance: The results from simulated and experi-
mental data show that the method is effective for distin-
guishing in-plane and nearby out-of-plane inhomogeneities
with good spatial resolution in the vertical z direction with
computational efficiency.

Kwancheol Shin
Colorado State University
keshin@rams.colostate.edu

MS18
New Integrable Peakon Equations

Peakons are peaked travelling waves that were first found
as solutions to the Camassa-Holm equation arising in the
theory of shallow water waves. The Camassa-Holm equa-
tion is an integrable system which possesses multi-peakon
solutions. These discoveries started an extensive study
of peakon equations, both integrable and non-integrable.
This talk will survey some recent work on a search for
new integrable equations: (i) multi-peakon solutions exist
for a wide class of nonlinear dispersive wave equation and
does not require integrability; (ii) new integrable peakon
equations exhibiting parity-time non-invariance have been
obtained (iii) many integrable peakon equations arise as
reductions of certain universal multi-component peakon in-
tegrable systems.

Stephen Anco

Department of Mathematics and Statistics
Brock University

sanco@brocku.ca

MS18
Curved Soliton and Its Interaction for KP Equation

The curved soliton solutions for KP equation are studied by
using the direct method in soliton theory. Interactions be-
tween curved solitons, line solitons and breather solutions
are also investigated analytically. Following the construc-
tion of special function solutions for integrable nonlinear
evolution equations, the tau functions of the solutions are
explicitly given in the determinant form.

Yasuhiro Ohta
Kobe University, Japan
ohta@math.sci.kobe-u.ac.jp

MS18

Norming Constants of Embedded Bound States
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and Bounded Positon Solutions of the Korteweg-
De Vries Equation

In the context of the full line Schrodinger equation, we
put forward a new type of the binary Darboux transfor-
mation which inserts or removes any number of positive
eigenvalues embedded into the absolutely continuous spec-
trum without altering the rest of scattering data. We then
show that embedded eigenvalues produce an additional ex-
plicit term in the KdV solution. This term looks similar to
multi-soliton solution and describes waves traveling in the
direction opposite to solitons. It also resembles the known
formula for (singular) multi-positon solutions but remains
bounded, which answers in the affirmative Matveev’s ques-
tion about existence of bounded positons.

Alexei Rybkin

Department of Mathematics and Statistics
University of Alaska, Fairbanks
arybkin@alaska.edu

MS18

Universal Patterns of Rogue Waves in Integrable
Systems

We show that universal rogue wave patterns exist in inte-
grable systems. These rogue patterns comprise fundamen-
tal rogue waves arranged in shapes such as triangle, pen-
tagon, heptagon and nonagon, with a possible lower-order
rogue wave at the center. These patterns appear when
one of the internal parameters of bilinear rogue waves gets
large. Analytically, these universal patterns are given by
the root structures of the Yablonskii-Vorobev polynomial
hierarchy through a linear transformation. Thus, the in-
duced rogue patterns in the space-time plane are simply
the root structures of Yablonskii-Vorobev polynomials un-
der actions such as dilation, rotation, stretching and trans-
lation. As examples, these universal rogue patterns are
explicitly determined and graphically illustrated for the
nonlinear Schrodinger equation, the derivative nonlinear
Schrodinger equation, the Boussinesq equation, and the
Manakov system.

Jianke Yang

Department of Mathematics and Statistics
University of Vermont
jyang@cems.uvm.edu

MS19

Medical Time Series Collected in Free Living Envi-
ronments: Data Quality and Patient Heterogeneity

Bio-sensors are increasingly popular tools to collect data
in the behavioral sciences. Instead of being bound to lab
settings, off-the-shelf wearable devices allow the collection
of observational data in participants’ daily living environ-
ment. This introduces new opportunities and challenges to
the collection, curation, and analysis of such sensor data.
In this talk, we will exemplify these opportunities and chal-
lenges by an observational study at a Dutch nursing home.
Residents activity data and location information was col-
lected with wearables, and data from fixed sensors (i.e.,
domotica) was obtained to observe residents daily life. The
sensor data enriches the observations on residents’ behav-
ior by field experts and allows for intensive data collection
over a longer time period. From a data science and anal-
ysis point of view, questions arise concerning the quality
of this data. We will discuss how the heterogeneity of the
residents disease state affects data quality. Data quality

will depend on residents fluctuating mental state and will-
ingness to participate in the study. Furthermore, using
off-the shelf wearables on a niche population with very low
activity levels poses challenges to the interpretation of the
data generated by black-box models on the wearable it-
self (e.g., heart rate or activity classes). Lastly, we will
show how these data quality issues can propagate through
analysis pipelines and what that means for small-scale ob-
servational studies.

Daniela Gawehns
Universiteit Leiden
d.gawehns@liacs.leidenuniv.nl

Matthijs van Leeuwen
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Leiden University
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MS19

Bayesian Approaches to Data Interpretation in Ap-
plied Physical Sciences

Fluorescence experiments based on Foérster resonance en-
ergy transfer (FRET) present a powerful way to probe
switching kinetics between the conformational states of a
molecule. The acquired data from these experiments gen-
erated by a single molecule are traditionally interpreted
with hidden Markov models (HMMs). The underlying
modeling assumptions for HMM framework is that the
switching kinetics of the molecule has to be slower com-
pared to the data acquisition rate. The problem is, single
molecule kinetics are unknown in principle. Therefore, it
is unclear, a priori, whether HMM framework applies to
the probed single molecule kinetics. In this talk, I will
present an overview of what we propose for the generaliza-
tion of HMMs for single molecules as they switch between
their conformational states. I will demonstrate a variant
of HMM generalization performance on experimental data
from FRET labeled Holliday junctions. I will also highlight
the novel Bayesian non-parametric approaches on how to
tackle with the model selection problem when the confor-
mational states of the molecule are unknown.

Zeliha Kilic
Arizona State University
zkilicQasu.edu

MS19

Analyzing Clinical and Biological Data for Disease
Detection

‘We analyze clinical and biological data using anomaly de-
tection to identify disease related events. The datasets an-
alyzed include data from an ongoing collection from partic-
ipating clinics as well as existing datasets. We look at chal-
lenges related to applying these methods on real datasets.

Amy Peterson
Colorado State University
amy.peterson@colostate.edu

MS19
Machine Learning for Triage Recommendations

Viral and chronic respiratory illnesses are characterized by
rapid health deterioration episodes that manifest as either
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emergency care events (in the case of chronic lung dis-
ease) or rapid infection spread (in the case of Covid-19
and Influenza). In this study, we present an approach to
identifying clinically significant flare-ups of respiratory ill-
ness using globally available clinical characteristic data and
physician provided triage labels. The methodology lever-
ages Bayesian Inference and Monte Carlo methods to gen-
erate hypothetical patient scenarios for training triage algo-
rithms. Machine-learning prediction models are evaluated
in out-of-sample validation tests of accuracy, sensitivity,
specificity, ppv, and npv when detecting health deteriora-
tion and recommending the most appropriate responsive
care. Algorithm recommendation and exacerbation iden-
tification time series data from real patient trials is then
used to risk stratify chronic lung patients for future health
downturns using signature methods coupled with classical
machine-learning.

Sumanth Swaminathan
Vironix
sswami@Qvironix.ai

MS20

Optimal Transport in Kyle’s Model of Informed
Trading

We show connections between optimal transport theory
and the dynamic version of the Kyle model, including new
characterizations of informed trading profits via the conju-
gate of the Brenier potential and Monge-Kantorovich dual-
ity. Using results from optimal transport theory, we extend
the Kyle model to scenarios with multiple assets, general
asset distributions, and risk-averse market makers. In an
application of the general model, we show that, when there
is informed trading in options and an underlying asset and
market makers are risk averse, option-implied volatilities
predict the return of the underlying asset. Based on joint
work with Kerry Back, Francois Cocquemas and Abraham
Lioui.

Ibrahim Ekren
Florida State University
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MS20

Unequal Dimensional Optimal Transport and Ap-
plications in Economic Theory

This talk focuses on optimal transport problems in which
the dimension of the source measure is larger than that
of the target. Until recently, these problems have received
relatively little attention in the mathematics literature but
are very natural in economics, where, for example, optimal
transport is used to model matching markets in which the
dimensions of heterogeneity on the two sides of the market
differ. We describe a general approach to solve problems
where the source is multi-dimensional and the target uni-
dimensional. If time permits, we will briefly discuss the
extension to the case where the target is multi-dimensional
(but still lower dimensional than the source), as well as
problems in which one of the marginals is free while the
other is fixed, motivated in part by the study of Cournot-
Nash equilibria. This talk represents various joint works
with Pierre-Andre Chiappori, Robert McCann and Luca
Nenna.

Brendan Pass
U. Alberta

pass@Qualberta.ca

MS20

Modeling the Capital Distribution Curve: Optimal
Transport and Dimension Reduction

The capital distribution curve gives the ranked portfolio
weights of the market portfolio. It exhibits long-term sta-
bility which is of great interest in stochastic portfolio the-
ory. In the first part of the talk we study its stability
relative to its name-based counterpart using a Wasserstein
metric. Next we consider dimension reduction of the capi-
tal distribution curve using the Aitchison geometry of the
simplex and a methodology called convex principal com-
ponent analysis (cPCA). We show that the first principal
component can be interpreted in terms of market diversity,
hence giving a statistical justification of the concept. This
is an on-going project with Steven Campbell.

Leonard Wong
University of Toronto
tkl.wong@utoronto.ca

MS21

Iteration for Contour-Based Nonlinear
solvers

Eigen-

Contour integration techniques have become a popular
choice for solving the linear and non-linear eigenvalue prob-
lems. They principally include the Sakurai-Sugiura meth-
ods, the Beyn’s algorithm, the FEAST/NLFEAST algo-
rithms and other rational filtering techniques. While these
methods can result in effective "black-box’ approaches for
solving linear eigenvalue problems, they still present several
shortcomings for addressing nonlinear eigenvalue problems
which are both mathematically and practically far more
challenging. We introduce a new hybrid algorithm that ad-
vantageously combines the iterative nature of NLFEAST
with the effectiveness of Beyn’s approach to deal with gen-
eral non-linearity. In doing so, this NLFEAST-Beyn hybrid
algorithm can overcome current limitations of both algo-
rithms taken separately. After presenting its derivation
from both a Beyn’s and NLFEAST’s perspective, several
numerical examples are discussed to demonstrate the effi-
ciency of the new technique.

Julien Brenneck
University of Massachusetts Amherst
jbrenneck@umass.edu

MS21

Spectral Calculations for Magic Angles in a Simple
Model of Twisted Bilayer Graphene

Tarnopolsky, Kruchkov, and Vishwanath have proposed a
simplified model of twisted bilayer graphene based on a
Hamiltonian that is periodic with respect to a special two-
dimensional lattice. The spectral behavior of this model
can be understood in terms of a non-self-adjoint operator
D(«), which depends on the angle 1/« that describes the
orientation of the two graphene sheets. For most values of
« the spectrum of D(«) is a constant discrete set in the
complex plane; however, for special "magic” values of «
the spectrum is the entire complex plane. We illustrate
this behavior by studying the pseudospectra of D(«) and
conducting a variety of other spectral calculations that in-
vestigate the separation of magic « values and crucial prop-
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erties of the potential.
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MS21
Randomized Feast Algorithm

Next generation algorithms for solving fundamental prob-
lems of linear algebra, i.e., linear systems, least-squares or
eigenvalue problems, will need to significantly reduce the
amount of data pulled into the memory, e.g. by examining
only a subset of the input matrix, minimize communica-
tion, and allow decentralized processing and communica-
tion algorithms. computations. Of particular interest to
us are randomized algorithms for eigenvalue computations.
In this talk, we will present a randomized eigenvalue solver
based on contour integration, i.e., the randomized FEAST
algorithm. We will concentrate on the probabilistic error
analysis of the algorithm and practical implications of pro-
posed error bounds. This is a joint work with Nikita Kapur
(KU) and Arvind Saibaba (NCSU).

Agnieszka Miedlar
University of Kansas
amiedlar@ku.edu

MS21
Computing the Spectra of Differential Operators

Spectral methods for solving differential eigenproblems
usually follow the ”discretize-then-solve” paradigm. Dis-
cretize first, and then solve the matrix eigenproblem. The
discretize-then-solve paradigm can be tricky for differen-
tial eigenproblems as the spectrum of matrix discretiza-
tions may not converge to the spectrum of the differential
operator. Moreover, it is impossible to fully capture the
continuous part of the spectrum with a finite-sized matrix
eigenproblem. In this talk, we will discuss an alternative
”solve-then-discretize” paradigm for differential eigenprob-
lems. To compute the discrete spectrum, we will discuss a
continuous analogue of FEAST by approximating the ac-
tion of the resolvent operator. For the continuous spectra,
we will use a Cauchy-like integral to calculate a smoothed
version of the so-called spectral measure.

Alex J. Townsend
Cornell University
townsend@cornell.edu

Matthew Colbrook
University of Cambridge
mjc249@cam.ac.uk

Andrew Horning
Cornell University
ajh326@cornell.edu

MS22

Function Space Random Feature Methods for
Learning Parametric PDE Solution Operators

Recently, a line of research has emerged regarding the su-
pervised learning of mappings between infinite-dimensional
spaces of functions. In this work, we propose a data-driven
randomized algorithm that falls within this overarching
framework. Specifically, we extend the classical random
feature model as an approximation architecture operating
between finite-dimensional vector spaces to one operating
between function spaces. The primary input-output map-
pings of this type that motivate our work are solution oper-
ators of partial differential equations (PDE) parametrized
by random input functions. The proposed method, which
can be viewed as a random parametric approximation of
nonparametric operator-valued kernel ridge regression, is
conceptually defined in infinite dimensions and as a re-
sult, in practice can be deployed across different finite-
dimensional discretizations of the input and output func-
tion spaces without the need for re-training. We enhance
our random feature method with prior knowledge from the
underlying PDEs and numerically demonstrate its approx-
imation accuracy and robustness to choice of discretization
dimension for parametric PDE forward solution operators,
and conclude with its application as a surrogate model for
Bayesian inverse problems.

Nicholas H. Nelsen
California Institute of Technology
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MS22

Train Like a (Var)Pro: Efficient Training of Neural
Networks using Variable Projection with Applica-
tions in Surrogate Modeling

The success and flexibility of deep neural networks (DNNs)
have motivated their use in scientific applications, such
as partial differential equation (PDE) surrogate modeling.
For these scientific applications, it is essential to train net-
works that produce highly-reliable models. In this talk, we
will discuss our Gauss-Newton-based algorithm for train-
ing DNNs to high accuracy, GNvpro. Our method extends
the use of variable projection (VarPro), originally designed
for separable least squares, to non-quadratic loss functions,
making it effective for, e.g., classification. Additionally,
GNvpro is nearly-independent of the DNN architecture and
hence can train many state-of-the-art DNNs. Through two
PDE surrogate modeling tasks, we will demonstrate that
GNvpro not only solves the optimization problem more ef-
ficiently but also yields DNNs that generalize better than
commonly-used optimization schemes.
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MS22

Derivative Informed Projected Neural Networks
for High Dimensional Parametric PDE Maps

Outer-loop problems arising in scientific applications (such
as optimization, uncertainty quantification and inverse
problems) require repeated evaluation of computationally
intensive numerical models, such as those arising from dis-
cretization and solution of ordinary and partial differential
equations. The cost of these evaluations makes solution
using the model prohibitive, and efficient accurate surro-
gates are a key to solving these problems in practice. In
this talk we will investigate how low dimensional deriva-
tive information can be used to construct parsimonious
encoder-decoder neural networks that have weight dimen-
sions that can be made independent of the discretization di-
mension. These compact representations require relatively
few data to train and outperform conventional data-driven
approaches which require large training data sets. This
methodology can be easily adapted to derivative training,
where the surrogate can be used to approximate derivative
information used in inference or optimization applications.
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MS22
Solving Inverse Problems with Deep Learning

This talk is about some recent progress on solving inverse
problems using deep learning. Compared to traditional
machine learning problems, inverse problems are often lim-
ited by the size of the training data set. We show how to
overcome this issue by incorporating mathematical analy-
sis and physics into the design of neural network architec-
tures. We first describe neural network representations of
pseudodifferential operators and Fourier integral operators.
We then continue to discuss applications including elec-
tric impedance tomography, optical tomography, inverse
acoustic/EM scattering, seismic imaging, and travel-time
tomography.

Lexing Ying

Stanford University
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MS23
The Price of the Edge: An Analytical Model

Edge computing is key to enabling applications running on
resource constrained devices such as [oT devices to offload
latency-critical computations to a pool of nearby resources.
However, there has been limited work on modeling edge
clouds to better understand how they compare to central-
ized large-scale back end clouds in terms of performance
and cost. In this work, we will present some of our ana-
lytical models for edge computing as distributed queues,
comparing them to centralized queue. We provide closed-
form queuing models that enable designers to study the
cost-performance trade-offs with respect to the provision-
ing of both systems, and how workload variations, service
time distributions of the servers, and workload mobility
affects these trade-offs.
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MS23

Stochastic Multicast Routing Protocol for Flying
Ad-Hoc Networks

Wireless ad-hoc network is a decentralized type of tempo-
rary machine-to-machine connection that is spontaneous or
impromptu so that it does not rely on any fixed infrastruc-
ture and centralized administration. As unmanned aerial
vehicles (UAVs), also called drones, have recently become
more accessible and widely utilized in military and civilian
domains such as surveillance, search and detection mis-
sions, traffic monitoring, remote filming, product delivery,
to name a few. The communication between these UAVs
become possible and materialized through Flying Ad-hoc
Networks (FANETSs). However, due to the high mobility
of UAVs that may cause different types of transmission in-
terference, it is vital to design robust routing protocols for
FANETS. In this talk, the multicast routing method based
on a modified stochastic branching process is presented.
The reproductive number in stochastic branching model is
used to regulate the local transmission rate is adapted and
modified for flying ad-hoc network communication. Be-
sides, the improved adaptive transmission models are in-
troduced. We compare the proposed method with flooding
method for their performance.

Hyunsun Lee, Michael Castellani
University of Massachusetts Amherst
hyunsunlee@umass.edu, mcastellaniQumass.edu

MS23

Efficient Edge Computing for Mobile Internet of
Things in Wireless Networks

In recent years, a significant growth of network connected
devices such as smart phones, tablets, laptops, automobiles
and drones has been witnessed from the development of In-
ternet of Things (IoT). This growth results in the use of
tens of billions of devices, which require a massive quan-
tity of computational processing and storage resources for
sensory data of the environment in autonomous driving,
graphics rendering for online gaming, video streaming and
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more. Here, we study the efficient edge computing (EEC)
problem for a joint computing to process a task both locally
and remotely with the objective of minimizing the finishing
time. When computing remotely, the time will include the
communication and computing time. We describe the time
model, formulate EEC, prove NP-completeness of EEC,
and show the lower bound of the problem. We then pro-
vide an integer linear programming (ILP) based algorithm
to achieve the optimal solution and give results for small-
scale cases. A fully polynomial-time approximation scheme
(FPTAS), named Approximation Partition (AP), is pro-
vided through converting ILP to the subset sum problem.
FPTAS refers to a type of approximation algorithm which
runs in polynomial and achieves the approximation ratio
within 1477 for a given error ?7. Numerical results show
that both the total data length and the movement have
great impact on the finishing time for edge computing.
Numerical results also demonstrate that our AP algorithm
obtain the finishing time, which is close to the optimal so-
lution.

Yi Zhu
Hawaii Pacific University
yzhu@hpu.edu

MS24

Mean Field Portfolio Games in Ito Diffusion Mar-
kets under Competition

In this talk, I will discuss two families of N-agent and mean-
field games for optimal investment in Ito-diffusion mar-
kets under relative performance concerns. The first fam-
ily considers incomplete markets with exponential prefer-
ences while the second looks at complete markets but with
stochastic exponential risk tolerance coefficients. For both
cases, the optimal policies, optimal wealth processes and
value function are given in closed forms. Explicit solutions
are also constructed for representative Markovian cases.

Ruimeng Hu

University of California, Santa Barbara
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Prob.
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MS24

Convergence of Large Population Games to Mean
Field Games with Interaction through the Controls

This work considers stochastic differential games with a
large number of players, whose costs and dynamics inter-
act through the empirical distribution of both their states
and their controls. We develop a new framework to prove
convergence of finite-player games to the asymptotic mean
field game. Our approach is based on the concept of prop-
agation of chaos for forward and backward weakly inter-
acting particles. These propagation of chaos arguments
together with new functional inequalities further allow to
derive moment and concentration bounds for the conver-
gence of both Nash equilibria and social optima in non-
cooperative and cooperative games, respectively. The talk
is based on join works with M. Lauriere and D Bartl.

Ludovic Tangpi
Princeton University
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MS24

Optimal Dynamic Contracts with Environmental,
Social and Governance Criteria

We examine dynamic contracts when output has negative
environmental effects and the manager (agent) can invest
to build up ESG capital and mitigate the externality. The
incentive component of the optimal contract rewards based
on cash flow and ESG capital when the principal is risk neu-
tral; and it additionally loads on the production externality
when the principal has CARA. Optimal ESG contracts are
less sensitive to traditional pay-for-performance measures,
and ESG investment is determined by the ratio of capital
to cash flow exposure in the contract. We identify condi-
tions under which ESG investment is optimal and improves
welfare. We also examine constrained contracts controlling
the agency friction associated with ESG investment.

Hao Xing
Boston University
haoxing@bu.edu

MS24

Mutual Funds Competition for Investment Flows
based on Relative Performance

N mutual funds compete for fund flows based on relative
performance over their average returns, by choosing be-
tween an idiosyncratic and a common risky investment op-
portunities. The unique constant equilibrium is derived in
closed form, which implies that funds generally decrease
the investments in their idiosyncratic risky assets under
competition, in order to lower the risk of the relative per-
formance. It pushes all funds to herd and hurts their after-
fee performance. However, the sufficiently disadvantaged
funds with poor idiosyncratic investment opportunities or
highly risk averse managers may take excessive risk for a
better chance of attracting new investments, and their per-
formance may improve comparing to the case without com-
petition and benefits the investors.

Jiaxuan Ye

Worcester Polytechnic Instute
Department of Mathematical Sciencs
jye@wpi.edu

MS25

Nvshmem: A Partitioned Global Address Space Li-
brary for Nvidia GPU Clusters

NVSHMEM is an implementation of the OpenSHMEM
parallel programming model for clusters with NVIDIA
GPUs. NVSHMEM allows the programmer to aggregate
the memory of multiple GPUs into a Partitioned Global
Address Space (PGAS) that supports transparent remote
access through one-sided get, put, and atomic update op-
erations over InfiniBand, PCI Express, and NVLink inter-
connects. With NVSHMEM, it is possible to initiate com-
munication from the CPU, on CUDA streams and graphs,
and from within a CUDA kernel. Through application case
studies, we show that integrating the communication model
with the GPU’s execution model can improve programma-
bility and reduce overheads. GPU initiated communication
takes advantage of the GPU execution model to naturally
hide communiation latencies using multithreading. It can
also eliminate kernel boundaries induced by communica-
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tion models that initiate communication from the CPU.
NVSHMEM’s CUDA stream and graph initiated commu-
nication integrates with the GPU work scheduling model
and can help to hide offloading overheads. By reducing
synchronization with the CPU and supporting fine-grained
communication that naturally overlaps with computation,
NVSHMEM can provide better strong scaling efficiency
than the predominant CPU initiated communication mod-
els used by most HPC applications today.

James Dinan
Ohio State University
jdinan@nvidia.com

MS25

Roc_shmem: a GPU-Centric Openshmem

Current state-of-the-art in GPU networking utilizes a host-
centric, kernel-boundary communication model that re-
duces performance and increases code complexity. To ad-
dress these concerns, we introduce ROC_SHMEM, a GPU
centric PGAS programming model and runtime that en-
ables Intra-kernel communication. ROC_SHMEM enables
fine-grain computation-communication overlap by allowing
the GPU threads to directly perform network operations
without the need of ending the GPU kernel. In this talk
we will present the ROC_SHMEM programming model, its
architecture, and its different runtime conduits. We illus-
trate that for structured applications like a Jacobi 2D sten-
cil, ROC_SHMEM can improve application performance
by up to 40% compared to traditional kernel-boundary
networking. Furthermore, we demonstrate that on ir-
regular applications like Sparse Triangular Solve (SpTS),
ROC_SHMEM provides up to 44% improvement compared
to existing intra-kernel networking schemes.

Khaled Hamidouche
AMD
khaled.hamidouche@amd.com

MS25
Towards Portable PGAs on GPUs

GPUs have become an essential component for next-
generation high-performance computer clusters. To effi-
ciently move data between GPUs on such clusters, we in-
vestigate the Partitioned Global Address Space (PGAS)
approach for GPUs and propose a portable implementa-
tion. We use the SYCL programming framework to sup-
port multiple types of GPU, and MPI-3 one-sided opera-
tions are used for distributed memory communication on
different network architectures. We implement a 2D stencil
kernel using our newly implemented GPU PGAS library
and compare its performance with a CUDA-aware MPI-
based implementation and an NVSHMEM (an OpenSH-
MEM implementation specialized for NVIDIA GPU and
InfiniBand network) implementation. Test results show
that our implementation is faster than the CUDA-aware
MPI-based implementation, and the inter-node communi-
cation latency is critical to the performance and scalability
of PGAS on GPUs.

Hua Huang
Georgia Institute of Technology
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MS25

OSHMPI: OpenSHMEM over MPI for Portable
and Efficient GPU Communication

OpenSHMEM is an increasingly popular standard of the
SHMEM programming model. OpenSHMEM defines spe-
cialized APIs for fast one-sided and collective communica-
tion. The intent is to directly map the application commu-
nication requests to low-level network API to ensure high
performance. Unlike OpenSHMEM, MPI is designed to
provide comprehensive features for various data movement
patterns over distributed memory systems so that complex
algorithms can be written by using MPI. The OSHMPI
project aims to investigate the ways to provide a portable
and performance-efficient OpenSHMEM library over MPI
runtime system. Nowadays, GPUs have become a promis-
ing architecture for supercomputing systems. Most GPU-
enhanced applications today extend the original CPU-
based code by offloading heavy floating-point computa-
tions to GPU devices and leaving the remaining code as
is. When scaling the applications across computing nodes,
the data movement between GPUs and between GPU and
host memory has to be taken into account. OSHMPI sup-
ports efficient GPU-aware OpenSHMEM communication
for such applications by leveraging highly optimized GPU
communication provided through the low-level MPI imple-
mentations. In this talk, we will introduce the GPU-aware
OSHMPIT library and discuss several optimizations that we
made in the software path of OSHMPI as well as the low-
level MPI runtime.

Min Si
Facebook, U.S.

minsi.atwork@gmail.com

MS26

Tom Coleman’s Journey into Computational Fi-
nance

Tom Coleman and I both started working in computational
finance in 1995. I came from a PDE background, Tom was
an optimization guy. Computational finance is all about
optimal stochastic control, so Tom and I had different per-
spectives on financial problems. I will relate how our paths
crossed in such areas as policy iteration for optimal con-
trol, high performance computing for option pricing, hedg-
ing under jump diffusion processes, variable annuities and
finally machine learning.

Peter Forsyth
University of Waterloo
paforsyt@uwaterloo.ca

MS26

Graph Algorithms in Optimization and the Origins
of Combinatorial Scientific Computing

Tom Colemans research interests were broad and interdisci-
plinary. In the early years of his career he made important
contributions by applying combinatorial ideas to problems
in continuous optimization. His best-known work in this
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area is his and Mores recognition that graph coloring is a
natural abstraction for exploiting sparsity structure when
computing Jacobians and Hessians. But his interest in dis-
crete / continuous fusion also played out in different ways
in the research conducted by several of his early PhD stu-
dents. In this talk I will briefly synopsize some of this
work, and then discuss the longer-term impact of this line
of work and of the research environment that Tom incul-
cated. Specifically, there is a very direct line from Toms
research and mentoring to the creation of the research com-
munity now known as Combinatorial Scientific Computing.

Bruce Hendrickson
Lawrence Livermore National Laboratory, USA
hendrickson6@llnl.gov

MS26

Model Calibration: Inversing, Data Learning, and
Machine Learning

Tom always believed that one of the most meaningful re-
wards of research is to see it solving real world problems.
Tomdevoted significant focus and effort towards achieving
this goal by turning theoretical research into software.In
addition, pursuing new research directions driven byappli-
cations had always brought him excitement and satisfac-
tion. In this talk, I will review some research in calibrating
a local volatility function for a financial derivative model,
my first joint work with Tom in the field of computational
finance more than 30 years ago. We viewed this inverse
problem as an implicit machine learning problem and han-
dled its regularization using knots placement of interpolat-
ing splines, as well as spline kernel with 1-norm regular-
ization. I will also discuss some recent progress using deep
learning for on-line option model calibration.

Yuying Li

School of Computer Science
University of Waterloo
yuying@uwaterloo.ca

MS26

Sequential Learning for Price Impact in Optimal
Portfolio Execution

Optimal trading strategies often rely on assumptions about
the models and their associated parameters to be esti-
mated. Particularly, in illiquid markets and for large-
volume trades, specifying the price impact model is es-
sential. This talk discusses this challenge for the optimal
portfolio execution problem, which aims to liquidate large
blocks of assets over a finite time horizon to minimize the
execution cost. We first present results on the sensitivity
of the optimal strategy to estimation errors in the price
impact parameters. Next, a sequential learning procedure
involving a finite set of optimally designed test trades is
proposed to improve price impact estimations.

Somayeh Moazeni
Stevens Institute of Technology
USA

smoazeni@stevens.edu

MS26

Tom Colemans Contributions to Combinatorial
Scientific Computing

Tom Coleman, together with Jorge More, pioneered the

use of graph coloring algorithms for computing sparse Ja-
cobians and Hessians for the solution of nonlinear prob-
lems in the early 1980s. This work was begun during his
postdoctoral research at Argonne National Laboratory, and
continued together with several of his students at Cornell
and Waterloo. He developed several graph coloring models,
including distance-1, distance-2, star, and acyclic coloring
models, for Jacobian and Hessian estimation based on how
sparsity and symmetry were exploited, and what granular-
ity of computation was adopted (rows, columns or both).
Toms work was the foundation on which others built to
design space- and time-efficient algorithms for these prob-
lems. This work was the harbinger of the use of other
graph algorithms in scientific computing, such as matching
for sparse null space basis computations, automatic differ-
entiation, predicting data structures for sparse orthogonal
factorizations, etc., and led to the foundation of the com-
binatorial scientific computing community in the 2000s.

Alex Pothen

Purdue University

Department of Computer Science
apothen@purdue.edu

MS26

Tom Colemans Contributions to Constrained Non-
linear Optimization

Tom Coleman made important contributions to nonlinear
programming during an important time in the development
of the field, when interior-point methods were arriving on
the scene. Along with collaborator Yuying Li, he proposed
methods that incorporate the novel idea of reflection, along
with such other elements as second-order information, in-
teriority, and trust regions. With Andy Conn, Tom also
investigated the properties of exact penalty function for-
mulations. He was instrumental in founding and develop-
ing the Matlab Optimization Toolbox which, for an enor-
mous number of users, is the main way that they interact
with optimization technology. This talk will summarize
these contributions and their impact on optimization and
its community of users.

Stephen Wright

University of Wisconsin
Dept. of Computer Sciences
swright@cs.wisc.edu

MS27

Deep Residual Learning via Large Sample Mean-
Field Stochastic Optimization

We study a class of stochastic optimization problems of
the mean-field type arising in the optimal training of a
deep residual neural network. We consider the sampling
problem arising from a continuous layer idealization, and
establish the existence of optimal relaxed controls when the
training set has finite size. The core of our paper is to prove
the Gamma-convergence of the sequence of sampled objec-
tive functionals, i.e., show that as the size of the training
set grows large, the minimizer of the sampled relaxed prob-
lem converges to that of the limiting optimization problem.
We connect the limit of the large sampled objective func-
tional to the unique solution, in the trajectory sense, of
a nonlinear Fokker-Planck-Kolmogorov (FPK) equation in
a random environment. We construct an example to show
that, under mild assumptions, the optimal network weights
can be numerically computed by solving a second-order dif-
ferential equation with Neumann boundary conditions in
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the sense of distributions.

Agostino Capponi
Columbia University
ac3827@columbia.edu

MS27

Machine Learning Computations for Financial Ap-
plications of Multiple Optimal Stopping Problems

Options and contracts with multiple exercises of American
type are prevalent in the financial and insurance industry.
After reviewing the most popular numerical methods used
to value standard American puts, we introduce a neural
network architecture to compute the solutions of optimal
multiple stopping problems, and demonstrate its efficiency
on several examples.

Rene Carmona

Princeton University

Dpt of Operations Research & Financial Engineering
rcarmona@princeton.edu

MS27
Reservoir Optimal Stopping

This paper presents a new approach to solve the optimal
stopping problem. The key idea of this approach is to use
deep neural networks where the hidden layers are gener-
ated randomly and only the last one is trained. Hence, this
approach is applicable for high dimension problems where
the traditional least-squares Monte Carlo approaches be-
come impractical. In addition, as only a linear regression
is needed, this approach is very easy to implement and the-
oretical guarantees are provided. We illustrate this tech-
nique in several realistic examples.

Calypso Herrera, Florian Krack
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MS27

Portfolio Optimisation within a Wasserstein Ball a
Reinforcement Learning Approach

We consider the problem of active portfolio management
where a loss-averse and/or gain-seeking investor aims to
outperform a benchmark strategy’s risk profile while not
deviating too much from it. Specifically, an investor con-
siders alternative strategies that have terminal wealth that
lie within a Wasserstein ball surrounding the benchmarks.
The investor then chooses the alternative strategy that
minimises a distortion risk measure. We develop a rein-
forcement learning paradigm for solving this problem us-
ing risk-aware policy gradient methods and explore various
risk-reward tradeoffs.

Sebastian Jaimungal
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MS28

Wave Propagation in Inhomogeneous Media: A
New Family of Generalized Plane Waves

Trefftz methods rely, in broad terms, on the idea of approx-
imating solutions to Partial Differential Equation (PDEs)
using basis functions which are exact solutions of the
PDE, making explicit use of information about the ambi-
ent medium. But wave propagation problems in inhomoge-
neous media is modeled by PDEs with variable coefficients,
and in general no exact solutions are available. Generalized
Plane Waves (GPWs) are functions that have been intro-
duced, in the case of the Helmholtz equation with variable
coefficients, to address this problem: they are not exact
solutions to the PDE but are instead constructed locally
as high order approximate solutions. We will discuss the
definition and approximation properties of a new family of
GPWs.

Lise-Marie Imbert-Gerard
University of Maryland
Imig@math.arizona.edu

MS28

Spoof Plasmons and Double Negative Behavior in
the Microwave Regime

We apply an asymptotic analysis to show that corru-
gated wave guides can be approximated by smooth cylin-
drical wave guides with an effective metamaterial surface
impedance. We show that this approximation is in force
when the period of the corrugations is subwavelength. Here
the metamaterial delivers an effective anisotropic surface
impedance and imparts novel dispersive effects on signals
traveling inside the wave guide. These properties shown
to arise from subwavelength resonances of the axial elec-
tric field component inside the perfectly conducting cor-
rugations. Electric field resonances arising at microwave
frequencies are known as spoof plasmons. True plasmon
resonances arise from dielectric properties of noble metals
at optical frequencies. For sufficiently deep corrugations,
the metamaterial wave guide predicts backward wave prop-
agation at microwave frequencies.

Robert P. Lipton
Department of Mathematics
Louisiana State University
lipton@math.lsu.edu

MS28

High-Order Perturbation of Surfaces Algorithms
for the Simulation of Localized Surface Plasmon
Resonances in Graphene Nanotubes

The plasmonics of two-dimensional materials, such as
graphene, has became an important field over the past
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decade. The active tunability of graphene via electrical
gating or chemical doping has generated a great deal of
excitement among engineers seeking sensing devices. Con-
sequently there is significant demand for robust and highly
accurate computational capabilities which can simulate
such materials. The class of High-Order Perturbation of
Surfaces methods have proven to be particularly appropri-
ate for this purpose. In this talk we describe our recent
efforts to utilize both Dirichlet—Neumann Operators and
Impedance-Impedance Operators in these schemes. In ad-
dition, we present detailed numerical results which not only
validate our simulations using the Method of Manufactured
Solutions, but we also describe Localized Surface Plasmon
Resonances in graphene nanotubes enclosing rodshaped di-
electric materials.

David P. Nicholls
University of Illinois at Chicago
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MS28

Hybridization of Singular Plasmons via Transfor-
mation Optics

Surface plasmons offer great opportunities to guide and
manipulate light on the nanoscale. In the design of novel
plasmonic devices, a central theme is to clarify the intri-
cate relationship between the resonance spectrum and the
geometry of the nanostructure. The design becomes quite
challenging when the desired spectrum is highly complex.
In this talk, we discuss a new theoretical model for sur-
face plasmons of interacting nanoparticles to greatly re-
duce the complexity of the design problem. Our model is
developed by combining plasmon hybridization theory with
transformation optics, which yields an efficient way of si-
multaneously controlling both global and local features of
the spectrum. As an application, we propose a design of
metasurface whose absorption spectrum can be controlled
over a large class of complex patterns through only a few
geometric parameters in an intuitive way. Our approach
provides fundamental tools for the effective design of plas-
monic metamaterials with on-demand functionality. This
talk is based on joint works with Habib Ammari (ETHZ).

Sanghyeon Yu
Korea University
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MS29

Super-Parameterized Boltzmann Equation for Sea
Ice Modeling

We devise a super-parameterized sea ice model that cap-
tures dynamics at multiple scales. Sea ice contains
many ice floes whose macro-scale behavior is driven
by oceanic/atmospheric currents and floe-floe interaction.
There is no characteristic floe size and accurately model-
ing dynamics requires a multi-scale approach. Our two-
tiered model couples basin-scale conservation equations
with small-scale particle methods. Unlike many sea ice
models, we do not average quantities of interest (e.g.,
mass/momentum) over a representative volume. Instead,
we explicitly model small-scale dynamics using the Boltz-
mann equation, which evolves a probability distribution
over position and velocity. In practice, existing numerical

methods are computationally intractable when modeling
Arctic basin scale dynamics. We decompose the density
function into a mass density that models how ice is dis-
tributed in the spatial domain and a velocity density that
models the small-scale variation in velocity at a given lo-
cation. The mass density and expected velocity evolve ac-
cording to conservation equations. However, the flux term
depends on expectations with respect to the velocity den-
sity at each spatial point. We use particle methods to simu-
late the conditional density at key locations and make each
particle method independent using a change of variables
that defines small-scale coordinates. We model small-scale
ice dynamics (e.g., collision) in this transformed domain.
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MS29

Lagrangian Data Assimilation and Uncertainty
Quantification for Sea Ice Floes with Efficient Su-
perfloe Parameterization

Particle-based sea ice floe simulations are slow especially
when the number of floes is large. We present a small-
floe parameterization method to speed up the simulation
by reducing the number of floes while maintaining the key
features of the physics. In particular, we group the small
floes that are close to each other into superfloes. Viewing
each floe as a particle, the idea is similar to the coarsening
process in the smoothed particle hydrodynamics method.
The sizes, thickness, masses, and velocities of the super-
floes are determined by conserving the sea ice concentra-
tion, mass, and momentum. We show that in a stochas-
tic sense, the main features of the original simulations are
well-maintained when using the floe-number-reduced sim-
ulation. As an application, we apply the parameterized
superfloes to data assimilation with the purpose of assim-
ilating the ocean current Fourier modes. For the purpose
of simple tests, we adopt the widely-used ensemble adjust-
ment Kalman filter (EAKF) for data assimilation. Various
numerical experiments are presented to demonstrate the
performance.

Nan Chen, Quanling Deng, Sam Stechmann
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Quantifying the Skill and Bias of Arctic Sea Ice
Simulations

Benchmarking of sea ice simulations in coupled earth sys-
tem models (ESMs) is now often carefully targeted toward
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specific polar physics and biogeochemistry and the associ-
ated coupling across sea ice, atmosphere and ocean. This
talk addresses one aspect of benchmarking sea ice simu-
lations using altimetric satellite emulators, which convert
statistical distributions of sea ice thickness to synthesized
ice freeboard as seen by laser altimeters aboard ICESat
and ICESat-2. Freeboard emulation in earth system mod-
els can be approached using simple mathematical operators
to convert between sub-grid scale parameterizations and
the freeboard measured along 91-day repeat-orbit ground
tracks of the aforementioned satellites. This provides an es-
timate of modeled ice and snow thickness accuracy, often
adequate for many applications. However, more sophisti-
cated operators that are aware of the scale of model grid
cells and of the laser footprint can be constructed using
variational techniques, and this talk focuses on this more
advanced benchmarking method for the polar components
of ESMs. We introduce the theory behind variational emu-
lation, and demonstrate its capability using the Energy Ex-
ascale Earth System Model (E3SM) and Community Earth
System Model (CESM). We also discuss simplified meth-
ods that may be applied post-factum to existing Coupled
Model Intercomparison Project (CMIP) output, and rel-
ative accuracy in results that do not use the variational
method.
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MS29

Discrete Element Simulations of Sea Ice Dynamics
in the Nares Strait

Data-driven particle methods can provide detailed descrip-
tions of sea ice dynamics that explicitly model fracture and
discontinuities in the ice, which are difficult to capture with
typical continuum approaches. We use the ParticLS soft-
ware library to develop discrete element method (DEM)
simulations of sea ice in the Nares Strait between Ellesmere
Island and Greenland that are initialized from and driven
by observed data. We model the sea ice as a collection of
discrete rigid particles that are initially bonded together
into floes. Ice fracture and lead formation are determined
based on the local stress state around each particle. This
allows us to model the ice as a continuous material while
at the same time allowing it to fracture into smaller pieces
that can then interact with each other as discrete bodies.
In addition to modeling the dynamic sea ice patterns in
the Nares Strait (arching, lead formation), our model pro-
vides a natural way to combine numerical simulations with
observations. We generate realistic particle configurations
by discretizing the ice extent in MODIS satellite imagery
into polygonal floes, and then force the particles with wind
and ocean data. We also investigate methods for validat-
ing regional-scale simulations, by quantitatively comparing
model outputs to remote sensing measurements of the ice,
which provides a rigorous approach for determining how
well the model captures the dynamics observed in nature.
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MS30

Portfolio Liquidation Games with Self-Exciting Or-
der Flow

We analyze novel portfolio liquidation games with self-
exciting order flow. Both the N-player game and the mean-
field game are considered. We assume that players’ trading
activities have an impact on the dynamics of future market
order arrivals thereby generating an additional transient
price impact. Given the strategies of her competitors each
player solves a mean-field control problem. We character-
ize open-loop Nash equilibria in both games in terms of
a novel mean-field FBSDE system with unknown terminal
condition. Under a weak interaction condition we prove
that the FBSDE systems have unique solutions. Using a
novel sufficient maximum principle that does not require
convexity of the cost function we finally prove that the so-
lution of the FBSDE systems do indeed provide existence
of open-loop Nash equilibria.
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MS30

A Finite Agent Equilibrium and Its Strong Con-
vergence to the Mean-Field

We study the problem of equilibrium price formation in an
incomplete securities market. Each financial firm (agent)
tries to minimize its cost via continuous-time trading with
a securities exchange while facing the systemic and id-
iosyncratic noises as well as the stochastic order-flows from
its over-the-counter clients. We first construct a market
clearing equilibrium among finite number of heterogeneous
agents by a coupled system of forward-backward stochastic
differential equations (FBSDEs), and then show its strong
convergence to a certain FBSDE of conditional McKean-
Vlasov type in the homogeneous large population limit.
In particular, we provide a stability estimate between the
market clearing price for the heterogeneous agents and that
for the mean-field limit.
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MS30

Stochastic Differential Games on Random Directed
Networks

We consider stochastic differential games on random di-
rected networks with mean-field interactions, where the
network of countably many players is formulated randomly
in the beginning and each player in the network attempts
to minimize the expected cost with a finite time horizon.
Here, the cost function is determined by the network. Un-
der the setup of the linear quadratic stochastic game with
directed chain graph, we solve explicitly for an open-loop
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Nash equilibrium for the system and we find that the dy-
namics under the equilibrium is an infinite-dimensional
Gaussian process associated with a Catalan Markov chain.
We extend it to the random directed tree structure and
discuss convergence results.

Tomoyuki Ichiba

University of California, Santa Barbara
Department of Statistics
ichiba@pstat.ucsb.edu

MS30

Human-Machine Interaction Models and Stochas-
tic Optimization

I will introduce a model of human-machine interaction
(HMI) in portfolio choice (robo-advising). Modeling dif-
ficulties stem from the limited ability to quantify the hu-
mans risk preferences and describe their evolution, but also
from the fact that the stochastic environment, in which
the machine optimizes, adapts to real-time incoming in-
formation that is exogenous to the human. Furthermore,
the humans risk preferences and the machines states may
evolve at different scales. This interaction creates an adap-
tive cooperative game with both asymmetric and incom-
plete information exchange between the two parties. As a
result, challenging questions arise on, among others, how
frequently the two parties should communicate, what in-
formation can the machine accurately detect, infer and
predict, how the human reacts to exogenous events, how
to improve the inter-linked reliability between the human
and the machine, and others. Such HMI models give rise
to new, non-standard optimization problems that combine
adaptive stochastic control, stochastic differential games,
optimal stopping, multi-scales and learning.

Thaleia Zariphopoulou
University of Texas at Austin
zariphop@math.utexas.edu

MS32

Ciliary Motion Optimization of Axisymmetric
Squirmers

This presentation focuses on optimizing the slip velocities
on any given shape of an axisymmetric micro-swimmer sus-
pended in a viscous fluid. The objective is to minimize the
power loss to maintain a target swimming speed, or equiv-
alently to maximize the efficiency of the micro-swimmer.
Specifically, two types of slip velocities are considered: (1)
Time-independent slip velocity and (2) Time-dependent,
displacement-based slip velocity. We show that the time-
independent optimization problem can be reduced to a sim-
pler quadratic optimization problem, thanks to the linear-
ity of the Stokes equations governing the fluid motion. This
simplification bypasses the need for iterative optimization
and enables a straightforward direct optimization. We also
proposed a shape-based scalar metric that is predictive on
whether the optimal swimmer of a given shape is a pusher
or puller without the need of performing the optimization.
In the displacement-based optimization, the slip velocity
is induced by some periodic motion of the closely-packed
ciliary tips. The forward problem is solved using a fast and
accurate boundary integral method, and an adjoint-based
method is adopted to compute the sensitivity of swimming
efficiency. We found that, contrary to common beliefs,
adding constraints to the ciliary length could lead to better

swimming performance for some swimmer shapes.
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MS32

Nonlinear Dynamics of a Three-Layer Saffman-
Taylor Problem

The three-layer Saffman-Taylor problem introduces two
coupled moving interfaces separating the three fluids. In
this talk, we present a weakly nonlinear analysis of this
problem in a radial Hele-Shaw cell, and show that the
morphologies of the emerging fingering patterns strongly
depend on the initial thickness of the intermediate layer
connecting the two interfaces. We then explore full nonlin-
ear interfacial dynamics using a spectrally accurate bound-
ary integral method. We quantify the nonlinear instability
of both interfaces as the relevant physical parameters (e.g.,
viscosities and surface tensions) are varied and show that
our nonlinear computations are in good agreement with the
experimental observations and the weakly nonlinear analy-
sis. Nonlinear simulations reveal that due to the existence
of a second interface, the classical highly branched mor-
phologies are replaced by less unstable structures in which
finger tip-splitting and finger competition phenomena are
evidently restrained as the initial annulus thickness is re-
duced.
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MS32

Shape Optimization of Peristaltic Pumps for Stoke-
sian Flow using Boundary Integral Method

This work presents a new boundary integral approach for
finding optimal shapes of peristaltic pumps transporting a
viscous fluid or a rigid particle in Stokes flow. We consider
shapes that minimize the rate of energy dissipation with a
prescribed volume of fluid. When transporting a viscous
fluid, we also constrain the mass flow rate; when trans-
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porting a rigid particle in Stokes flow, we constrain dis-
tance traversed by the particle over a set time period. Our
approach relies on a recently developed fast and accurate
boundary integral solver for simulating multiphase flows
through periodic geometries of arbitrary shapes that com-
pletely avoid the issue of volume remeshing when updating
the pump shape as the optimization proceeds. Formulas
for computing the shape derivatives of the standard cost
functionals and constraints are derived. In order to fully
capitalize on the dimensionality reduction feature of the
boundary integral methods, shape sensitivities must ide-
ally involve evaluating the physical variables on the parti-
cle or pump boundaries only. We show that this can indeed
be accomplished owing to the linearity of Stokes flow. We
validate these analytic shape derivative formulas by com-
paring against finite-difference based gradients and present
several examples showcasing optimal pump shapes under
various constraints.
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MS32

Efficient Convergent Boundary Integral Methods
for Slender Bodies

The dynamics of active and passive filaments in viscous
fluids is frequently used as a model for many complex flu-
ids in biological systems such as: microtubules which are
involved in intracellular transport and cell division; flagella
and cilia which aid in locomotion. The numerical simula-
tion of such systems is generally based on slender-body the-
ory which give asymptotic approximations of the solution.
However, these methods are low-order and cannot enforce
no-slip boundary conditions to high-accuracy, uniformly
over the boundary. Boundary-integral equation methods
which completely resolve the fiber surface have so far been
impractical due to the prohibitive cost of current layer-
potential quadratures for such high aspect-ratio geome-
tries. In this talk, we will present new quadrature schemes
which make such computations possible and present nu-
merical results to show the efficiency of our method.

Dhairya Malhotra
Flatiron Institute
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MS33

An Eulerian-Lagrangian Finite Volume Method for
Solving Nonlinear Transport Equations

There are two traditional approaches to numerically solv-
ing hyperbolic conservation laws: (1) a Lagrangian ap-

proach following particles along characteristics and (2) an
Eulerian approach fixing a (uniform) spatial grid by dis-
cretizing the PDE in space. Lagrangian-based methods
do not have a Courant-Friedrichs-Lewy (CFL) condition,
but can require a remeshing step. Whereas, Eulerian-
based methods can take advantage of high spatial reso-
lution methods (e.g., weighted essentially nonoscillatory
(WENO)) to control spurious oscillations, but require a
CFL condition that forces a small time step. FEulerian-
Lagrangian methods combine both frameworks by follow-
ing approximate characteristics for a relaxed CFL condi-
tion, while still working on a fixed grid and taking advan-
tage of high-resolution techniques. We introduce a new
Fulerian-Lagrangian finite volume method that can be ap-
plied to both linear and nonlinear conservation laws.

Joseph Nakao
University of Delaware
nakaoj@udel.edu

MS33

The Difference Potentials Method for Elliptic and
Parabolic PDEs

Partial differential equations (PDEs) naturally arise in
mathematical models from biology, engineering, medicine,
and science. As analytical solutions of PDEs are typically
unavailable, numerical methods for PDE are an important
complement to modeling. This presentation will discuss the
Difference Potentials Method (DPM), first developed by
Viktor Ryabenkii, for the numerical approximation of ellip-
tic and parabolic PDEs. We will show that the DPM leads
to numerical schemes that are both highly accurate and
computationally efficient. Time permitting, we will also
discuss current research. This presentation will be for a
general applied maths audience.

Kyle R. Steffen
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MS34

Filtering Methods for Data Assimilation in Cardio-
vascular Simulation

A major challenge in constructing three-dimensional pa-
tient specific hemodynamic models is the calibration of
model parameters to match patient data on flow, pressure,
wall motion, etc. acquired in the clinic. Current work-
flows are manual and time-consuming. This work presents
a flexible computational framework for model parameter
estimation in cardiovascular flows that relies on the follow-
ing fundamental contributions. i) A Reduced-Order Un-
scented Kalman Filter (ROUKF) model for data assimila-
tion for wall material and simple lumped parameter net-
work (LPN) boundary condition model parameters. ii) A
constrained least squares augmentation (ROUKF-CLS) for
more complex LPNs. iii) A “Netlist’ implementation, sup-
porting easy filtering of parameters in such complex LPNs.
The ROUKF algorithm is demonstrated using non-invasive
patient-specific data on anatomy, flow and pressure from a
healthy volunteer. The ROUKF-CLS algorithm is demon-
strated using synthetic data on a coronary LPN. The meth-
ods described in this paper have been implemented as part
of the CRIMSON hemodynamics software package.

C. Alberto Figueroa
University of Michigan
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MS34

Large-Scale Bathymetry Prediction using Deep
Learning Approaches

The high cost and complex logistics of using ship-based
surveys for bathymetry, i.e., depth imaging, have encour-
aged the use of various types of indirect measurements such
as surface velocity from unmanned aerial vehicles. How-
ever, estimating high resolution bathymetry needed for hy-
drological and coastal applications from indirect measure-
ments is usually an ill-posed inverse problem and can be
computationally challenging as most of the inversion tech-
niques require iterative calls to complex forward models to
compute Jacobians and subsequent inversion of relatively
large matrices. In this talk, we use a deep learning ap-
proach to accelerate bathymetry estimation for potential
real-time waterbody depth imaging and subsequent fore-
cast. Reduced order models of the shallow water equa-
tions are constructed on a nonlinear manifold of low dimen-
sionality through variational encoders and the estimation
with uncertainty quantification is performed on the low di-
mensional latent space in a Bayesian setting. Combined
with automatic differentiation and stochastic Newton-type
MCMC methods, we show that these proposed neural nets
can perform the inversion operation much faster than tra-
ditional inversion methods. The improvement and perfor-
mance of these methodologies are illustrated by applying
them to riverine depth imaging problems.
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MS34

Quantifying and Mitigating Measurement Errors in
Quantum Computing

Various noise models have been developed in quantum
computing study to describe the propagation and effect
of the noise from imperfect implementation of hardware.
We infer such parameters using Bayesian approaches, and
implement this method to study the gate and measurement

error. By characterising the device errors in this way, we
further improve error filters accordingly. Experiments con-
ducted on IBMs quantum computing devices suggest that
our approach provides more accurate error mitigation re-
sults than existing error-mitigation techniques, in which
error rates are estimated as deterministic values.

Xiu Yang
Lehigh University
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MS34

Improving Inverse Problem with Data Completion

Inverse problems are ubiquitous in the fabric of modern life,
where we can find applications ranging from telecommuni-
cations to medical imaging. In the context of the latter
inverse problems usually takes the form of estimating the
properties inside the human body from measurement at
its surface. In this context there usually exists a trade-off
between the quality of the reconstruction and the cost of
obtaining the data. Thus one seeks to obtain the best re-
construction quality with the smallest amount of data pos-
sible. In this talk, we tackle this issue by generating new
artificial, or fake, data that is compatible with the physics
of the problem and use it to feed optimization-based in-
version algorithms. In particular, we exploit the low-rank
structure of the data, to augment it using data-driven tech-
niques in a hierarchical fashion. We will present the ana-
lytical and data-driven technique and their rationale. We
will present some synthetic examples, showcasing the abil-
ity to complete unseen data, and improve the quality of
the reconstruction.
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MS35

Influence of Noise Generation Techniques on the
Modeling of Laser Beam Propagation in Turbulent
Atmosphere based on Random Screens Approach

We considered two different approaches to noise screens
generation for modeling of laser beam propagation in tur-
bulent atmosphere. Specifically, we studied influence of
these random noise generation techniques on the resulting
pair correlation function of density in the screen. Also we
study influence of the resulting noise fields on the integral
characteristics of propagating beams and compared them
with previously derived theoretical results. Influence of the
resolution of the screen on these results was investigated
as well.
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Motion of Singularities and Short Branch Cuts in
Surface Dynamics

A potential motion of ideal incompressible fluid with a free
surface and infinite depth is considered in two-dimensional
geometry. A time-dependent conformal mapping of the
lower complex half-plane of the auxiliary complex vari-
able w into the area filled with fluid is performed with
the real line of w mapped into the free fluid’s surface. The
fluid dynamics is fully characterized by the motion of the
complex singularities in w plane. We consider the short
branch cut approximation of the dynamics with the small
parameter being the ratio of the length of the branch cut
to the distance between its center and the real line of w.
Fluid dynamics is reduced to the complex Hopf equation
for the complex velocity coupled with the complex trans-
port equation for the conformal mapping. These equa-
tions are fully integrable by characteristics producing the
infinite family of solutions, including the pairs of moving
square root branch points. The solutions are compared
with the simulations of the full Eulerian dynamics giving
excellent agreement. We consider the dynamics of singu-
larities and finite time blowup of Constantin-Lax-Majda
equation which corresponds to non-potential effective mo-
tion of non-viscous fluid with competing convection and
vorticity stretching terms. A family of exact solutions is
found together with the different types of complex singular-
ities approaching the real line in finite times. References:
arXiv:2003.05085, arXiv:2010.01201
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MS35

A Hybrid Boundary Integral Method for Two-
Phase Flow with Soluble Surfactant

We present an accurate and efficient numerical method to
simulate the deformation of drops and bubbles in Stokes
flow with soluble surfactant. The method builds on a re-
cent hybrid or multiscale numerical method developed by
the authors to address difficulties in the numerical com-
putation of fluid interfaces with soluble surfactant in the
physically representative large Peclet number limit. In this
limit, a thin transition layer develops near the interface in
which physical quantities rapidly vary, yet must be well
resolved for accurate computation of the interface dynam-
ics. The hybrid method uses the slenderness of the layer
to incorporate a separate analytical reduction of the layers
dynamics into a novel boundary integral formulation of the
interfacial free boundary problem. Up to now, the hybrid
method has been designed to treat systems of drops and
bubbles for which the bulk concentration of soluble surfac-
tant is present in the exterior fluid alone. Although this
is a good assumption in some applications, there are situ-
ations in which surfactant is present in the interior fluid,
or can transfer between the exterior and interior fluid via
transport through the combined interface-transition layer
structure. In this talk we present a method that removes
this limitation.
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MS35

Stability of Periodic Standing Waves in the Deriva-
tive Nls Equation

We consider the periodic standing waves of the derivative
nonlinear Schrédinger equation. We begin by classifying
all periodic standing waves in terms of eigenvalues of the
Kaup-Newell spectral problem, and then study the stability
of some of the solutions using the numerical Hill’s method.
We demonstrate that all of the "nontrivial phase” solu-
tions, except for one class, are spectrally unstable.
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MS36
A Biomimetic Approach to Sensing with Waves

The aim of our work is to establish the mathematical foun-
dations for the design of biomimetic sensing devices. Such
devices aim to take advantage of nature’s remarkable abil-
ity to devise innovative solutions to challenging problems.
In this talk, we explore these ideas through a case study on
human hearing. Using boundary integrals and asymptotic
techniques, we design a subwavelength acoustic metamate-
rial that mimics the performance of the cochlea. Building
on this, we are then able to use our mathematical frame-
work explore theories of cochlear amplification and also to
deduce related signal processing algorithms.
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MS36

Asymptotic Posterior Normality for the Bayesian
Inversion of the Non-Abelian X-Ray Transform on
Simple Surfaces

The non-abelian X-ray transform is a non-linear integral
geometric operator whose inversion has applications to Po-
larimetric Neutron Tomography. The latter is an imaging
modality which aims at recovering the magnetic field inside
a medium from spin-in to spin-out measurements of neu-
tron beams. This transform, while being non-linear, enjoys
rather precise answers to questions of injectivity, stability
and mapping properties, which in turn help a successful
analysis of the following statistical question: find a statis-
tically reliable strategy to reconstruct a matrix field from
its noisy non-abelian X-ray transform. In short: in the
Bayesian framework and under a certain (flexible) choice
of prior, the posterior mean gives a consistent estimator,
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and the posterior distribution becomes locally asymptoti-
cally normal (a Bernstein-von Mises type of theorem). In
this talk, we will discuss the results and some elements of
proof.
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MS36

A Dimension-Reduction Approach to
Correlation Based Imaging

Cross-

We are interested in recovering a sparse signal from
intensity-only measurements. In contrast to the case of
known phases, the unknown is now a matrix formed by the
cross correlation of the unknown signal. Hence, the bottle-
neck for inversion is the number of unknowns that grows
quadratically. We propose to reduce the dimensionality
of the problem by recovering only a part of the matrix of
the cross-correlations. I will consider 2 cases. In the first
case we use diversity of illuminations and the the diagonal
of the unknown matrix to obtain a stable image. In the
second case we use only one illumination, and exploit the
symmetries of the imaging matrix to reduce the inversion
to the turnpike problem. The turnpike problem is a classic
inverse problem of recovering a set of points from the set
of their pairwise differences Both approaches lead to linear
number of unknowns.

Alexei Novikov
Penn State
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MS36

Stable Reconstruction of Simple Riemannian Man-
ifolds from Unknown Interior Sources

Consider the geometric inverse problem: There is a set
of delta-sources in spacetime that emit waves travelling at
unit speed. If we know all the arrival times at the boundary
cylinder of the spacetime, can we reconstruct the space, a
Riemannian manifold with boundary? With a finite set of
sources we can only hope to get an approximate reconstruc-
tion, and we indeed provide a discrete metric approxima-
tion to the manifold with explicit data-driven error bounds
when the manifold is simple. This is the geometrization of a
seismological inverse problem where we measure the arrival
times on the surface of waves from an unknown number of
unknown interior microseismic events at unknown times.
The closeness of two metric spaces with a marked bound-
ary is measured by a labeled Gromov-Hausdorff distance.
If measurements are done for infinite time and spatially
dense sources, our construction produces the true Rieman-
nian manifold and the finite-time approximations converge
to it in the metric sense. This talk is based on a joint work
with Maarten V. de Hoop, Joonas Ilmavirta and Matti
Lassas
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MS38
Qualitative Properties of Certain FSI PDE Models

In this study, we consider a linearized compressible flow
structure interaction PDE model for which the interaction
interface is under the effect of material derivative term.
While the linearization takes place around a constant pres-
sure and density components in structure equation, the
flow linearization is taken with respect to a non-zero, fixed,
variable ambient vector field. This process produces extra
convective derivative and material derivative terms which
causes the coupled system to be nondissipative. We an-
alyze the long time dynamics in the sense of asymptotic
(strong) stability in an invariant subspace (one dimen-
sional less) of the entire state space where the continuous
semigroup is uniformly bounded. For this, we appeal to
the pointwise resolvent condition introduced by Chill and
Tomilov which avoids many technical complexity and pro-
vides a very clean, short and easy-to-follow proof.
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MS38

Boundary Control for Optimal Mixing: from Open-
Loop to Closed-Loop

This talk focuses on the control problems for optimal mix-
ing via flow advection in an open bounded and connected
domain. Both open- and closed-loop control designs will be
discussed. Numerical examples will be presented to demon-
strate the ideas.
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MS38

Weak and Strong Attractors in Structural Acoustic
Kirchhoff Boussinesq Interactions with Boundary
Damping

We consider a structural-acoustic problem in dimension 3,
in which the structural wall is modeled by a 2D Kirchhoff-
Boussinesq plate and acoustic medium is subject to bound-
ary damping. For this model we study existence of a con-
tinuous nonlinear semigroup along with long time behavior
associated with the model and finite energy space. It will
be shown that strong/weak continuity of the semigroups
and strong/weak attractiveness depend on the support of
the boundary damping. The difficulty is related to super-
critical nonlinearity exhibited by the plate along with the
compromised boundary regularity of the acoustic waves.
Compensated compactness methods along with a hidden
boundary regularity of hyperbolic traces are exploited in
order to establish weak (resp. strong) generation of a
nonlinear semigroup subjected to feedback forces placed
on the boundary of the acoustic medium. Accordingly,
weak /strong attractors for the model will be constructed
by relying on recent estimates generated by the quasista-
bility theory.
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Simultaneous Controllability of Two Parabolic
Equations

In this talk, we present some results on the simultaneous
null controllability of two (uncoupled) parabolic equations.
That is, with the same input function we look for conditions
on the parameters on each one to control simultaneously
both equations. Probably the first result in this direction
is due to Russell in his study of the boundary controllabil-
ity of Maxwell’s equations. In his work, he deals with the
simultaneous controllability of two uncoupled wave equa-
tions with different boundary conditions. After this sem-
inal paper, there is intensive research on related subjects
but treating hyperbolic equations. See the interesting work
due to Thou on simultaneous control of semilinear wave
equations and the references in it, for a complete panorama
on the subject.
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MS39

Deep Neural Network Expression of Posterior Ex-
pectations in Bayesian PDE Inversion

For Bayesian inverse problems with input-to-response maps
given by well-posed partial differential equations (PDEs)
and subject to uncertain parametric or function space in-
put, we establish (under rather weak conditions on the for-
ward’, input-to-response maps) the parametric holomor-
phy of the data-to-Qol map relating observation data § to
the Bayesian estimate for an unknown quantity of interest
(QoI). We prove exponential expression rate bounds for
this data-to-Qol map by deep neural networks with recti-
fied linear unit (ReLU) activation function, which are uni-
form with respect to the data ¢ taking values in a compact
subset of RE. We propose an efficient, deterministic algo-
rithm for constructing exponentially convergent deep neu-
ral network approximations of multivariate, analytic maps
f :[-1,1]® — R. This construction is applicable to the
data-to-Qol map.
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MS39

Overcoming the Curse of Dimensionality:
Nonlinear Monte Carlo to Deep Learning

from

Partial differential equations (PDEs) are among the most

universal tools used in modelling problems in nature and
man-made complex systems. For example, Hamiltonian-
Jacobi-Bellman PDEs are employed in operations research
to describe optimal control problems and Black-Scholes-
type PDEs are employed in state-of-the-art pricing and
hedging models for financial derivatives. The PDEs ap-
pearing in such models are often high-dimensional. Such
PDESs can typically not be solved explicitly and it is one of
the most challenging tasks in applied mathematics to de-
velop approximation algorithms which are able to approx-
imatively compute solutions of high-dimensional PDEs.
Most of the approximation algorithms for PDEs in the lit-
erature suffer from the so-called ”curse of dimensionality”
in the sense that the number of required computational op-
erations of the approximation algorithm to achieve a given
approximation accuracy grows exponentially in the dimen-
sion of the considered PDE. With such algorithms it is
impossible to approximatively compute solutions of high-
dimensional PDEs even when the fastest currently available
computers are used. In this talk we prove that suitable
deep neural network approximations do indeed overcome
the curse of dimensionality in the case of a general class
of semilinear parabolic PDEs and we thereby prove that a
general semilinear parabolic PDE can be solved approxi-
matively without the curse of dimensionality.
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MS39

Neural Operator:
tion Spaces

Learning Maps Between Func-

The classical development of neural networks has primar-
ily focused on learning mappings between finite dimen-
sional Euclidean spaces or finite sets. We propose to gen-
eralize neural networks so that they can learn operators
mapping between infinite dimensional function spaces. We
formulate the approximation of operators by composition
of a class of linear integral operators and nonlinear acti-
vation functions, so that the composed operator can ap-
proximate complex nonlinear operators. We propose four
formulations of the integral operators: graph-based opera-
tors, low-rank operators, multipole graph-based operators,
and Fourier operators. The proposed neural operators are
resolution-invariant: they share the same network parame-
ters between different discretizations and they can do zero-
shot super-resolutions. We perform experiments on tem-
poral dynamics and chaotic systems. The proposed models
show superior performance compared to existing machine
learning based methodologies. Meanwhile, they are several
magnitudes faster compared to conventional PDE solvers.
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MS39

Optimal Experimental Design for Large-Scale
Bayesian Inverse Problem with Deep Neural Net-
work Surrogate

In this talk, we present a deep learning framework for op-
timal experimental design (OED). OED plays an impor-
tant role in optimally acquiring observation data to reduce
parameter uncertainty by Bayesian inference. It is formu-
lated as an optimization problem that requires numerous
evaluation of suitable optimal criterion, for which an inner
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Bayesian inverse problem have to be solved. This is com-
putationally prohibitive if the forward model (e.g. large-
scale PDE with high-dimensional parameters) is expensive
to solve. To reduce the computational cost, we develop a
deep learning framework that constructs a projected neu-
ral network (PNN) to learn the parameter-to-observable
map and its Jacobian. We use the PNN as a surrogate
to accelerate the evaluation of the optimal criterion and
the OED optimization. Numerical results are presented to
demonstrate the accuracy and efficiency of this framework.
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MS40
Phase Models of Sea Ice Fracture

Fractures impact sea ice dynamics across a wide range of
spatial scales: basin-scale leads enhance atmosphere-ocean
heat transfer and polar albedo; fractures within ice con-
nect air and brine pockets to form brine channels. Model-
ing realistic break up of a single ice floe requires expensive,
high resolution measurements. Elastic properties of a floe
vary with porosity, temperature, age and thickness. Sharp
changes in elastic deformation and corners localized stress
and nucleate fractures. We are developing a framework
for efficiently generating simulated data banks of fractured
floes for a large number of realizable parameters. Phase-
field models employ a continuous order parameter to distin-
guish between broken and unbroken regions. Using these
models, we insert realizations of physical floe parameters
and geometries to produce a bank of fracture profiles.

Huy Dinh

Department of Mathematics
University of Utah
hd2238@nyu.edu

MS40

Modeling Lead Development in Continuous Sea Ice
Floes with a Hybrid Peridynamic Discrete Element
Method

The Arctic has undergone significant changes in recent
decades due to climate change, with substantial reductions
in sea ice extent and multiyear ice, leading to thinner ice
that is susceptible to breakup. This so called “New Arc-
tic” presents many challenges including, but not limited to,
accurately modeling sea ice dynamics, lead (crack) devel-
opment, and ridge formation (sea ice floe collision). Parti-
cle methods, such as the discrete element method (DEM),

can provide detailed descriptions of sea ice dynamics that
explicitly model fracture and ridging, which can be diffi-
cult with typical continuum sea ice modeling approaches.
However, large sea ice floes can deform and break up under
external forcing, which presents challenges for a DEM to
simulate these important dynamics accurately. In this talk,
we present our current efforts in extending sea ice DEM for-
mulations to model continuous floe mechanics with a novel
sea ice peridynamic-DEM hybrid model. We will present
results on idealized tests that examine the ability of the
model to predict effective continuous sea ice properties in-
cluding effective stress and strength. Lastly, we discuss
results from simulations of sea ice dynamics through the
Nares Strait. We compare our simulation results to optical
satellite imagery and discuss predictive capability.

Devin T. O’Connor
Cold Regions Research and Engineering Laboratory
devin.t.oconnor@erdc.dren.mil

MS40

Data-Driven Operator-Theoretic Prediction and
Dynamics of Sea Ice in the Baltic Sea

We present a new data-driven for prediction scheme, com-
bining kernel methods for machine learning and operator-
theoretic ergodic theory. This method, called kernel ana-
log forecasting (KAF), is a generalization of Lorenz’s ana-
log forecasting approach that rigorously approximates the
conditional expectation of observables under partially ob-
served, nonlinear dynamics, while also providing useful un-
certainty quantification through estimates of conditional
variance and conditional probability. We perform forecast-
ing of sea ice in the Baltic Sea. Furthermore, we examine
prediction skill and its correspondence with eigenfunctions
of Koopman operators acting across a range of timescales.

Joanna Slawinska
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MS41

A Mean-Field Game Approach to Equilibrium
Pricing in Solar Renewable Energy Certificate
Markets

Solar Renewable Energy Certificate (SREC) markets are a
market-based system that incentivizes solar energy gener-
ation. A regulatory body imposes a lower bound on the
amount of energy each regulated firm must generate via
solar means, providing them with a tradeable certificate
for each MWh generated. Firms seek to navigate the mar-
ket optimally by modulating their SREC generation and
trading rates. As such, the SREC market can be viewed
as a stochastic game, where agents interact through the
SREC price. We study this stochastic game by solving the
mean-field game (MFG) limit with sub-populations of het-
erogeneous agents. Market participants optimize costs ac-
counting for trading frictions, cost of generation, non-linear
non-compliance costs, and generation uncertainty. More-
over, we endogenize SREC price through market clearing.
We characterize firms’ optimal controls as the solution of
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McKean-Vlasov (MV) FBSDEs and determine the equilib-
rium SREC price. We establish the existence and unique-
ness of a solution to this MV-FBSDE, and prove that the
MFG strategies form an e-Nash equilibrium for the finite
player game. Finally, we develop a numerical scheme for
solving the MV-FBSDEs and conduct a simulation study.

Dena Firoozi
University of Montreal
HEC
dena.firoozi@hec.ca

MS41

Solving Mean-Field PDEs with Symmetric Neural
Networks

We propose numerical methods for solving non-linear par-
tial differential equations (PDEs) in the Wasserstein space
of probability measures, which arise notably in the optimal
control of McKean-Vlasov dynamics. The method relies
first on the approximation of the PDE in infinite dimension
by a backward stochastic differential equation (BSDE) with
a forward system of N interacting particles. We provide
the rate of convergence of this finite-dimensional approx-
imation for the solution to the PDE and its L-derivative.
Next, by exploiting the symmetry of the particles system,
we design a machine learning algorithm based on certain
types of neural networks, named PointNet and DeepSet, for
computing simultaneously the pair solution to the BSDE
by backward induction through sequential minimization of
loss functions. We illustrate the efficiency of the Point-
Net/DeepSet networks compared to classical feedforward
ones, and provide some numerical results of our algorithm
for the examples of a mean-field systemic risk and a mean-
variance problem.

Huyen Pham
University Paris Diderot
huyn pham jpham@math.univ-paris-diderot.fr;,

MS41

The Entry and Exit Game in the Electricity Mar-
kets: A Mean-Field Game Approach

We develop a model for the industry dynamics in the
electricity market, based on mean-field games of optimal
stopping. In our model, there are two types of agents:
the renewable producers and the conventional producers.
The renewable producers choose the optimal moment to
build new renewable plants, and the conventional produc-
ers choose the optimal moment to exit the market. The
agents interact through the market price, determined by
matching the aggregate supply of the two types of pro-
ducers with an exogenous demand function. Using a re-
laxed formulation of optimal stopping mean-field games, we
prove the existence of a Nash equilibrium and the unique-
ness of the equilibrium price process. An empirical ex-
ample, inspired by the UK electricity market is presented.
The example shows that while renewable subsidies clearly
lead to higher renewable penetration, this may entail a cost
to the consumer in terms of higher peakload prices. In or-
der to avoid rising prices, the renewable subsidies must be
combined with mechanisms ensuring that sufficient conven-
tional capacity remains in place to meet the energy demand
during peak periods.

Peter Tankov
ENSAE ParisTech

peter.tankov@ensae.fr

MS41

Covid-19: A Data-Driven Mean-Field-Type Game
Perspective

In this talk, a class of mean-field-type games with discrete-
continuous state spaces will be presented. We estab-
lish Bellman systems which provide sufficiency conditions
for mean-field-type equilibria in state-and-mean-field-type
feedback form. We then derive a master adjoint system
(MASS). The methodology is shown to be flexible enough
to capture multi-class interaction in epidemic propaga-
tion in which multiple authorities and firms are risk-aware
atomic decision-makers and individuals are risk-aware non-
atomic decision-makers. Based on MASS, we present a
data-driven modelling and analytics for mitigating Coro-
navirus Disease 2019 (COVID-19). The model inte-
grates vaccination, untested cases, age-structure, decision-
making, gender, pre-existing health conditions, location,
testing capacity, hospital capacity, and a mobility map
of local areas, including in-cities, inter-cities, and interna-
tionally. It is shown that the data-driven model can cap-
ture most of the reported data on COVID-19 on confirmed
cases, deaths, recovered, number of testing and number of
active cases in 100+ countries. The model also reports non-
Gaussian, and non-exponential properties in 35+ countries.

Hamidou Tembine
New York University
tembine@landglab.com

MS42

High-Order Bound-Preserving Discontinuous
Galerkin Methods for Multiphase Flow

We consider the high-order bound-preserving local discon-
tinuous Galerkin method for the simulation of incompress-
ible and immiscible two-phase flow in porous media with
capillary pressure. Mathematical model of two-phase flow
in porous media is a couple system of time-dependent non-
linear PDEs which include the Darcys law, the equation of
conservation of mass for each phase, the constraint of the
saturations of phases, and the equation of capillary pres-
sure which depends on the wetting saturation. The impor-
tant physical features of the saturations of phases is their
boundedness between 0 and 1. Failure of bound-preserving
of saturations may cause blow-ups of the numerical algo-
rithm. We propose high-order bound-preserving local dis-
continuous Galerkin method to keep this important physi-
cal feature. Numerical examples are given to demonstrate
the high-order accuracy and bound-preserving property of
the numerical technique.

Xiuhui Guo
China University of Petroleum
$20090004@s.upc.edu.cn

MS42

Coupled Fluid Flow and Geomechanical Modeling
for Understanding the Mechanism of Shear Dila-
tion in Bedding Layers Induced by Hydraulic Frac-
turing

In this paper, a coupled fluid flow and geo-mechanical
model was developed to better understand the physical
process of bedding layer shear dilation and its impact on
hydraulic fracture propagation and height growth. To ac-
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curately capture the shear slippage and propagation of the
bedding layers induced by the hydraulic fracture, we ap-
plied a higher order displacement discontinuity method
(HDDM), which outperforms the constant displacement
discontinuity method (DDM) in accuracy but maintains
the same computational efficiency. Different from the hy-
draulic fracture propagation, the shear slippage propaga-
tion of a bedding layer starts with the fracturing fluid leak-
ing into the bedding layer, which elevates the fluid pressure
and therefore decreases the resistive shear strength induced
by the effective normal stress. When the shear failure crite-
rion is satisfied, shear failure occurs and the shear dilation
is activated. The shear dilation increases the permeability
of the bedding layer and speeds up the fluid leak off, which
results in a positive reinforcement of the shear propaga-
tion. This process is slowing down the hydraulic fracture
height propagation due to fluid loss and conductivity en-
hancement in the bedding layer. Case studies show that the
fluid viscosity, initial bedding layer width, and the maxi-
mum effective hydraulic aperture of the bedding layer have
significant impacts on the shear dilation process.

Jiawei Li, Kan Wu
Texas A&M University
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MS42

High-Order Bound-Preserving Finite Difference
Methods for Miscible Displacements in Porous Me-
dia

In this paper, we develop high-order bound-preserving
(BP) finite difference (FD) methods for the coupled system
of compressible miscible displacements. We consider the
problem with multi-component fluid mixture and the (vol-
umetric) concentration of the jth component, c;, should
be between 0 and 1. It is well known that c; does not
satisfy a maximum-principle. Hence most of the existing
BP techniques cannot be applied directly. The main idea
in this paper is to construct the positivity-preserving tech-
niques to all ¢js and enforce ) ;¢ = 1 simultaneously to
obtain physically relevant approximations. By doing so, we
have to treat the time derivative of the pressure dp/dt as
a source in the concentration equation and choose suitable
“consistent’ numerical fluxes in the pressure and concen-
tration equations. In order to develop high-order BP FD
methods, we first construct a special discretization of the
convection term, which yields the desired approximations
of the source. Then we can find out the time step size that
suitable for the BP technique and apply the flux limiters.
Moreover, we will also construct a special algorithm for the
diffusion term whose stencil is the same as that used for
the convection term. Numerical experiments will be given
to demonstrate the high-order accuracy and good perfor-
mance of the numerical technique.

Xinyuan Liu
China University of Petroleum
s18090001@s.upc.edu.cn

MS42

An Integrated Equation-of-State Compositional
Hydraulic Fracturing and Reservoir Simulator

We present an integrated Equation-of-State based compo-
sitional hydraulic fracturing and reservoir simulator. The
goal of this research is to develop a general simulator that
can simulate the lifecycle of wells, which includes hydraulic
fracturing treatment using water-based or energized (gas,

foam) fracturing fluid, post-frac shut-in and flowback, pri-
mary production, and fluid reinjection in a multiple well
pad. This simulator fully couples the reservoir, fracture,
and wellbore domains with multiple physics in each do-
main. The rock deformation, porous flow and temperature
change in the reservoir domain, fluid and proppant trans-
port in the fracture domain, and wellbore slurry flow and
fluid /proppant distribution among clusters are fully cou-
pled together and solved fully implicitly using the Newton-
Raphson method. The phase behavior of hydrocarbon
phases is modeled using Peng-Robinson Equation-of-state.
The fracture propagation is modeled by mesh topology
change and the propagation direction is evaluated using
the stress intensity factors. This simulator has been fully
parallelized using MPI and domain decomposition method
and a speedup test has been performed using the Stem-
pede2 supercomputer at Texas Advanced Computing Cen-
ter. This simulator is validated against various problems
with known analytical solutions. We show two applications
of this simulator for lifecycle analysis in US unconventional
oil reservoirs on frac-hits and CO2 fracturing.

Shuang Zheng
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MS43

The Pole Dynamics of Soliton Solutions of the Fo-
cusing Nls Equation

The dynamics of the soliton solutions of the focusing Non-
linear Schrodinger equation is examined through the study
of their poles in the complex x-plane. These poles are time
dependent and their interactions in the x-plane provide a
new way to understand soliton collisions. We limit our
study to the case where the multi-soliton asymptotically
approaches a linear superposition of single solutions. Thus
breathers or resonant solitons are not yet considered.

Bernard Deconinck, Matthew Farkas
University of Washington
deconinc@uw.edu, mfarkasQuw.edu

MS43

Self-Similar Evolution in Wave Turbulence and
Nonequiliblium Bose-Einstein Condensation

Creation of turbulent states in Bose-Einstein condensates
(BEC) has recently become a rapidly developing direction
in experimental research. This is because of the versatility
of the optical control and measurement techniques in BEC
experiment which make it a perfect laboratory for studies
of turbulence. BEC turbulence is a rich system posessing
many key attributes of the classical and quantum turbu-
lence and wave turbulence including randomly interacting
dispersive waves, quantized vortices, forward and inverse
cascades. In my talk I will overview the current state of art
in the theory, numerical modeling and recent experiments
in BEC turbulence. I will introduce the theory of wave
turbulence (WT) that discribes some important features of
BEC turbulence and non-equilibrium condensation. I will
describe transitions from weak WT to strong turbulence
dominated by a gas of strongly nonlinear quantized vor-
tices, whose subsequent anihilations result in appearance
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of a coherent condensate state. I will describe remaining
theoretical challenges in theoretical description of turbu-
lent states where random waves and vortices coexist and
interact, and will discuss proposals of novel experimental
setups.
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MS43

Suppression of Turbulent Transport by Zonal Flows
in Magnetized Plasmas

We introduce a new reduced fluid model to understand
the abrupt change in the turbulent plasma dynamics
which can take place at the edge of magnetic confine-
ment fusion devices, with the spontaneous appearance of
macroscopic, zero-frequency shear flows known as zonal
flows. Our model is based on a modification of the well-
known Hasegawa-Wakatani model [M. Wakatani and A.
Hasegawa, Physics of Fluids 27(3), 611618 (1984); R. Nu-
mata, R. Ball, and R. L. Dewar, Physics of Plasmas 14(10),
102312 (2007)], with an improved treatment of the electron
dynamics parallel to the magnetic field. In this talk, we will
present the main properties of our model, discuss the role
of boundary conditions, and if time permits, investigate
effective strategies and algorithms for uncertainty quantifi-
cation for that complex dynamical system.
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MS43
On Propagation of Pulses in Neurons

I will report on recent work with A. Talidou and A. Bur-
chard in which we consider the FitzHugh-Nagumo equation
extended to cylindrical surfaces. We show the existence
of stable pulse-like solutions close to exact 1-dimensional
pulses.

Israel Michael Sigal
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MS44
Coupling Estimates for Stochastic Sampling Qual-
ity

We present algorithms to quantitatively assess the accuracy
of stochastic samplers, particularly in cases where the ana-
lytic form of the invariant measure is unavailable. In many
cases, the invariant measure of the numerical sampler, 7, is
different from the true invariant measure 7, and we give nu-
merical schemes to quantitatively estimate the distance be-
tween the measures. This is done with a coupling method

to estimate the contraction rate of the transition kernel,
and we present extensions to cases with degenerate noise.
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MS44

Examining Diminishing Returns
Saddle Point Searches

in Exhaustive

In calculating the time evolution of an atomic system
on diffusive timescales, off lattice kinetic Monte Carlo
(OLKMC) can sometimes be used to overcome the limi-
tations of Molecular Dynamics. OLKMC relies on the har-
monic approximation to Transition State Theory, in which
the rate of rare transitions from one energy minimum to a
neighboring minimum scales exponentially with an energy
barrier on the potential energy surface. This requires lo-
cating the index-1 saddle point, commonly referred to as
a transition state, that separates two neighboring energy
minima. In modeling the evolution of an atomic system, it
is desirable to find all the relevant transitions surrounding
the current minimum. Due to the large number of minima
on the potential energy surface, exhaustively searching the
landscape for these saddle points is a challenging task. In
examining the particular case of isolated Lennard-Jones
clusters of around 50 particles, we observe very slow con-
vergence of the total number of saddle points found as a
function of successful searches. We seek to understand this
behavior by modeling the distribution of successful searches
and sampling this distribution to create a stochastic pro-
cess that mimics this behavior.

Tim Schulze
University of Tennessee, USA
shulze@math.utk.edu.

MS44

Accurate and Efficient Splitting Methods for Dis-
sipative Particle Dynamics

We study numerical methods for dissipative particle dy-
namics (DPD), which is a system of stochastic differential
equations and a popular stochastic momentum-conserving
thermostat for simulating complex hydrodynamic behavior
at mesoscales. We propose a new splitting method that is
able to substantially improve the accuracy and efficiency
of DPD simulations in a wide range of the friction coeffi-
cients, particularly in the extremely large friction limit that
corresponds to a fluid-like Schmidt number, a key issue in
DPD. Various numerical experiments on both equilibrium
and transport properties are performed to demonstrate the
superiority of the newly proposed method over popular al-
ternative schemes in the literature.

Xiaocheng Shang
University of Birmingham
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MS44
A Splitting Method to Reduce MCMC Variance

We explore whether splitting and killing methods can im-
prove the accuracy of Markov chain Monte Carlo (MCMC)
estimates of rare event probabilities, and we make three
contributions. First, we prove that ”weighted ensemble”
is the only splitting and killing method that provides
asymptotically consistent estimates when combined with
MCMC. Second, we prove a lower bound on the asymp-
totic variance of weighted ensemble’s estimates. Third, we
give a constructive proof and numerical examples to show
that weighted ensemble can approach this optimal variance
bound, in many cases reducing the variance of MCMC es-
timates by multiple orders of magnitude.
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MS45

Rogue Waves in Integrable and Non-Integrable
Systems: Existence, Stability and Dynamics

This talk will focus on the formation of rogue waves
in the nonlinear Schrédinger (NLS) equation and the
Salerno model containing the integrable Ablowitz-Ladik
(AL) and (non-integrable) discrete NLS (DNLS) models.
We will first consider Gaussian wavepacket initial data for
both the NLS and Salerno models, where novel spatio-
temporal dynamics will be presented as the Gaussian’s
width changes. We will show that large amplitude excita-
tions strongly reminiscent of the Peregrine soliton, (time-
periodic) Kuznetsov-Ma (KM) breather or regular solitons
appear to form. Then, we will focus on the existence, sta-
bility and dynamics of discrete Kuznetsov-Ma breathers in
the Salerno model. We will explore the configuration space
of KM breathers by varying the period of the solution and
the homotopy parameter associated with the Salerno model
(connecting the AL and DNLS models). We will show that
on one hand, the KM breather in the AL model is not the
only one solution since more KM solutions bearing oscilla-
tory tails are shown to be present therein. On the other
hand, and as per the DNLS model, novel KM breathers will
be presented in this case. The results will be complemented
by a discussing the stability of the solutions using Floquet
theory and numerical simulations. More recent results on
the DNLS equation will be presented too (if time permits)
and open problems and questions will be discussed.

Efstathios G. Charalampidis
California Polytechnic State University
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MS45
An Integrable Two-Component Generalization of

the Degasperis-Procesi Equation

‘We propose an integrable two-component generalization of
the Degasperis-Procesi (DP) equation. We found that the
Witten-Dijkgraaf-Verlinde-Verlinde (WDVV) equation can
be reduced to a two-component DP equation. Based on
this fact, we construct the Lax pair, the bi-Hamiltonian
structure and conservation laws for this newly integrable
coupled equation.

Baofeng Feng
University of Texas Rio Grande Valley
baofeng.feng@utrgv.edu

MS45

Ist and Solitons for the Complex Coupled Short-
Pulse Equation

We present the inverse scattering transform (IST) for
the complex coupled short pulse equation (¢SPE) on the
line. Our work extends to the complex, coupled case the
Riemann-Hilbert approach to the IST for the real, scalar
short-pulse equation proposed by A. Boutet de Monvel and
collaborators in 2017. One-soliton solutions are also in-
vestigated within the framework of the IST. The simplest
soliton solutions, fundamental solitons, are found to be the
natural vector generalization of scalar one-soliton solutions
of the complex short-pulse equation. But in the coupled
case one can also have more complicated, composite soli-
ton solutions, corresponding to two fundamental solitons
having the same amplitude and velocity but different car-
rier frequencies, as well as solutions that, while still corre-
sponding to a minimal set of discrete eigenvalues, cannot
be reduced to simple superposition of fundamental solitons.
It is also found that the same constraints on the discrete
eigenvalues that guarantee regular, smooth solutions also
hold in the coupled case.

Aikaterini Gkogkou
University at Buffalo
agkogkou@buffalo.edu

MS45

Multicomponent Solitons in Atomic Bose-Einstein
Condensates

In this talk, we will mention a number of recent de-
velopments on multi-component wave patterns in Bose-
FEinstein condensates. We will discuss various states in
two-component systems including recently observed ones
experimentally such as dark-bright and dark-antidark soli-
tonic ones. Then we will extend consideration to three-
component spinor settings and first discuss their ground
state structure, and subsequently super-impose on the
same parametric space the diagram of existence of different
excited nonlinear wave states. We will also present further
developments which go beyond the standard spinor model
and towards the classical Manakov model, where an exper-
imental connection with integrability becomes accessible.
There, we will encounter dark-bright-bright soliton states
and explore how their collisional properties follow predic-
tions of polarization shifts made on the basis of the theory
of integrable systems theory.

Panos Kevrekidis
University of Massachusetts Amherst
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MS46
Domains Without Dense Steklov Nodal Sets

This talk concerns the asymptotic geometric character of
the nodal set of the eigenfunctions of the Steklov eigen-
value problem in two-dimensional domains. In particular
results will be mentioned which establish the existence of
a dense family A of simply-connected two-dimensional do-
mains with analytic boundaries for each one of which the
Steklov eigenfunction’s nodal lines “are not dense at scale
1/77. This result, which addresses a question put forth
under “Open Problem 10” in Girouard and Polterovich, J.
Spectr. Theory, 321-359 (2017), shows that, for domains
in the class A, the Steklov nodal sets have starkly differ-
ent character than anticipated: they are not dense at any
shrinking scale. A variety of numerical results, including
surprising graphical manifestations of the non-dense nodal
character, will also be presented. Work in collaboration
with Jeffrey Galkowski.
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MS46

Application of the Feast Algorithm to Computing
Fiber Modes

Most of the energy carried in optical fibers resides in a few
transverse modes of the fiber. These transverse modes may
be of the guided type, or the leaky type (with low losses).
Due to the millions of wavelengths contained in a typi-
cal fiber length, the only feasible way to simulate complex
nonlinear effects in fibers is by using simplified models. We
use reduced-order models built using the transverse modes.
For simple geometries, like the textbook step-index fiber,
these modes can be analytically computed in closed form.
However, for emerging microstructured fibers, they must
be computed by numerically by solving an eigenproblem.
In this talk we focus on the computation of leaky modes
and loss factors. Using a frequency-dependent perfectly
matched layer and a high-order finite element discretiza-
tion, we arrive at a nonlinear eigenproblem. We solve this
eigenproblem using a variant of the popular FEAST algo-
rithm. We present the details involved in both the linear
algebra as well as in the discretization.

Jay Gopalakrishnan
Portland State University
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MS46
On Mixed Steklov Eigenvalue Problems

We present recent results on the spectra of mixed Steklov-
Neumann problems for the Laplacian as well as the
Helmholtz operator. Key to the work is a boundary in-
tegral discretization strategy, which we describe in detail.
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MS46

An Algorithm for Exploring Eigenvector Localiza-
tion

It is well-known that domain geometry and ”disorder” in
the coefficients of a differential operator can give rise to lo-
calization (concentration of mass) of some eigenvectors in
relatively small subdomains. A rich literature concerning
such localization phenomena has developed over the past
60 years, and new mathematical insights into the under-
lying mechanisms driving localization have been provided
over the last decade. Much more recently, a few numeri-
cal methods have been proposed for identifying likely re-
gions of localization, and estimating eigenpairs (or just the
eigenvalues) for which the eigenvector is localized in such a
region. We propose a new method, which targets eigenvec-
tors that are localized in a specified region R, incorporating
a tolerance that quantifies how strongly concentrated the
eigenvector must be within the region to be accepted as be-
ing ”localized” there. Our approach is inspired by the work
of Marletta on combating the effects of spectral polution
when computing eigenvalues of an operator that are near
its essential spectrum. Though the operators we consider
have no essential spectrum, our approach similarly involves
a complex shift of the operator, which is designed to high-
light eigenpairs for which the eigenvector is localized in R
within a given tolerance. We provide theory supporting our
proposed approach, and numerical examples illustrating its
performance. This is joint work with Robyn Reid.

Jeffrey S. Ovall
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MS47

High-Resolution Remote Sensing Sea Ice Observa-
tions for Improved Prediction

Observations of Arctic sea ice reveal a negative and acceler-
ating trend of end-of-summer extent, outpacing model pro-
jections, which suggests some sea ice processes are not well
represented in models. In summer, snow atop the sea ice
melts into ponds, decreasing surface albedo and contribut-
ing to the ice albedo feedback. Recent model sensitivity
studies have shown that including melt pond (MP) param-
eters in sea ice forecasting end-of-summer ice predictions.
In summer, abundant moisture due to extensive open water
areas results in the formation of low-lying clouds that can
obscure surface observations. MPs appear radiometrically
similar to open water and leads, impeding disambiguation
of these features. Thus, our understanding of MP pro-
cesses is lacking at an Arctic-wide level. Scientists rely on
predictive models to supplement the limited summer ob-
servations. We present new observational data from the
ICESat-2 satellite that may be of interest to the model-
ing community. ICESat-2, launched by NASA in 2018, has
demonstrated the ability to precisely ( 2 cm) measure sea
ice height with along-track sampling of 0.7m. We present
examples of high-resolution spring sea ice topography and
freeboard that may be used for model initialization, and
new observations of MPs that may be used for validation
of summer sea ice forecasting. Our ICESat-2 results are
complemented by extensive, high-resolution airborne ob-
servations of MPs collected by Operation IceBridge in July
2016 and 2017.

Ellen Buckley
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MS47

Characterizing the Sea-Ice Floe Size Distribution
Across a Range of Settings from High-Resolution
Optical Satellite Imagery

The Arctic sea-ice floe size distribution (FSD) is a metric
of the state of the fragmented ice cover. The FSD can char-
acterize the sea-ice floe fields response to thermodynamic
and dynamic atmosphere and ocean forcing. We evaluate
the FSD for a series of 26 high-resolution (= 5 m) panchro-
matic optical satellite images that span the melt season and
capture a range of sea-ice states and settings in the Canada
Basin. The images are segmented for floe-area retrieval and
the sensitivity to choice of parameters in the segmentation
algorithm is examined. The corresponding FSDs are gen-
erally characterized by a single power law across floe scales
1,000 m to 100 km. FSDs follow a well-defined seasonal cy-
cle of steepening into the melt season associated with the
breakup of larger floes. The extensive characterization of
FSDs is important for understanding the evolution of the
sea-ice floe field in a changing Arctic. Results provide es-
sential information for developing and validating theories
for floe-floe interactions in the next generation of models.

Alexis A. Denton, Mary-Louise Timmermans
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MS47

Applications of Optimal Transport in Sea Ice Dy-
namics

Sea ice dynamics play an important role in polar naviga-
tion and larger climate scale processes. However, there are
limited observations of ice motion at navigational scales
(< 1 km). It is therefore important to combine as many
different information sources as possible to provide a more
complete picture of the ice motion and deformation. Math-
ematically, this type of data fusion can be formulated as
an inverse problem, where parameters in a model of the ice
motion are calibrated to match satellite imagery of the ice.
We will show that Wasserstein distances are a natural ap-
proach for quantitatively assessing model-data misfit in the
sea ice setting and will demonstrate that recent advance-
ments in computational optimal transport are amenable
to computationally efficient gradient-based solution strate-
gies. While our focus will be on deterministic formulations
of the inverse problem, a Bayesian interpretation of the
Wasserstein misfit function will also be discussed.
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MS48

Deep Learning Methods for Discovering Physics
from Data

We propose unsupervised deep learning methods for deduc-
ing physical laws from data. Our work demonstrates the
effectiveness of physics-constrained deep networks for di-
mensionality reduction and coordinate transformation as
a first step for sparse identification of nonlinear dynam-
ical systems (SINDy). First, a deep network that dis-
covers the most physically meaningful dimensionless num-
bers from observations is presented. Second, we show that
a deep auto-encoder can transform the coordinates of a
delay-embedded time series to recover the most parsimo-
nious dynamical system that best reconstructs it in higher
dimensions. Finally, we analyze the effect of physical con-
straints on the robustness and extrapolation generalization
of these algorithms.
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MS48

Deep Neural Network Modeling of Unknown PDEs
in Nodal Space

In this talk, we present a numerical framework for
deep neural network (DNN) modeling of unknown time-
dependent partial differential equations (PDEs) using their
trajectory data. Unlike recent work where the learning
takes place in modal/Fourier space, the current method
conducts the learning and modeling in physical space and
uses measurement data as nodal values. We present a DNN
structure that has a direct correspondence to the evolution
operator of the underlying PDE, thus establishing the ex-
istence of the DNN model. The DNN model also does not
require any geometric information of the data nodes. Con-
sequently, a trained DNN defines a predictive model for the
underlying unknown PDE over structureless grids. A set of
examples, including linear and nonlinear scalar PDE, sys-
tem of PDEs, in both one dimension and two dimensions,
over structured and unstructured grids, are presented to
demonstrate the effectiveness of the proposed DNN mod-
eling. Extensions to other equations such as differential-
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integral equations, are also discussed.
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MS48

Physics-informed Dyna-Style Model-Based Deep
Reinforcement Learning for Dynamic Control

Model-based reinforcement learning (MBRL) is believed
to have much higher sample efficiency compared to tra-
ditional model-free reinforcement learning by learning a
world model of the environment. However, the perfor-
mance of MBRL highly relies on the quality of the learned
model, which is usually built in a black-box manner and
may have poor predictive accuracy outside of the data
distribution. The deficiencies of the learned model may
prevent the learned policy from being fully optimized.
Although some uncertainty analysis-based remedies have
been proposed to alleviate this issue, model-bias still poses
a great challenge for MBRL, particularly when interactions
with the environment are costly and limited. In this work,
we propose to leverage the prior knowledge of underlying
physics of the environment, where the governing laws are
known or partially known. In particular, we developed a
physics-informed MBRL in Dyna-style formulation, where
governing equations and physical constraints are utilized to
inform the model learning and policy search. By incorpo-
rating the prior information of the environment, the qual-
ity of the learned model can be notably improved, while
the required interactions with the environment are signif-
icantly reduced, leading to better sample efficiency and
learning performance. The effectiveness and merit have
been demonstrated over a handful of classic control prob-
lems, where the environments are governed by canonical
ODE/PDEs.

Xinyang Liu, Jianxun Wang
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MS49

High-Frequency Instabilities of Stokes Waves: A
Perturbative Approach

We analyze the spectral stability of small-amplitude, pe-
riodic, traveling-wave solutions (i.e. Stokes waves) of the
FEuler water wave equations in finite depth. These solu-
tions exhibit high-frequency instabilities when subject to
bounded perturbations on the whole real line. We in-
troduce a formal perturbation method to determine the
asymptotic growth rates of these instabilities, among other
quantities. Explicit numerical computations support our
asymptotic results.
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MS49

Solitons in a Box-Shaped Wavefield with Noise:
Perturbation Theory and Statistics

We investigate the fundamental problem of the nonlinear
wavefield scattering data corrections in response to a per-
turbation of initial condition using inverse scattering trans-
form theory. We present a complete theoretical linear per-
turbation framework to evaluate first-order corrections of
the full set of the scattering data within the integrable one-
dimensional focusing nonlinear Schrédinger (NLSE) equa-
tion. The general scattering data portrait reveals nonlin-
ear coherent structures — solitons — playing the key role
in the wavefield evolution. Applying the developed theory
to a box-shaped wavefield we solve the derived equations
analytically for a single Fourier mode acting as a pertur-
bation to the initial condition, thus, leading to the sensi-
tivity closed-form expressions for basic soliton characteris-
tics, i.e., the amplitude, velocity, phase, and its position.
With the appropriate statistical averaging, we model the
soliton noise-induced effects resulting in compact relations
for standard deviations of soliton parameters. Relying on
a virtual soliton eigenvalue concept, we derive the proba-
bility of a soliton emergence or the opposite due to noise
and illustrate these theoretical predictions with direct nu-
merical simulations of the NLSE evolution. Finally we dis-
cuss applications of the proposed theory in description of
spontaneous modulation instability development and dam-
break problem. The work was supported by RSF grant No.
20-71-00022.
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MS50

Risk Structured Model of Cholera Infections in
Cameroon

In this talk, we introduce a risk-structured ODE cholera
model of Cameroon with no spatial structure. We use a
?fitted” demographic equation (disease-free equation) to
capture the total population of Cameroon, and then use a
fitted low-high risk structured cholera differential equation
model to study reported cholera cases in Cameroon from
1987-2004. The basic reproduction number of our fitted
cholera model, RO, is bigger than 1 and our model pre-
dicted cholera endemicity in Cameroon. In addition, the
fitted risk structured model predicted a decreasing trend
from 1987 to 1994 and an increasing trend from 1995 to
2004 in the pre-intervention reported number of cholera
cases in Cameroon from 1987 to 2004. Using the fitted risk
structured cholera model, we study the impact of vaccina-
tion, treatment and improved sanitation on the number of
cholera infections in Cameroon from 2004 to 2022. Fur-
thermore, we use our fitted model to predict future cholera
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cases.
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MS50

Intersectionality and Climate Change Migration

As climate changes, it has both direct and indirect effects
upon human migration. Sea level rise is rendering once-
prime real estate uninhabitable. While billionaires build
climate bunkers, low-income families find themselves priced
out of their homes in the higher parts of coastal cities as the
wealthy move away from their beachfront properties. Ma-
jor climate events such as hurricanes and droughts are in-
creasing in frequency and severity, causing sometimes tem-
porary and sometimes permanent relocation. Hurricane
Katrina, for example, had a disproportionately disastrous
effect on Black residents of New Orleans. What insights
can mathematical models give into the disproportionate
effects climate change is having on various intersectional
identities?

Skylar Grey
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MS50

Modeling Testing Strategies to Reduce SARS-
COV-2 Transmission

As vaccines against SARS-CoV-2 are not yet available
for everyone, it is important that a variety of non-
pharmaceutical interventions such as quarantine, contact
tracing, social distancing, and widespread mask wearing be
implemented to reduce SARS-CoV-2 transmission. Testing
is a necessary factor in quantifying the number of infected
individuals and reducing their interaction with the popu-
lation via isolation. In addition, identifying positive cases
allows public health offcials to track chains of transmission
via contact tracing and prevent additional infections with
quarantine. To better inform testing strategies, we develop
a deterministic ordinary differential equation mathemati-
cal model for given available resources in a community.
Specifically, our model includes a number of characteris-
tics which can be attributed to the variability in testing
strategies, including the sensitivity of testing, availability
of testing, delay in testing results, and priority of testing.
Three types of test with varying sensitivity, availability,
and return time are incorporated: antibody tests, RT-PCR
tests, and antigen tests. Three scenarios are considered to
investigate the effects of priority testing on disease trans-
mission: test only symptomatic individuals, equally spread
available tests across all testable populations for surveil-
lance, and prioritize tests for symptomatic individuals but
use the remaining testing for surveillance. Our model can
determine which allocation of testing type and strategy will
most significantly decrease the infectious population (peak
and du- ration) given locally available testing information,
e.g. available test types and number. Such results can
inform interventions.
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MS51

High-Fidelity Reconstructions of the Shape and
Impedance using Scattered Data

The use of an impenetrable obstacle with an impedance
boundary condition was proposed to simplify the modeling
of scattering of an impinging source wave off of a penetra-
ble obstacle, knowingly the transmission scattering prob-
lem. In this paper, we propose a framework to recover
both the shape and the impedance function of an obsta-
cle from measurements of the scattered field at multiple
frequencies. In our framework, we apply the recursive lin-
earization algorithm (RLA) framing at each frequency the
inverse problem as a nonlinear optimization problem. The
single frequency inverse problem to recover the shape and
impedance is both nonlinear and ill-posed. To deal with
the nonlinearity, we apply the a Newton-like method ad-
vancing both variables, the shape and impedance function,
using the Fréchet derivative of the forward operator. We
treat ill-posedness by considering the approximation of the
shape and impedance function to be bandlimited functions,
where the limit is a function of the incident wave frequency.
We present examples to demonstrate the feasibility of the
method in different settings. The framework presented can
recover the shape and impedance function with high accu-
racy when the scattered measurements used are generated
by forward models with Dirichlet, Fourier-Robin or Neu-
mann boundary conditions.

Carlos Borges
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MS51

Edge and Corner Preconditioners in Three Dimen-
sions

In this talk, we present an RCIP-type scheme for discretiz-
ing corner and edge singularities in three dimensions. The
resulting scheme attempts to discretize the geometric sin-
gularities simultaneously and solves the resulting system
in a weak sense. We demonstrate the performance of the
algorithm in the context of the FMM-based field solvers.

Zydrunas Gimbutas
National Institute of Standards and Technology
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MS51

Low Rank Compression in the Numerical Solution
of the Nonequilibrium Dyson Equation

We propose a method to improve the computational and
memory efficiency of numerical solvers for the nonequi-
librium Dyson equation (NDE), which appears in simu-
lations of the effect of strong radiation fields on atoms and
molecules, quantum materials, nuclear physics, and many
other many-body quantum systems. The NDE is a coupled
system of nonlinear Volterra integral equations, for which
the history integrals lead to O(N®) computational com-
plexity and O(N?) memory complexity for N time steps
in traditional solvers. Our method is based on the em-
pirical observation that for many problems of physical in-
terest, the kernels of the integral operators in the NDE,
as well as its solutions, can be represented as hierarchical
off-diagonal low rank (HODLR) matrices. We present an
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algorithm which builds these HODLR representations on
the fly during the course of time stepping, and uses the
them to reduce the cost of computing history integrals.
For systems with the hierarchical low rank property, our
method achieves O(N?log N) computational complexity
and O(N log N) memory complexity. We present numeri-
cal examples demonstrating orders of magnitude speedup
and memory reduction over previous methods, and reach-
ing unprecedented propagation times.
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MS51

Efficient Numerical Methods for Initial Value Con-
trol Problems

We present fast numerical algorithms for optimal control
problems with initial value control. Our contributions are
the design of efficient computational methods for numerical
optimization, their analysis, and their application to real-
world problems. The inverse problem we are considering
is commonly referred to as diffeomorphic image registra-
tion. In our formulation, we seek to find an initial mo-
mentum, which represents the initial state of a differential
equation in the group of diffeomorphisms. This diffeomor-
phism establishes a pointwise correspondence between two
images of the same object or scene, e.g., acquired at two
different timepoints (the input data to our problem). We
will showcase results for applications in medical imaging
sciences. We will consider different formulations for this
problem, and discuss the rate of convergence, accuracy,
time-to-solution, and inversion quality of our formulations.
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MS52

Scientific Discovery via Spectral Analysis of Dy-
namical Systems

The spectral theory of dynamical system provides a pow-
erful mathematical framework for identifying observables
with a coherent (e.g., persistent or cyclical) temporal evolu-
tion through spectral decomposition of Koopman or trans-
fer operators. From a learning perspective, such observ-
ables provide a distinguished class of features which are
compatible with the dynamics, and can facilitate scien-
tific discovery from analysis of high-dimensional time se-
ries data. In this talk, we describe how machine learning
approaches, and in particular kernel methods, can be em-
ployed for spectral approximation of evolution operators on
observables of dynamical systems with consistency guaran-
tees in the large-data limit. Using idealized systems and

real-world examples from climate science, we illustrate how
these methods provide physically interpretable representa-
tions of coherent patterns generated by complex dynamics.
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MS52

Sparse Model Identification for Dynamical Systems
with Hidden Variables

Inferring the structure and dynamical interactions of com-
plex systems is critical to understanding and controlling
their behavior. One can frame the inference problem as se-
lecting from a library of possible terms the interactions, or
model terms, most likely responsible for the observed dy-
namics. Despite the increased availability of data, we often
do not have access to measurements of all relevant state
variables, which greatly increases the challenge of model
selection. Methods for the discovery of chaotic systems
with hidden variables have been particularly tantalizing
since in the early 80s Taken showed that the chaotic man-
ifold structure could be constructed from time-delays of a
subset of variables. Yet, until now, reconstruction of the
manifold has not led to a method for model discovery in the
correct coordinates. I will discuss a parameter estimation
and model selection method for chaotic systems with hid-
den or unmeasured variables. We use a data-assimilation
strategy coupled with sparsity constraints. We apply our
method to experimental data from an electronic circuit
well-characterized by the Lorenz system with one hidden
variable. I will also discuss issues of method robustness
and computational scaling
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Dynamical Systems with an Unknown Observation
Function

A low-dimensional dynamical system is observed in an ex-
periment as a high-dimensional signal, e.g., a video of a
chaotic pendulums system. Assuming that we know the
dynamical model up to some unknown parameters, can
we estimate the underlying system’s parameters by mea-
suring its time-evolution only once? The key informa-
tion for performing this estimation lies in the temporal
inter-dependencies between the signal and the model. We
present a kernel-based score to compare these dependen-
cies, and then estimate the system’s underlying parameters
by maximizing the proposed score. We apply out method
to two chaotic dynamical systems - the double pendulum
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and the Lorenz 63 model.
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MS53
Topological Insulators and Nonlinear Waves

Longitudinally driven periodic optical lattices, called ‘Flo-
quet Topological Insulators’ and properties will be dis-
cussed. They admit a class of linear and nonlinear edge
waves that propagate unidirectionally without backscatter
from defects along boundary edges. The envelope of the
underlying discrete nonlinear edge wave satisfies the clas-
sical integrable Nonlinear Schrédinger equation. If time
permits effects due to nonlinearity will mentioned.
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MS53
Giant Vortices in Liquid Light

The existence of quantized vortices is a hallmark of super-
fluidity and Bose-Einstein condensates. In equilibrium con-
densates only quantum vortices of unit topological charge
are stable, due to the dynamical instabilities of multiply
charged vortices, unless supported by strong external ro-
tation. Here we show that in Bose-Einstein condensates
of exciton-polariton quasiparticles pumped in an annular
geometry, not only do the constant particle fluxes intrin-
sic to the system naturally stabilize multiply charged vor-
tex states, but that such states can form spontaneously
through a dynamical symmetry breaking mechanism. We
elucidate the properties of these novel states, notably find-
ing that they radiate acoustically at topologically quan-
tized frequencies. We show that the vorticity of these fluids
of light are fundamentally limited by a quantum Kelvin-
Helmholtz instability, and therefore by the condensate ra-
dius and pumping intensity.
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MS53
Superharmonic Instability of Stokes Waves

The classical problem of water waves on the surface of an
ideal fluid in 2D is considered. We provide new insight
into the stability of the Stokes waves by identifying previ-
ously inaccessible branches of instability in the equations
of motion for fluid. We find that eigenvalues of the lin-
earized problem that become unstable follow a self-similar
law as they approach instability threshold, and a power
law is suggested for unstable eigenvalues in the immediate
vicinity of the limiting Stokes wave. The theoretical expla-
nation of the self-similar nature of the instability branches
remains an open problem.
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MS53

On Integrable Systems Gauge Equivalent to Dual-
ity Equations

After a proper gauge transformation, the self-duality re-
duction of Yang-Mills equation leads to an integrable sys-
tem that can be studied in the spaces of different signa-
tures. Signature (2+2) leads to a hyper-hyperbolic sys-
tem with two time-like variables. Elimination of one time
variable leads to the relativistic invariant system in (2+1)
dimensional space that was studied in (1977). We offer
a much more general class of reductions of (2+2) systems
that generates new classes of integrable systems in (2+1)
dimensions. Finally, we discover integrable relativistic in-
variant systems in full 3-dim coordinate space.
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MS54

Study Groups and Think Tanks. Hands on Indus-
trial Training for Faculty and Post-Graduate Stu-
dents

For over fifty years Study Groups have proved to be a
remarkably effective mechanism for engaging mathemati-
cians with industry, generating a strong transfer of knowl-
edge, training, and enthusiasm for collaborative working,
and of training students and faculty in the techniques
needed to engage with industry. Whilst lasting under
a week, they have been the route to long term engage-
ment, training, and much new mathematics. A develop-
ment of these have been Integrative Think Tanks (ITTs)
in which the training aspects of engagement with industry
are emphasised for PhD students. Following the COVID-19
lock down these have been transformed into Virtual Study
Groups (VSGs), in which teams of mathematicians, espe-
cially students have worked on COVID-19 related problems
ranging from reopening schools, HE and retail, to running
trains, and conducting heart operations. The results from
these in the UK have fed directly into government policy.
Knowing that their work has been important in the fight
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against COVID-19 has been a transformative experience
for the PhD students who have taken part in these events.
In this talk T will describe both the mechanism of Study
Groups, VSGs, ITTs, and also the creation of V-KEMS,
the Virtual Forum for Knowledge Exchange in the Mathe-
matical Sciences, which has acted to organise these events
and to ensure that the work done in the VSGs gets to the
right end users where it can make a real difference.
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MS54
K12 and the M3 Challenge

Engaging in the mathematical modeling process is an ideal
way to prepare students for the real-world and create a
workforce capable of tackling the wide range of problems
ahead. In this talk, we highlight how early classroom ex-
periences in mathematical modeling can be integrated into
the curriculum and have an impact. In particular, faculty
and industrial partners can play a role in helping teach-
ers and students can confidence in math modeling. The
SIAM Mathworks Math Modeling Challenge is an excel-
lent example of this. Furthermore, most of the strategies
and resources presented here can be extended to the un-
dergraduate curriculum.
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A Functional Analysis Approach to the Static
Replication of European Options

The replication of any European contingent claim by a
static portfolio of calls and puts with strikes forming a con-
tinuum, formally proven by Carr and Madan (1998), is part
of the more general theory of integral equations. We use
spectral decomposition techniques to show that exact pay-
off replication may be achieved with a discrete portfolio of
special options. We discuss applications for fast pricing of
vanilla options that may be suitable for large option books
or high frequency option trading, and for model pricing
when the characteristic function of the underlying asset
price is known.
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A General Framework for Optimal Investment Un-
der Stochastic Local Volatility Models

In this paper, we propose a general framework for solv-

ing optimal investment problems (e.g. utility maximiza-
tion problems) when the underlying asset follows one-
dimensional or a specific type of two-dimensional Markov
processes, e.g. stochastic local volatility models, which
include Heston model and SABR model. It is based on
a novel application of the continuous-time Markov chain
(CTMC) approximation to the underlying asset price pro-
cess. We manage to solve the optimal value function and
the optimal strategy explicitly for the case of log utility
function, and semi-explicitly for the case of power utility
functions, and establish the convergence of the closed-form
formula to the true value function. Extensive numerical
experiments shows the accuracy and efficiency of the pro-
posed approach.
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Dispersion-Constrained Martingale Schrdinger
Problems and the Exact Joint S&P 500/VIX
Smile Calibration Puzzle

Since VIX options started trading in 2006, many re-
searchers have tried to build a model that jointly and
exactly calibrates to the prices of S&P 500 (SPX) op-
tions, VIX futures and VIX options. So far the best
attempts, which used parametric continuous-time jump-
diffusion models on the SPX, could only produce ap-
proximate fits. In this talk we solve this longstand-
ing puzzle using a completely different approach: a non-
parametric discrete-time model. The model is cast as
a dispersion-constrained martingale Schrodinger problem
which is solved using the Sinkhorn algorithm. We prove
by duality that the existence of such a model means that
the SPX and VIX markets are jointly arbitrage-free. The
algorithm identifies joint SPX/VIX arbitrages should they
arise. Our numerical experiments show that our algorithm
performs very well in both low and high volatility environ-
ments. Finally, we discuss how our technique extends to
continuous-time stochastic volatility models, via what we
dub VIX-constrained martingale Schrodinger bridges.

Julien Guyon
Bloomberg, Columbia University and NYU
jguyon2@bloomberg.net

MS55

Optimal Hedging under Fast-Varying Stochastic
Volatility

In a market with a rough or Markovian mean-reverting
stochastic volatility there is no perfect hedge. Here it is
shown how various delta-type hedging strategies perform
and can be evaluated in such markets. A precise character-
ization of the hedging cost, the replication cost caused by
the volatility fluctuations, is presented in an asymptotic
regime of rapid mean reversion for the volatility fluctua-
tions. The optimal dynamic asset based hedging strategy
in the considered regime is identified as the so-called ‘prac-
titioners’ delta hedging scheme. It is moreover shown that
the performances of the delta-type hedging schemes are
essentially independent of the regularity of the volatility
paths in the considered regime and that the hedging costs
are related to a vega risk martingale whose magnitude is
proportional to a new market risk parameter.

Knut Solna
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MS56

On the Variation of of Bi-Periodic Waves in the
Transverse Direction

Bi-periodic patterns of waves that propagate in the  direc-
tion with amplitude variation in the y direction are gen-
erated in a laboratory. The amplitude variation in the
y direction is studied within the framework of the vector
(VNLSE) and scalar (sNLSE) nonlinear Schrédinger equa-
tions using the uniform-amplitude, Stokes-like solution of
the VINLSE and the Jacobi elliptic sine function solution of
the sSNLSE. The wavetrains are generated using the Stokes-
like solution of vNLSE; however, a comparison of both
predictions shows that while they both do a reasonably
good job of predicting the observed amplitude variation
in y, the comparison with the elliptic function solution of
the sNLSE has significantly less error. Additionally, for
agreement with the vNLSE solution, a third harmonic in
y term from a Stokes-type expansion of interacting, sym-
metric wavetrains must be included. There is no evidence
of instability growth in the z-direction, consistent with the
work of Segur and colleagues, who showed that dissipation
stabilizes the modulational instability. There is some extra
amplitude variation in y, which is examined via a qualita-
tive stability calculation that allows symmetry breaking in
that direction.
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MS56

Conservation Laws and Multiple Scales Methods
for Free-Boundary Problems in Water Waves

We consider a nonlocal formulation of the water-wave prob-
lem for a free surface with an irrotational flow, and show
how the problem can be reduced to a single equation for
the interface. The formulation is also extended to constant
vorticity and interfacial flows of different density fluids.
We show how this formulation can be used to systemat-
ically derive Olvers conservation laws not only for an ir-
rotational fluid, but for constant vorticity and interfaces.
This framework easily lends itself to computing the related
conservation laws for various asymptotic models via a non-
traditional approach to multiple-scales expansions.

Katie Oliveras
Seattle University
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MS56

Ocean-Depth Measurements using Shallow-Water
Wave Models

The shape of the bottom boundary of the ocean impacts a
number of physical and biological processes. In this talk,
within the context of shallow-water models, I will present a
method to recover the bottom-profile given only measure-
ments of the free-surface deviation. Starting from a rel-
atively inaccurate initial guess for the bottom-boundary,
reconstruction is possible for two different shallow-water
models both of which are members of a class of such equa-
tions. Lastly, I will emphasize the role played by model
selection in designing the reconstruction algorithm. This
is joint work with Manisha and Didier Auroux.
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MS56
Quasi-Periodic Water Waves

We present a framework to compute and study two-
dimensional water waves that are quasi-periodic in space
and/or time. This means they can be represented as pe-
riodic functions on a higher-dimensional torus by evalu-
ating along irrational directions. In the spatially quasi-
periodic case, the nonlocal Dirichlet-Neumann operator is
computed using conformal mapping methods and a quasi-
periodic variant of the Hilbert transform. In the tempo-
rally quasi-periodic case, we devise a shooting method to
compute standing waves with 3 quasi-periods as well as
hybrid traveling-standing waves that return to a spatial
translation of their initial condition at a later time. Many
examples will be given to illustrate the types of behavior
that can occur.

Jon Wilkening
UC Berkeley Mathematics
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MS57

Fresnel Diffraction for Starshade Design using the
Non-Uniform FFT

Monochromatic wave scattering from planar apertures and
occulters is often modeled in the scalar Fresnel diffraction
approximation. The downstream (target plane) amplitude
is a 2D convolution of the aperture function with a complex
Gaussian e*@*+v*) | For sharp-edged scatterers the aper-
ture function is discontinuous, rendering grid-based FFT
methods at best 2nd-order accurate, leading to adoption
of slower ”edge-integral” methods (not to be confused with
boundary integral equation methods!) I present a fast algo-
rithm that uses high-order areal quadrature over the aper-
ture and a single 2D nonuniform fast Fourier transform
(NUFFT) to evaluate rapidly at all targets (of order 10”
targets/second). Its cost is O(n®logn), where n is the
in-plane resolution, vs O(n®) for edge-integral methods.
This gives between 2 and 5 orders of magnitude acceler-
ation when many targets are needed. Its benign scaling
with Fresnel number (number of oscillations in the com-
plex Gaussian) allows 10% to be reached on a laptop. I
apply this to the modeling of ”starshades”—30-meter di-
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ameter space-based occulters carefully shaped to shadow
the direct light of a star reaching a space telescope, while
allowing imaging of its planets (a billion times dimmer).
Design requires many simulation runs, and 6-digit accu-
racy to model the deep shadow. The new code is roughly
10* x faster than the state of the art.
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MS57

An O(k Log(k) ) Algorithm for the Simulation of
Scattering from a Radially Symmetric Potential in
Two Dimensions

Standard algorithms for solving the variable coefficient
Helmholtz equation in two spatial dimensions have running
times which scale at least quadratically with the wavenum-
ber k of the problem. We will describe an algorithm with
a running time which grows as k log(k), but which only
applies in the special case of radially symmetric potentials.

James Bremer
UC Davis
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MS57

Fast Boundary Integral Methods for Dense Rigid
Suspensions in Stokes Flow

Stokesian particle suspensions are important models of soft
matter, omnipresent in nature and industry. They are cru-
cial models to the study of biological media self-assembly
and both nano and micro-structural smart materials. In
this talk, we present a general computational framework
for the simulation of dense Stokesian suspensions in 3D fea-
turing boundary integral formulations for inter-particle in-
teractions, fast evaluation schemes and optimization-based
collision resolution. We present three case studies apply-
ing this framework to simulate self-assembly and complex
suspension flows of spherical Janus particles (i.e. particles
displaying two distinct physical or chemical properties on
their surface). We will also discuss ongoing work extending
our integral operator evaluation schemes to non-spherical
shapes.
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New York Institute of Technology
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MS57

Evaluating Laplace Layer Potentials Using Com-
plex Polynomial and Plane Wave Expansions

The quadrature by expansion (QBX) technique accurately
evaluates the layer potentials with singular kernels in
the integral equation reformulations of partial differential
equations. The idea is to form a local complex polyno-
mial or partial wave expansion centered at a point away
from the boundary to avoid the singularity in the inte-
grand, and then extrapolate the expansion at points near
or exactly on the boundary. We derive new representations
of the Laplace layer potentials using both the local com-
plex polynomial and plane wave type expansions. Unlike
in the QBX, the complex polynomial expansion in the new
quadrature by two expansions (QB2X) method collects the

far-field contributions and its number of expansion terms
can be analyzed using tools from the classical fast multi-
pole method (FMM). The plane wave type expansion in
the QB2X method is derived by first applying the Fourier
extension technique to the density and polynomial approx-
imation of the boundary geometry, and then analytically
evaluating the integral using the Residue Theorem. The
plane wave type expansion accurately captures the high-
frequency properties of the layer potential that are deter-
mined only by the local features of the density function and
boundary geometry and the nonlinear impact of the bound-
ary on the layer potential becomes explicit. The QB2X
technique allows high order numerical discretizations and
can be adopted easily in existing FMM based fast integral
equation solvers.
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MS58

The Neumann Problem for the Fractional Lapla-
cian

We study a Neumann problem for the fractional Laplacian.
We start with some basic properties, such as its variational
formulation, probabilistic interpretation, existence of solu-
tions, and then turn our attention to their regularity.
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MS58

Nonlocal Variational Problems:
Preservation During Relaxation?

Structure-

Nonlocal variational problems arise in various applications,
such as in continuum mechanics through peridynamics, the
theory of phase transitions, or image processing. Natu-
rally, the presence of nonlocalities leads to new effects, and
the standard methods in the calculus of variations, which
tend to rely intrinsically on localization arguments, do not
apply. This talk addresses the relaxation of two classes
of functionals double-integrals and nonlocal supremals.
Our focus lies on the question of whether the resulting
relaxed functionals preserve their structure. We give an
affirmative answer for nonlocal supremals in the scalar set-
ting, along with a closed representation formula in terms
of separate level convexification of a suitably diagonalized
supremand, and discuss results in the vectorial case. As
for double-integrals, a full understanding of the problem is
still missing. We present the first counterexample show-
ing that weak lower semicontinuous envelopes fail to be
double-integrals in general. On a technical level, both find-
ings rely on a characterization of the asymptotic behavior
of (approximate) nonlocal inclusions via Young measures,
a theoretical result of independent interest.
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MS58

Analysis of Self-Repulsive Curvature Energies in
Relation to Harmonic Maps

I will report about progress in the theory of minimizing and
critical curves and possibly surfaces under self-repulsive
curvature energies. These curvature energies (among them
O’Hara, Tangentpoint type energies) are nonlocal in na-
ture, and very little is known in the scale-invariant case.
This is based on joint works with S. Blatt, Ph. Reiter, and
N. Vorderobermeier.
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MS58
Nonlocal Minimal Surfaces and Applications

We will present some recent developments about nonlocal
minimal surfaces in terms of (ir)regularity and qualitative
properties. Surfaces which minimize a nonlocal perimeter
functional exhibit quite different behaviors than the ones
minimizing the classical perimeter. Among these peculiar
features, an interesting property, which is also in contrast
with the pattern produced by the solutions of linear equa-
tions, is given by the capacity, and the strong tendency,
of adhering at the boundary. In this talk, we will analyze
this stickiness phenomenon from different perspectives and
discuss some open problems.

Enrico Valdinoci
University of Western Australia
enrico.valdinociQuwa.edu.au

MS59

Dispersive Riemann problem for the Benjamin-
Bona-Mahony equation

The Benjamin-Bona-Mahony (BBM) equation w; + uu, =
Uzzt as a model for unidirectional, weakly nonlinear dis-
persive shallow water wave propagation is asymptotically
equivalent to the celebrated Korteweg-de Vries (KdV)
equation while providing more satisfactory short-wave be-
havior in the sense that the linear dispersion relation is
bounded for the BBM equation, but unbounded for the
KdV equation. However, the BBM dispersion relation is
nonconvex, a property that gives rise to a number of in-
triguing features markedly different from those found in the
KdV equation. Some of these features exemplify phenom-
ena previously observed in other dispersive equations, but
some are new, providing the motivation for the study of the
BBM equation as a distinct dispersive regularization of the
Hopf equation. Long time dynamics of the smoothed step
initial value problem or dispersive Riemann problem for
BBM equation are studied using asymptotic methods and
numerical simulations. Emergent wave phenomena for the
dispersive Riemann problem can be roughly split into two
categories: classical and nonclassical. Classical phenomena
include dispersive shock waves and rarefaction waves, also
observed in convex KdV-type dispersive hydrodynamics.

The nonclassical features are due to nonconvex dispersion
and include the generation of two-phase linear wavetrains,
expansion shocks, solitary wave shedding, dispersive Lax
shocks, DSW implosion and the generation of incoherent
solitary wavetrains.
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MS59
Stability of Periodic Lugiato-Lefever Waves

In this talk I will describe recent advances in the stability
analysis of T-periodic stationary solutions of the Lugiato-
Lefever equation, a damped nonlinear Schrodinger type
equation with forcing that arises in nonlinear optics. Sev-
eral recent works have studied the stability of such waves
to so-called ”subharmonic” perturbations, i.e. NT-periodic
perturbations for some natural number N. In this talk, we
will instead discuss the stability of such waves to localized,
i.e. integrable on the line, perturbations. As a byproduct
of this analysis one can achieve subharmonic stability re-
sults which are uniform in N in both the decay rate and
the domain of attraction.

Mathew Johnson
University of Kansas
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MS59

Modulation Theory for a Class of Dispersive Hy-
drodynamic Equations

Unidirectional dispersive hydrodynamic models typically
consist of a conservation law modified by a conservative,
integro-differential operator. In his 1967 paper, Whitham
put forth a weakly nonlinear scalar model that matched
the dispersion relation for unidirectional waves. We pro-
pose a generalization of Whitham’s model consisting of a
general nonlinear flux function and a general linear disper-
sion relation. A multiple scales calculation yields the mod-
ulation equations, a system of three conservation laws that
describe the slow evolution of the periodic traveling waves
wavenumber, amplitude, and mean. In the weakly non-
linear limit, explicit criteria that depend on the nonlinear
flux function and linear dispersion relation are presented
that establish the strict hyperbolicity and genuine nonlin-
earity of the modulation equations. These criteria indicate
the onset of modulational instability of the finite amplitude
wavetrain, and they are interpereted as a generalization of
the Lighthill criterion.

Patrick Sprenger
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MS59

Soliton-Nonconvex Mean Flow Interaction

We present a study of soliton-mean flow interactions in the
case of nonconvex systems. The loss of strict hyperbolic-
ity is shown to be the condition for trapping of solitons
within mean flows. The modified Korteweg-de-Vries equa-
tion is used as a canonical example of nonconvexity. In-
teraction of solitons with both classical convex mean flows
and nonconvex mean flows such as kinks and contact dis-
persive shock waves that arise from the Riemann problem
are intestigated. We show that kinks can be considered
as soliton-like waves and their interaction with mean flows
can also be described.
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MS61

Regularized Single and Double Layer Surface Inte-
grals in Stokes Flow

We describe the main features of a method, developed with
Svetlana Tlupova, for computing single and double layer
integrals on closed surfaces in 3D Stokes flow. The integral
kernel is the Stokeslet or stresslet. When evaluated near
the surface, the integral is nearly singular. We obtain com-
puted values which are uniformly about third order accu-
rate, without needing extra resolution close to the surface.
We use a quadrature rule on the surface, due to J. Wilson,
which is high order accurate for smooth integrands. We
discretize the integral with a regularized or smooth version
of the kernel and add corrections for the error which have
been derived analytically. For evaluation at points on the
surface, a more special regularized kernel can be used with
higher accuracy, and no correction is needed. We have ver-
ified the method with a variety of examples.
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MS61

Regularized Stokeslets: Looking Back and Moving
Forward

This presentation will begin with an introduction of the
method of regularized Stokeslets (MRS) for computing vis-
cous flows generated by external forces, and the work that
motivated it. The MRS was originally presented as a uni-
fied formulation that was applicable to situations where the
external forces are located at scattered points, on curves,
on surfaces, or in a volume. Additional regularized ele-
ments can be defined by differentiation, in analogy with the
singular theory. For particular applications, the method
can be specialized by selecting a regularizing function with
specific properties (fast decay rate, moments, and smooth-
ness). Examples in which forces are distributed on curves
and where regularized source doublets are used will be pre-
sented. Opportunities for further extensions and possible
directions for future development will be highlighted.
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MS61

Regularized Stokeslets as Means to Recover the
Undisturbed Fluid Velocity in Two-way Cou-
pled Euler-Lagrange Simulations of Particle-Laden
Flows

The two-way coupled Euler-Lagrange method is widely
used to simulate particle-laden flows, owing to its relatively
low computational cost and the straightforward modeling
of particle-particle interactions. In such simulations, the
no-slip condition at the surface of each particle is not en-
forced, meaning that the details of the flow around the par-
ticles are not resolved on the Eulerian grid. Instead, the
momentum that a particle transfers to the fluid is modeled
as a single regularized momentum source, and the hydro-
dynamic forces acting on a particle are estimated from the
underlying Eulerian flow fields, using reduced models. One
major limitation of this modeling stems from the nature
of the reduced models: they require access to the undis-
turbed flow velocity, which is the conceptual flow velocity
as though the particle under consideration had been taken
out of the flow domain. In this work, we propose a new
idea for recovering the undisturbed flow velocity from the
available disturbed Eulerian flow fields. This is done by
assimilating the self-induced particle flow disturbance to a
combination of regularized Stokeslets. The presence of no-
slip flow domain boundaries can be accounted for by build-
ing relevant systems of images. The newly proposed frame-
work is scrutinized by comparing its prediction of particle
motion in the Eulerian-Lagrangian framework with a num-
ber of test-cases.
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Some Recent Developments in Treecodes and Ap-



SIAM Annual Meeting (AN21)

77

plication to Regularized Stokeslets

We review a recently developed kernel-independent
treecode (KITC) for fast summation of pairwise particle
interactions. The method is based on barycentric La-
grange interpolation at Chebyshev points to approximate
well-separated particle-cluster interactions. We present re-
sults for systems of regularized Stokeslets and rotlets in
3D, and note that the KITC is a relatively simple algo-
rithm with low memory consumption, enabling a straight-
forward OpenMP parallelization. Although such treecodes
can provide high accuracy approximations, the approxima-
tions are inherently discontinuous. We will also present a
treecode method based on local tricubic interpolation that
guarantees C' continuity in the approximations.
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MS62

Optimization Based Model Order Reduction for
Stochastic Systems

In this talk, we will link worlds of model order reduction
for stochastic linear systems and Hz-optimal model order
reduction for deterministic systems. In particular, we sup-
plement and complete the theory of error bounds for model
order reduction of stochastic differential equations. With
these error bounds, we establish a link between the output
error for stochastic systems (with additive and multiplica-
tive noise) and modified versions of the Hz-norm for both
linear and bilinear deterministic systems. When deriving
the respective optimality conditions for minimizing the er-
ror bounds, we see that model order reduction techniques
related to iterative rational Krylov algorithms (IRKA) are
very natural and effective methods for reducing the dimen-
sion of large-scale stochastic systems with additive and/or
multiplicative noise. We apply modified versions of (linear
and bilinear) IRKA to stochastic linear systems and show
their efficiency in numerical experiments.
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MS62

Context-Aware Model Reduction for Uncertainty
Quantification

Multifidelity methods leverage low-cost surrogate models

to speed up computations and make occasional recourse to
expensive high-fidelity models to establish accuracy guar-
antees. Because surrogate and high-fidelity models are
used together, poor approximations by the surrogate mod-
els can be compensated with frequent recourse to high-
fidelity models. Thus, there is a trade-off between investing
computational resources in training and improving surro-
gate models and the frequency of making recourse to high-
fidelity models; however, this trade-off is ignored by tradi-
tional model reduction and data-driven modeling methods
that learn surrogate models that are meant to replace high-
fidelity models rather than being used together with high-
fidelity models. This presentation introduces the concept
of context-aware learning that aims to derive models that
are explicitly trained to be used together with high-fidelity
models in multi-fidelity settings. Our analysis shows that
in certain situations this trade-off can be exploited explic-
itly, which leads to an optimal training of surrogate models.
The result is that fewer data points are provably sufficient
when learning models for multi-fidelity computations than
when learning models to be used in single-fidelity settings.

Terrence Alsup

New York University

Courant Institute of Mathematical Sciences
alsup@cims.nyu.edu

Benjamin Peherstorfer

Courant Institute of Mathematical Sciences
New York University
pehersto@cims.nyu.edu

MS62

Multifidelity Ensemble Kalman Filtering using
Physics-informed Autoencoders

The multifidelity ensemble Kalman filter aims to combine a
full-order model and a hierarchy of reduced order surrogate
model in an optimal statistical framework for Bayesian in-
ference in sequential data assimilation. In this work we
extend the multifidelity ensemble Kalman filter to work
with non-linear couplings between the models. Using au-
toencoders it is possible to train optimal projection and
interpolation operators, and to obtain reduced order surro-
gate models with less error than conventional linear meth-
ods. We show on the canonical Lorenz '96 model that such
a surrogate does indeed perform better in the context of
multifidelity filtering.
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MS62

Certified Reduced Order Methods for Variational
Data Assimilation: A Space-Time Approach

In the process of reproducing the state dynamics of a phys-
ical system, data from physical measurements can be in-
corporated into a mathematical model to improve the state
prediction. This process, referred to as Data Assimilation,
must deal with the discrepancies between data and model
arising both from the measurement noise and model in-
accuracies and uncertainties. Among different methods
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developed, in our study, we focused on the strong 4D-
VAR method. It perturbs the initial conditions in order
to find a state dynamics that better justifies the physical
observations, while preserving the physics of the system
as described by the model. In this context, our research
introduced two main novelties: for physical problems de-
scribed by linear parabolic PDEs, we derived a rigorous
space-time formulation of the 4D-VAR method, employ-
ing a P1-P0 Petrov-Galerkin discretization in time and re-
duced basis (RB) in space. In addition, we modelled the
sensors as linear functional over this Bochner space. We
derived efficient and effective a-posterior error bounds both
for the primal and adjoin problem and for the error in the
estimation of the initial condition. Besides this, we pro-
posed an algorithm for the selection of sensors locations
in space and measurement intervals in time with the goal
of achieving a nearly optimal space-time experimental de-
sign. Numerical tests have been performed studying the 2D
convection-diffusion of contaminants with unknown initial
concentrations.
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MS63

Rational Neural Networks

The choice of the nonlinear activation function in deep
learning architectures is crucial and heavily impacts the
performance of a neural network. In this talk, we con-
sider neural networks with rational activation functions.
We then establish optimal bounds in terms of network
complexity and prove that rational neural networks ap-
proximate smooth functions more efficiently than ReLU
networks with exponentially smaller depth. The flexibility
and smoothness of rational activation functions make them
an attractive alternative to ReLU.

Nicolas Boulle
Mathematical Institute
University of Oxford
boulle@maths.ox.ac.uk

Yuji Nakatsukasa
University of Oxford
nakatsukasa@maths.ox.ac.uk

Alex J. Townsend
Cornell University
townsend@cornell.edu

MS63
Nonlinear Approximation and (deep) Relu Net-

works

This talk is concerned with the approximation power of
deep neural networks, an active research area currently
producing many interesting papers. The most common re-
sults found in the literature prove that neural networks ap-
proximate functions with classical smoothness to the same
accuracy as classical methods, e.g. approximation by poly-
nomials or piecewise polynomials on prescribed partitions.
However, approximation by neural networks depending on
n parameters is a form of nonlinear approximation and as
such should exhibit the increased efficiency of nonlinear ap-
proximation methods. The present work shows that this is
indeed the case. Furthermore, the performance of neural
networks in targeted applications indicate that they actu-
ally possess even greater approximation power than tra-
ditional methods of nonlinear approximation, such as free
knot splines or n-term approximation from a dictionary.
The present work again shows that this is indeed the case.
To do so, we exhibit large classes of functions which can
be efficiently captured by neural networks where classical
nonlinear methods fall short of the task. We purposefully
limits ourselves to studying the approximation of univari-
ate functions by ReLU networks. Many generalizations to
functions of several variables and other activation functions
exist. However, even in this simplest of settings, a theory
that completely quantifies the approximation power of neu-
ral networks is still lacking.
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MS63

Universal Approximation for Neural Differential
Equations

Differential equations and neural networks are two of the
most widespread modelling paradigms. Neural differential
equations are an emerging blend combining old and new,
with applications to deep learning and the promise to rev-
olutionise traditional mathematical modelling. I will begin
with a brief introduction to the topic, its intuition, applica-
tions etc., before discussing the central theme of whether
such models can be universal approximators (UAs). We
shall see several key results: first that ‘unaugmented’ neu-
ral ODEs are not UAs; next that ‘augmented’ neural
ODEs can be UAs whether or not their vector fields are
themselves UAs; finally how neural controlled differential
equations—featuring a time-varying input, to be thought of
as ‘continuous RNNs’ — can be shown to be UAs with re-
spect to the time-varying input path, through application
of rough path theory.
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MS64

Mixed Precision Algorithms for Pushing the Per-
formance Limits of Modern HPC Architectures

On the road to exascale computing, the gap between the
compute power available in the arithmetic cores on the
one hand and the bandwidth to main memory or between
nodes on the other hand keeps increasing dramatically,
making data access and communication prohibitively ex-
pensive compared to arithmetic operations. With no dis-
ruptive hardware changes on the horizon, we are facing a
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situation where all high performance computing applica-
tions suffer from the slow communication to main memory
or in-between nodes. A promising strategy to overcome
this problem is to utilize the bandwidth capacity more care-
fully, reduce the communication volume and the number
of communication points, and - whenever possible - trade
communication against computations. The idea is to rad-
ically decouple the memory precision from the arithmetic
precision, employ high precision only in the computations,
and lower the precision as much as possible when access-
ing data in main memory or communicating with remote
processors. In this talk, we motivate and present the idea
of decoupling the memory precision from the arithmetic
precision, and discuss the potential and limitations of the
approach in the sense of preserving the algorithm correct-
ness. We also provide examples for bandwidth-bound nu-
merical linear algebra algorithms that are amenable to the
format separation, and evaluate the performance gains we
can achieve for real-world problems on recent HPC archi-
tectures.
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MS64
Heffte: Fft Computations Towards Exascale

The fast Fourier transform (FFT), widely used by appli-
cations from various fields of science and engineering, is
known to be a communication-bound algorithm, and its
parallel implementation on the upcoming exascale systems
need to be carefully tailored to architectural capabilities.
In this talk, we present novel techniques to accelerate 2D
and 3D FFT computation on hybrid CPU-GPU systems.
We propose novel architecture-aware tuning techniques and
present further developments on heFFTe library. We pro-
vide substantial experiments on scalability and comparison
among different state-of-the-art FFT libraries. We used
up to 24,576 IBM Power9 cores and 6,144 NVIDIA V-100
GPUs on Summit supercomputer, and up to 1.3 million
A64fx Fujitsu cores on Fugaku supercomputer.
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MS64

When Floating-Point Error Matters: the Hazards
and Challenges of Low-Precision Computation

Within the next few years, exascale-level machines will be-
come a reality. Making use of this available computing
power in applications will require a massive effort towards
optimizing parallel large-scale computations. This chal-
lenge is complicated by the increasing heterogeneity of ma-
chines at the node level. Notably is the emergence of low
and mixed precision hardware, the use of which offers po-
tentially huge performance gains. A common technique
in scientific computing is to introduce inexactness into the
computation to reduce computation time, e.g. in model or-
der reduction, sparsification, low-rank approximation, and
randomized and communication-avoiding algorithms. In
many cases, roundoff error is assumed to be orders of mag-
nitude smaller than any approximation error, and thus the
interaction between these different errors is often ignored.
In the world of low precision computation, however, this
may no longer be a valid assumption. We therefore ask the
question: When does floating-point error matter, and what
can go wrong if we use low precision blindly? This talk will
give examples, summarize some existing work in this area,
and explain the remaining gaps in our knowledge.
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MSe64

Randomization for Solving Large Systems of Linear
Equations

This talk focuses on recent advances on using randomiza-
tion techniques for solving linear systems of equations. We
first focus on computing sketches efficiently in parallel by
using subsampled randomized hadamard transforms. Then
we present a randomized Gram-Schmidt algorithm for or-
thogonalizing a set of vectors that has numerical accuracy
close to Modified Gram-Schmidt while having the cost of
classical Gram-Schmidt. We present then its usage in GM-
RES for solving large systems of linear equations.
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MS65

Computational Barriers in Continuous Optimiza-
tion for Machine Learning

Researchers in the field of continuous optimization have
repeatedly expanded and re-defined the realm of tractable
optimization problems. This endeavor has culminated in
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the well-known class of convex optimization problems with
applications in a wide range of scientific fields. In this
talk, I will present the traditional oracle-based complexity
model, which has dominated (unstructured) continuous op-
timization for the past 40 years, and highlight some of its
successes and failures in predicting the hardness of con-
vex optimization problems. I will then introduce a novel
structural-based model aimed at addressing major oracle-
based complexity gaps. The new approach is intimately
tied with approximation theory, and is proven to be par-
ticularly advantageous for characterizing the complexity of
optimization methods in machine learning.
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MS65

Lessons from Trace Estimation Lower Bounds:
Testing, Communication, and Anti-Concentration

In Implicit-Matrix Trace Estimation, we are given access
to a Matrix-Vector Oracle and want to estimate the trace
of the underlying matrix with as few queries as possible.
This classical problem has many downstream applications,
from estimating log-determinants to approximate the num-
ber of triangles in a graph. This talk will briefly cover two
algorithms for trace estimation. Using the intuitions un-
derlying these algorithms, we will design and compare three
lower bounds for trace estimation. All three lower bounds
agree that the existing algorithms are optimal, but they
rely on very different mathematical tools, and therefore
give subtly different results. The majority of this talk will
examine these differences: Which proofs generalize easily
to other problems? How do these proofs reflect our intu-
itions? Do these proofs allow for additional computational
constraints (e.g. non-adaptive algorithms)?
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MS65

Conditional Lower Bounds for Spectral Sums

We study the complexity of estimating spectral sums of
the form " | f(0i(A)) where A is an n X n matrix, o;(A)
is its 4" singular value, and f : R — R is some function.
Examples include the matrix Schatten p-norms (including
the nuclear norm), the SVD entropy, the trace inverse, the
log-determinant, and many more. In recent work, we show
that, using stochastic linear system solvers, many sums can
be estimated to (1 + €) relative error in n” - poly(1/€) time,
where v is smaller than the current fast matrix multipli-
cation constant w ~ 2.37. E.g., the nuclear norm can be
approximated in O(n*'®/e?) time. Complementing this,
we show that the complexity of spectral sum approxima-
tion is inherently tied to fast matrix multiplication in the
small e regime. We give conditional lower bounds, show-
ing that achieving milder € dependencies in our algorithms
would imply triangle detection algorithms running in faster
than matrix multiplication time. This further implies that
highly accurate spectral sum algorithms running in subcu-
bic time can be used to give subcubic time matrix multi-
plication. As an application of our bounds, we show that
precisely computing all effective resistances in a graph in
less than matrix multiplication time is likely difficult, bar-

ring a major algorithmic breakthrough.

Cameron Musco
University of Massachusetts Amherst
cmusco@cs.umass.edu

MS65

Hardness via the Matrix-Vector Query Framework
and via Reductions

Although unconditional computational hardness for prob-
lems is difficult to show, we give an overview of several
methods for proving lower bounds for linear algebraic tasks.
One method is to consider the matrix-vector query prod-
uct setting: in this setting the algorithm is assumed to
proceed by making a sequence of possibly adaptive matrix-
vector products to an input matrix A, where the queries
form a sequence wi,...,v, of vectors, the responses are
Awi, ..., Av,, and the v; can be chosen adaptively based
on previous responses. We give an overview of several fun-
damental problems for which nearly optimal lower bounds
have been shown in this setting. Another method for show-
ing hardness is via reduction, showing that if one can solve
certain linear algebraic tasks then one can solve some other
problem in time faster than what is currently known, such
as counting triangles in a graph or multiplying arbitrary
matrices with a certain sparsity. We survey several fun-
damental problems for which this technique has been suc-
cessful as well.
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MS66
A Periodic Fast Multipole Method

Many physical models prescribe periodic or quasiperiodic
boundary conditions on a unit cell. For interacting charged
particles, these boundary conditions can be imposed di-
rectly by calculating the potential induced by an infinite
tiling of "images” of the charges in the unit cell. In this
talk, we present a novel planewave-based representation
for the potential induced by these image charges and we
describe how to effectively couple this representation with
a fast multipole method (FMM). The resulting scheme is
effective for general parallelogram unit cells and has been
implemented for several common interaction kernels.
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MS66

Accurate Integral Equation Methods Using the
Layered Media Green’s Function

This talk will present numerical issues evaluating the lay-
ered media Green’s function for the Helmholtz equations.
One of the well-known issues is the slow convergence of
Sommerfeld integral when the source and target points are
near the layer interface. We overcome the issue by us-
ing alternative direction formulas based on contour inte-
grals that are equivalent to the original integrals. The al-
ternative direction formulas converge exponentially when
the Gauss-Laguerre quadrature is used. Boundary integral
equations for acoustic wave scattering from objects located
close to the layer interface are set up using the layered me-
dia Green’s function and solved using the Nystrom method
with high precision.
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MS66
Fmm-Accelerated Adjoint Methods

PDE-constrained optimization has led to many efficient
techniques for the design of electrical and mechanical de-
vices, relying on the solution of many PDEs inside an
outer optimization loop. Computationally, most of these
optimization procedures rely on PDE-based solvers (finite
elements, etc.) of the underlying equations and adjoint
methods, despite the superiority of computational integral
equation methods in various regimes. In this talk well give
an overview of integral equation-based FMM-accelerated
methods for performing optimization using adjoint opera-
tors.
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MS66

Fmma3dbie - a High Order Solver for Boundary
Value Problems in Complex 3d Geometries

Fmm3dbie (https://fmma3dbie.readthedocs.io/en/latest/)
is a set of libraries to solve constant coefficient ellip-
tic boundary value problems on surfaces in three dimen-
sions. The library currently supports Dirichlet, Neumann,
and transmission boundary value problems for Laplace,
Helmholtz, and Yukawa equations; velocity, mobility and
traction boundary value problems for Stokes equations;
and PEC and dielectric boundary value problems for
Maxwell’s equations on multi-core shared memory ma-
chines. The library provides support for evaluating layer

potentials on and off the surface using locally corrected pre-
computed quadratures, FMM accelerated iterative solvers,
interfaces for matrix entry generation for dense and fast di-
rect solvers. The solvers are capable of obtaining high order
accuracy, are robust in the presence of close-to-touching
features in the geometry and can interface with standard
mesh formats like gmsh and TRI file format. In this talk,
we will present the different locally corrected quadrature
schemes used in fmm3dbie and demonstrate its capability
with several numerical examples.
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MSe67

Experimental Design and Identifiability in Models
of Blood Coagulation

Blood coagulation is a complex network of biochemical re-
actions necessary for blood clots to form. To combat or
enhance clotting, components of the coagulation system
can be targeted by therapeutic agents, the kinetic proper-
ties of which are studied using indirect measurements of
enzymatic activity and inhibition via synthetic substrates
in biochemical assays. Mathematical models are thus in-
dispensable tools that allow for interpretation of such data,
elucidation of biochemical mechanisms, and experimental
design. In particular, systems of nonlinear ODEs give in-
terpretable rate equations and allow for data fitting. We
recently used Bayesian parameter estimation to determine
that product inhibition plays an important role in even
the simplest of biochemical assays that use synthetic sub-
strates. In this work, as a first step toward modeling more
complex reactions, we consider multiple enzymes and in-
hibitors in the assays, for which the kinetic parameters,
initial concentrations, and kinetic schemes are uncertain.
It is well known that parameters in these systems can be
difficult to estimate or possibly not even identifiable. The
challenge is to formulate an accurate biochemical model
and identify the specific experimental designs that will re-
sult in useful estimates of the process parameters. Some
promising results have been obtained using Monte Carlo
simulations of synthetic observations and then examining
profile likelihoods to determine the identifiability of param-
eters.
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MS67
Quantifying Uncertainty in Time-Varying Parame-
ters for Biological Systems

Estimating and quantifying uncertainty in system parame-
ters remains a big challenge in many biological and biomed-
ical applications. In particular, many such systems involve
parameters that are known to vary with time but have
unknown dynamics and cannot be measured. This talk
will address aspects of uncertainty in ensemble-based fil-
tering estimates of time-varying parameters, with partic-
ular emphasis on how uncertainty in the parameter esti-
mates affects the corresponding model output predictions.
Results will be demonstrated on examples from biological
and biomedical systems.
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MSe7

Equation Learning and Uncertainty Quantification
for Biological Transport Models of Glioblastoma
Growth

A recent area of research is applying machine learning
methods towards learning mathematical models from data.
These methods have shown promise in physical applica-
tions in which data quality and quantity is high, however,
testing and extending equation learning methodology to bi-
ological settings with high noise levels and few data points
has been less well investigated. We adapted and tested
equation learning methods in a biologically realistic setting
using the Fisher-KPP model, a commonly utilized model
for describing spatiotemporal glioblastoma tumor growth
and invasion. We simulated glioblastoma patient data with
1%, 5%, and 10% noise levels, generating only a few time
points (either 3, 5, or 10) which could be used for equa-
tion learning. We used bootstrapping to assess parameter
uncertainty in the learned equations. We found that the
ability of equation learning methods to recover the correct
equation and parameters was sensitive to the parameter
domain, i.e., the proliferation and diffusion rates describ-
ing the tumor growth. We found that the correct equations
and parameters for slower growing tumors could be recov-
ered with as few as 3 time points.
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MS67
Sensitivity Analysis Applied to a Hemodynamic

Model of the Eye

Optic neuropathies such as glaucoma are often late-onset,
progressive and incurable diseases. Despite the recent
progress in clinical research, there are still numerous open
questions regarding the etiology of these disorders and their
pathophysiology. The recent use of mathematical models
applied to biomedical problems has helped unveiling com-
plex mechanisms of human physiology. We have designed
a mathematical and computational model, namely the Oc-
ular Mathematical Virtual Simulator, in order to simulate
the hemodynamics and biomechanics of the main tissue
of the eye. To understand the propagation of uncertain-
ties from input and output and to quantify the effect of
parameter variability on the results, we have performed
a variance-based sensitivity analysis on the hemodynamic
components of our model. In particular, I will present the
effect of intraocular pressure and systemic blood pressure
on the ocular posterior tissue vasculature. The combina-
tion of a physically-based model with experiments-based
stochastic input allows us to gain a better understanding
of the physiological system, accounting both for the driv-
ing mechanisms and the data variability. Additionally, the
results obtained with this analysis support the validity of
the model and its clinical application.
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MS68
Manifold Embeddings with Physical Meaning

Scientific research involves finding patterns in data, formu-
lating hypotheses, and validating them with new observa-
tions. Machine learning is many times faster than humans
at finding patterns, yet the task of validating these ”dis-
coveries” is still left to the human expert or to further ex-
periment. My Unsupervised Validation for Unsupervised
Learning program aims to design broad-ranging, mathe-
matically and statistically grounded methods to interpret,
verify and validate the output of Unsupervised Learning
algorithms. Manifold embedding algorithms aim to find in-
trinsic coordinates that describe a data manifold, yet they
return ”abstract” coordinates; domain experts must relate
these with phyiscally meaningful variables, mainly by vi-
sualization or other ad-hoc procedures. We introduce a
method to automate this work. Namely, to explain em-
bedding coordinates as non-linear compositions of func-
tions from an expert-defined dictionary. We show that this
problem can be set up as a sparse linear recovery prob-
lem, find sufficient recovery conditions, and demonstrate
its effectiveness on data. With this class of new methods,
called ManifoldLasso, a scientist can specify a (large) set of
functions of interest, and obtain from them intrinsic coordi-
nates for her data in a semi-automatic, principled fashion.
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Dense Single-Molecule Localization Microscopy
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Using Deep Learning

In biological imaging, fast acquisition of depth informa-
tion is crucial e.g. for accurate 3D tracking of sub-cellular
elements and for 3D super-resolution. Snapshot depth
sensing is commonly achieved via wavefront coding. In
this technique, the optics is modified such that the point-
spread function (PSF) varies distinctively as a function of
the depth of the imaged object. However, to date, this
approach has shown limited success in samples with very
dense emitters, due to the lateral overlaps of the emitter
PSF's in the captured image. Here, we present an approach
for jointly designing the PSF and the 3D reconstruction al-
gorithm, by using deep learning. Specifically, we introduce
a neural network whose training determines both a phase-
mask to insert at the optical path of a micropscope, and a
neural model that recovers 3D positions of point emitters
from their imaged PSFs. We demonstrate our approach
experimentally with super-resolution reconstructions of mi-
tochondria and volumetric imaging of fluorescently labeled
telomeres in cells. Our method, DeepSTORM3D, enables
the study of biological processes in whole cells at timescales
that are rarely explored in localization microscopy. We
also present a multi-channel variant of DeepSTORMS3D, in
which the optical signal is split to two sensors. Here, end-
to-end learning of two phase masks allows us to double the
detection rate and to reach improved precision compared
to the single-channel design.
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Operator Inference for Learning Reduced Mod-
els with Non-Markovian Terms from Partially Ob-
served State Trajectories

This work introduces a non-intrusive model reduction ap-
proach for learning reduced models from partially observed
state trajectories of high-dimensional dynamical systems.
The proposed approach compensates for the loss of infor-
mation due to the partially observed states by constructing
non-Markovian reduced models that make future-state pre-
dictions based on a history of reduced states, in contrast
to traditional Markovian reduced models that rely on the
current reduced state alone to predict the next state. The
core contributions of this work are a data sampling scheme
to sample partially observed states from high-dimensional
dynamical systems and a formulation of a regression prob-
lem to fit the non-Markovian reduced terms to the sam-
pled states. Under certain conditions, the proposed ap-
proach recovers from data the very same non-Markovian
terms that one obtains with intrusive methods that require
the governing equations and discrete operators of the high-
dimensional dynamical system. Numerical results demon-
strate that the proposed approach leads to non-Markovian
reduced models that are predictive far beyond the training
regime. Additionally, in the numerical experiments, the
proposed approach learns non-Markovian reduced models
from trajectories with only 20% observed state components
that are about as accurate as traditional Markovian re-
duced models fitted to trajectories with 99% observed com-
ponents.
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MS69

Phase Field Method for Mass Transfer Through
Permeable Bio-Membranes

In this work, we develop a new mathematical model for
mass transfer phenomenon with the help of phase field
method. The resulting model is a coupled system includ-
ing Navier-Stokes equations, Cahn-Hilliard equation and
a reaction-diffusion equation with variable diffusion coef-
ficient. The sharp interface limit is also conducted. Be-
sides, we establish a decoupled, linear and unconditional
energy stable numerical scheme to solve this system effi-
ciently. The centered-block finite difference method with
stagger mesh is made use of discretization in space. Some
numerical experiments are carried to varify our theoretical
result and explain this new model.
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Variational Schemes to Generalized Diffusions,
Gradient Flows and Beyond: A Discrete Energetic
Variational Approach

In this talk, we present a systematic framework of deriv-
ing variational numerical schemes for generalized diffusions
and gradient flows. The proposed numerical framework is
based on the energy-dissipation law, which describes all
the physics and the assumptions in a given system and can
combine different types of spatial discretizations including
both Eulerian and Lagrangian approaches. The resulting
semi-discrete equation inherits the variational structures
from the continuous energy-dissipation law. As examples,
we apply such an approach to construct variational La-
grangian schemes to porous medium type generalized dif-
fusions and Allen-Cahn type phase-field models, and par-
ticle methods for variational inference. Numerical exam-
ples show the advantages of variational Lagrangian schemes
in capturing singularities, thin diffuse interfaces, and free
boundaries.
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A Tridomain Model for Optic Nerve Microcircula-
tion

Flows of water and various organic and inorganic molecules
in the central nervous system are important in a wide range
of biological and medical processes, as has recently be-
come apparent (Nedergaard and Goldman 2020). How-
ever, the exact mechanisms that drive these flows are often
not known. Here we investigate the forces and flows in a
tridomain model of the central nervous system. We use
the experimental system of the optic nerve, investigated
by the Harvard group (Orkand, Nicholls, and Kuffler 1966)
as a protype of the central nervous system in general. We
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construct a model and choose its parameters to fit the ex-
perimental data in detail. Our model is three dimensional
and is meant to include significant anatomical detail in a
general way. In this way, the model can be adapted to
describe other systems with other structures, channels and
transporters.
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MS70

New Results for Collisionless Damping in Relativis-
tic Plasmas

In this talk I discuss new theoretical and computational
results for relativistic Landau damping. The plasma dis-
persion function is solved to machine precision using direct
line integration in the complex plane, in combination with
an analytic evaluation of the residue to account for the
deformation along the Landau contour. The approach is
generic in that it applies to arbitrary distribution func-
tions, and numerical subtleties related to the placement of
the contour are discussed. As is well-known, we confirm
that the Landau root becomes increasingly undamped as
the plasma becomes hotter, and furthermore show that the
Landau root ceases to exist for sufficiently relativistic plas-
mas. Connection to full phase-space Vlasov simulation is
provided by discussing results from the 2D+4-2P Vlasov code
LOKI. Building on prior work, we address the significant
computational cost associated with high-dimensional phase
space approximation using high-order accurate numerical
schemes as a means to reduce the cost required to deliver
a given level of error in the computed solution. Fully con-
servative and minimally diffuse difference formulations of
order four and six are used.
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MS70

Effective Dispersion Relations and Linearization of
Nonlinear Waves

Effective dispersion arises in a number of weakly nonlin-
ear wave systems, typically from the leading-order nonlin-
ear self-interactions of waves, and implies that nonlinear
waves act approximately, on average, like collections of lin-
ear dispersive waves. This talk describes how nonlinear
dispersion also arises for moderately and even highly non-
linear waves in systems such as the Majda-McLaughlin-
Tabak model of wave turbulence, the Fermi-Pasta-Ulam
chain, and the Nonlinear Schroedinger Equation. For the
first two, we describe how effective dispersion arises even
in the case in which linear dispersion is absent. For the
Nonlinear Schroedinger Equation, we show that, counter-
intuitively, the approximation by the Effective Dispersion
Relation improves with wave amplitude, and yields an ef-
fective linearization of waves in the infinite-amplitude limit.
This work was initiated by the late David Cai.
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MS70

Magnetic Filamentation in the Convective Zone of
the Sun

We discuss the question about magnetic collapse as a pos-
sible process for the singularity formation of the magnetic
field for a finite time in the framework of the ideal incom-
pressible MHD. This process is important for the formation
of magnetic filaments in the convective zone of the Sun.
The possibility of the collapse is connected with the com-
pressibility of the magnetic field lines (E.A. Kuznetsov, T.
Passot, P.L. Sulem, Phys. Plasmas 11, 1410 (2004)). One
of the well-known examples of the formation of magnetic fil-
aments with known velocity field first considered by Parker
in 1963 (E.N. Parker, Astrophysical Jour. 138, 552 (1963))
demonstrates rather that the magnetic field growth has ex-
ponential character. It is shown that due to the frozenness
of the magnetic field within the kinematic approximation
for the induction equation the formation of filaments with
the exponential growth of the magnetic field takes place on
regions with hyperbolic velocity profile (E.A. Kuznetsov,
E.A. Mikhailov, JETP 131, 496505 (2020)). Due to ac-
count of the magnetic viscosity which destroys the mag-
netic field frozenness, this growth saturates at the level
BoRe;Ll/ 2 where By is the initial magnetic field strength
and Re,, is the magnetic Reynolds number. For the So-
lar convective zone, this value reaches 1 K G or even more.
This work was performed under the financial support of
the Russian Science Foundation (grant no. 19-72-30028).
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Generalized Constantin-Lax-Majda Equation: Col-
lapse vs. Blow Up and Global Existence

We investigate the behavior of the generalized Constantin-
Lax-Majda (CLM) equation which is a 1D model for the
advection and stretching of vorticity in a 3D incompressible
Euler fluid. Similar to Euler equations the vortex stretch-
ing term is quadratic in vorticity, and therefore is destabi-
lizing and has the potential to generate singular behavior,
while the advection term does not cause any growth of
vorticity and provides a stabilizing effect. We study the
influence of a parameter a which controls the strength of
advection, distinguishing a finite time singularity forma-
tion (collapse or blow-up) vs. global existence of solutions.
We find a new critical value a. = 0.6890665337007457...
below which there is finite time singularity formation that
has a form of self-similar collapse, with the spatial extent
of blow-up shrinking to zero, and above which up to a = 1
we have an expanding blow up solutions. We identify the
leading order complex singularity for general values of a
which controls the leading order behavior of the collapsing
solution. We also rederive known exact analytical collaps-
ing solutions for a = 0 and a = 1/2 using this approach.
For a. < a < 1, we find a blow-up solution on the real
line in which the spatial extent of the blow-up region ex-
pands infinitely fast at the singularity time. For a > 1,
we find that the solution exists globally with exponential-
like growth of the solution amplitude in time. Reference:
arXiv:2010.01201
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MS71
Title: Data Driven Learning of Robust Nonlocal
Models: from Molecular Dynamics to Nonlocal

Models for Continuum Mechanics

In this talk I will present an operator-regression technique
to obtain accurate surrogates that reproduce molecular dy-
namics (MD) simulations at coarser scales. Starting from
MD data of graphene at different temperatures, we first
apply a coarse-graining technique to project the data onto
a much coarser grid and then use coarse-grained data to
train a nonlocal model that accurately reproduces MD data
from a validation set. Our results for a perfect crystal and
in presence of thermal noise illustrate the excellent gener-
alization properties of our learning algorithm.

Marta D’Elia
Sandia National Laboratories
mdelia@sandia.gov

Huaigian You
Lehigh University
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MST71

Approximation of Integral Fractional Laplacian
and Fractional PDEs via Sinc-Basis

We introduce a spectral method to approximate the frac-
tional Laplacian employing a sinc basis. Using our scheme,
the evaluation of the operator and its application onto
a vector has complexity of O(Nlog(N)) where N is the
number of unknowns. Thus, using iterative methods such
as conjugate gradient, we provide an efficient strategy to
solve fractional partial differential equations with homoge-
neous exterior Dirichlet conditions on arbitrary Lipschitz
domains. Our implementation works in arbitrary dimen-
sion and we further illustrate its efficiency by applying it
to fractional Allen-Cahn and image denoising problems.
Finally we discuss issues of convergence analysis for this
method, noting that experimentally we recover the same
convergence rates for certain benchmark problems as pre-
dicted by numerical analysis of finite-element-based meth-
ods.

Harbir Antil

George Mason University
Fairfax, VA
hantil@gmu.edu

Patrick Dondl, Ludwig Striet
Albert-Ludwigs-Universitat Freiburg
patrick.dondl@mathematik.uni-freiburg.de,
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MS71
Optimal Control of Fractional PDEs

In the first part of this talk, we discuss a novel Deep Neu-
ral Network (DNN) which allows connectivity between all
the layers. The latter is accomplished by using of fractional
time derivatives. We apply the resulting fractional-DNN to
learn parameter to solution map in parameterized partial
differential equations (PDEs). Subsequently, we use this
approximation to solve Bayesian inverse problems. We ob-
serve a speedup of 100x over the existing approaches. In
the second part of this talk, we shall focus on yet another
nonlocal/fractional operator, i.e., fractional Laplacian. By
appealing to the nonlocal nature of this operator, we in-
troduce a completely novel class of inverse/optimal control
problems. We conclude the talk by studying the regular-
ity and designing Moreau-Yosida regularization based op-
timization algorithms for state constrained optimal control
problems with fractional PDEs as constraints.

Deepanshu Verma
George Mason University
dverma2@masonlive.gmu.edu

MS72
The Unified Transform Method for Linear Semi-
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Discrete Evolution IBVPs

In this work, we present a semi-discrete analogue of the
Unified Transform Method proposed by A. S. Fokas to solve
initial-boundary value problems for evolution linear partial
differential equations. The semi-discrete method is pre-
sented via applications to spacial discretizations of several
linear equations on the half-line x > 0 and on the finite
interval = € [0, L]. We discuss the continuum limit of the
integral solutions and numerical results.

Jorge Cisneros Paz
University of Washington
jorgech@uw.edu

MST72

Analytic Continuation of Solutions of Initial-
Boundary Value Problems Outside the Domains

The Unified Transform Method (UTM), or the method of
Fokas, gives solutions to half-line and finite-interval, lin-
ear, constant-coefficient initial and boundary value prob-
lems (IBVPs) as contour integrals over a spectral param-
eter with the space and time variables as parameters in
the integral. The contour integrals are defined when the
space variable is inside the domain of the problem. We
extend the space variable outside the domain and find the
appropriate initial conditions that would generate the same
solution inside the domain. In general, the extended ini-
tial condition is not differentiable or continuous unless the
boundary and initial conditions satisfy some compatibil-
ity conditions. We analyze both dispersive and dissipative
IBVPs.

Matthew Farkas
University of Washington
mfarkas@Quw.edu

MS72
The Phenomenon of Dispersive Revivals

I will give an introduction and discuss recent results to the
phenomenon of ”dispersive quantization” or "revivals”. Al-
though first reported in 1835 by Talbot, this phenomenon
was only studied in the 90s, in particular for the periodic
free space Schrodinger equation by Berry and al. It was
then rediscovered for the Airy equation by Peter Olver in
2010. Since then, a sizeable literature has examined re-
vivals for the periodic problem for linear dispersive equa-
tions with polynomial dispersion relation. What [ will dis-
cuss in this talk is further occurrences of this phenomenon
for different boundary conditions, a novel form of revivals
for more general dispersion relations and nonlocal equa-
tions such as the linearized Benjamin-Ono equation, and
nonlinear (integrable) generalizations. This work is joint
with Lyonell Boulton, George Farmakis, Peter Olver and
David Smith.

Beatrice Pelloni
Heriot-Watt University
b.pelloni@hw.ac.uk

MS72

Linear Evolution Equations on the Half Line with
Dynamic Boundary Conditions

The classical half line Robin problem for the heat equation
may be solved via a spatial Fourier transform method. In
this talk, we study the problem in which the static Robin

condition bq(0,t) + gz (0,¢) = 0 is replaced with a dynamic
Robin condition; b = b(¢) is allowed to vary in time. We
present a solution representation, and justify its validity,
via an extension of the Fokas transform method. We show
how to reduce the problem to a variable coefficient frac-
tional linear ordinary differential equation for the Dirichlet
boundary value. We implement the fractional Frobenius
method to solve this equation, and justify that the error
in the approximate solution of the original problem con-
verges appropriately. We also demonstrate an argument
for existence and unicity of solutions to the original dy-
namic Robin problem for the heat equation. Finally, we
extend these results to linear evolution equations of arbi-
trary spatial order on the half line, with arbitrary linear
dynamic boundary conditions.

David Smith
Yale-NUS College
dave.smith@yale-nus.edu.sg

MS73

Applications of the Singular Value Decomposition
in Media Processing and Watermarking Schemes

The singular value decomposition, or the SVD, was first
discovered independently by Eugenio Beltrami and Camille
Jordan in the 1870s as they were tackling problems related
to bilinear forms in linear algebra. Since then, it has be-
come one of the most useful tools in linear algebra, seeing
applications in widely disparate fields. In our presenta-
tion, we introduce applications of the SVD in image pro-
cessing, audio processing, and digital ownership protection.
We provide several examples illustrating applications and
properties of the SVD, including image compression, image
and audio processing, video background extraction, and
watermarking for digital ownership protection. Finally, we
propose a modified version of a watermarking scheme intro-
duced in Jain, Arora, and Panigrahi, A reliable SVD based
watermarking scheme, CoRR abs/0808.0309 (2008) which
offers improved robustness and imperceptibility properties.
Faculty Advisors: Minah Oh, James Madison University,
ohmx@jmu.edu

Katherine Keegan
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MS73
Origami Hexagon Deformations and Flip Graph

By utilizing origami folding processes, researchers have
been able to solve a wide range of engineering problems
such as fabricating different robot morphologies and man-
ufacturing folding-based mechanisms. Leveraging origami
structures with given crease pattern requires geometric and
numerical understanding of folding configurations. Fac-
ulty Advisors: Richman, Harry, University of Washington,
hrichman@uw.edu

Yuqging Lu
University of Michigan
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MS73

Factor-v/2 Acceleration of Accelerated Gradient
Methods

The optimized gradient method (OGM) provides a factor-
V2 speedup upon Nesterov’s celebrated accelerated gradi-
ent method in the convex (but non-strongly convex) setup.
However, this improved acceleration mechanism has not
been well understood; prior analyses of OGM relied on a
computer-assisted proof methodology, so the proofs were
opaque for humans despite being verifiable and correct. In
this work, we present a new analysis of OGM based on
a Lyapunov function and linear coupling. These analyses
are developed and presented without the assistance of com-
puters and are understandable by humans. Furthermore,
we generalize OGM’s acceleration mechanism and obtain
a factor-v/2 speedup in other setups: acceleration with a
simpler rational stepsize, the strongly convex setup, and
the mirror descent setup. Faculty Advisors: Ernest, Ryu,
Department of Mathematical Sciences, Seoul National Uni-
versity, ernestryu@snu.ac.kr

Chanwoo Park
Seoul National University
chanwoo.park@snu.ac.kr

MST73

Interactions of Matrix Shape,
Rank on Matrix Completion

Coherence, and

In this project, we explore matrix completion for recom-
mender systems. Using synthetic data and real datasets
such as Amazon, Netflix, MovieLens, we draw the relations
among matrix coherence, rank, and regularization models
in order to understand matrix recovery. We observe that
the most-squared matrix tends to give the highest accu-
racy for matrix completion via nuclear norm minimization,
which can be justified by matrix coherence. Most matrix
completion techniques rely on singular value decomposition
(SVD). We find that an approximated scheme of SVD is not
only faster but also better than the standard SVD. Lastly,
we discover that the transform L; model achieves the best
matrix recovery results among some existing approaches
such as nuclear norm and L, Schatten norm. Faculty Ad-
visors: Dr. Lou, Yifei, University of Texas at Dallas

Adam Shaker, Alex Osypov, David Terry

University of Texas at Dallas

azs190002Qutdallas.edu, alexander.osypov@Qutdallas.edu,
david.terry@utdallas.edu

MS73

Numerical Computation of the Tracy-Widom Dis-
tribution

Recently, random matrix theory has become one of the
most exciting fields in probability theory, and has been ap-
plied to problems in high dimensional data analysis, wire-
less communications, finance, etc. The Tracy-Widom dis-
tribution, describing the normalized largest eigenvalue of
a random Hermitian matrix, is one of the most important
probability distributions in random matrix theory. In the
first half of the talk, we will give an overview of existing
numerical methods for evaluating the Tracy-Widom dis-
tribution, including methods based on solving an ordinary
differential equation, and approximating a Fredholm de-

terminant. In the second half of the talk, we will give
an introduction to a new method, which also approxi-
mates a Fredholm determinant, and is based on exploit-
ing a pair of commuting differential and integral opera-
tors. Our new method evaluates the distribution to full
absolute precision everywhere rapidly, including in both
tails. Moreover, it evaluates the right tail of the distri-
bution to full relative precision. Faculty Advisors: Kir-
ill Serkh, Department of Mathematics at University of
Toronto, kserkh@math.toronto.edu

Zewen Shen
University of Toronto
zewen.shen@mail.utoronto.edu

MS73

Automated Computer Discovery of Geometric
Theorems

We introduce a new feature to the online GeoGebra Math
App called the Discover Command. The Discover Com-
mand is implemented through an open-source Java exten-
sion that analyzes Euclidean geometric figures, identifies
their salient patterns and properties, determines relevant
theorems, proves them symbolically, and reports these find-
ings to the user. GeoGebra translates the geometric setup
into an algebraic equation system and uses Grbner bases
to determine whether a statement is always true, generally
true, partially true, or false. We discuss algorithms used
in the Discover Command, including identification of con-
gruent segments, parallel lines, collinear points, concyclic
points, parallel lines, and perpendicular lines. We demon-
strate the capabilities of the Discover Command compu-
tations to a 20-gon, Eulers line, the nine-point circle, as
well as proofs of Brahmaguptas theorem, Napoleons the-
orem, and Thebaults first two theorems. We discuss the
mathematical strategies to optimize the scope of the anal-
ysis and avoid combinatorial explosion. Applications to
education, geometric discovery and exploration, and up-
per level mathematics are reviewed. Faculty Advisors:
Koves, Zoltn, Private University of Education, Diocese
Linz, zoltan.kovacs@ph-linz.at

Jonathan H. Yu
Gilman School, U.S.
jonathanhy314@gmail.com

MS74

Coordination and Symmetry-Breaking in Cilia and
Flagella

Biological microfilaments, such as cilia and flagella, exhibit
a variety of synchronization modes. As the surrounding
fluid is an obvious medium for force transmission, hydrody-
namic interactions are deemed crucial for synchronization.
Two flagella coupled via the fluid medium only have been
shown to synchronize their beating in phase or antiphase
at close interflagellar distance. Synchronized states with
non-trivial phase lags have also been observed. Here, we
use an elastohydrodynamic filament model in conjunction
with numerical simulations and a Floquet-type theoretical
analysis, to demonstrate that it is possible to reach mul-
tiple synchronization states by varying the intrinsic activ-
ity of the filament and the strength of hydrodynamic cou-
pling between the two filaments. Then, through derivation
of reduced-order evolution equations for the phase differ-
ence between the filaments at weak coupling, and using
a Kuramoto-style phase sensitivity analysis, we reveal the
nature of the bifurcations underlying transitions between
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different synchronized states, especially states with broken
symmetry.

Eva Kanso
University of Southern California
kanso@usc.edu

MS74

Hydrodynamical Coupling of Flagella on a Spheri-
cal Body

Flagella are hair-like appendages attached to microorgan-
isms that allow the organisms to traverse their fluid en-
vironment. The algae Volvox are phototactic, spherical
swimmers with thousands of biflagellate somatic cells em-
bedded in their surface. Their flagella coordinate their
beating, which leads to forward swimming with slight ro-
tations; the coordination of their flagella is not fully un-
derstood. In this work, we extend a previously published
mathematical model of coordinated flagella on a flat surface
to study coordination on the exterior surface of a sphere.
The goal was to determine if factors related to the spherical
shape affected flagellar synchronization. Each beating flag-
ella itself is modeled as a small rotating sphere, attached to
a point just above the spherical surface by a spring, and the
effects of all other flagella are accounted for with a regular-
ized image system for Stokes flow outside of a sphere. We
consider flagellar beating in meridional planes with slight
offsets and from the anterior to posterior pole. We found
that this minimal model can achieve large-scale coordina-
tion of flagella that leads to metachronal waves and also
results in velocity fields that represent forward swimming
with rotation. We varied parameters for meridional offsets,
spring stiffness and number of flagella to study how they
each affected the coordination.
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MS74

A Computational Approach to Simulate
croswimmers Propelled by Bacterial Flagella

Mi-

Peritrichously flagellated bacteria swim in a fluid environ-
ment by rotating motors embedded in the cell membrane
and consequently rotating multiple helical flagella. We
present a novel mathematical model of a microswimmer
that can freely run propelled by a flagellar bundle and tum-
ble upon motor reversals. Our cell model is composed of
a rod-shaped rigid cell body and multiple flagella that are
randomly distributed over the cell body. These flagella can
go through polymorphic transformations. We demonstrate
that flagellar bundling is influenced by random distribution
of flagella and the number of flagella. Moreover, reorienta-
tion of cells is affected by the number of flagella, how many
flagella change their polymorphisms within a cell, when the
tumble time starts, and different combinations of polymor-
phic sequences. Our new method can simulate numerous
types of microorganisms and may help to understand their
characteristic swimming mechanisms.
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MS74

Viscoelastic Network Remodeling by Microswim-
mers

Microorganisms often navigate a complex environment
composed of a viscous fluid with suspended microstruc-
tures such as elastic polymers and filamentous networks.
These microstructures can have similar length scales to the
microorganisms, leading to complex swimming dynamics.
Some microorganisms are known to remodel the viscoelas-
tic networks they move through. In order to gain insight
into the coupling between swimming dynamics and net-
work remodeling, we use a regularized Stokeslet boundary
element method to compute the motion of a microswimmer
consisting of a spherical body and rotating helical flagel-
lum. The viscoelastic network is represented by a cloud
of points with virtual Maxwell element links. We consider
two models of network remodeling in which (1) links break
based on their distance to the microswimmer body, mod-
eling enzymatic dissolution, or (2) links break based on a
threshold tension force. We compare the swimming per-
formance of the microbes in each remodeling paradigm as
they penetrate and move through the network.
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Tulane University
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MS75

Sparse Nonlinear Models of Flow Physics from
Data

Many tasks in fluid mechanics, such as design optimiza-
tion and control, are challenging because fluids are nonlin-
ear and exhibit a large range of scales in both space and
time. This range of scales necessitates exceedingly high-
dimensional measurements and computational discretiza-
tion to resolve all relevant features, resulting in vast data
sets and time-intensive computations. Indeed, fluid dy-
namics is one of the original big data fields, and many high-
performance computing architectures, experimental mea-
surement techniques, and advanced data processing and
visualization algorithms were driven by decades of research
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in fluid mechanics. Machine learning constitutes a grow-
ing set of powerful techniques to extract patterns and build
models from this data, complementing the existing theoret-
ical, numerical, and experimental efforts in fluid mechan-
ics. In this talk, we will explore current goals and oppor-
tunities for machine learning in fluid mechanics, and we
will highlight a number of recent technical advances. Be-
cause fluid dynamics is central to transportation, health,
and defense systems, we will emphasize the importance of
machine learning solutions that are interpretable, explain-
able, generalizable, and that respect known physics.

Steve Brunton
University of Washington
sbrunton@uw.edu

MS76

Extreme Superposition: High-Order Rogue Waves
in the Far-Field Regime

It is known from our recent work that both fundamen-
tal rogue wave solutions (with Peter D. Miller and Liming
Ling) and multi-pole soliton solutions (with R. Bucking-
ham) of the nonlinear Schrdinger (NLS) equation exhibit
the same asymptotic behavior in the limit of large order
near the peak amplitude point, despite the quite different
boundary conditions these solutions satisfy at infinity. In
this work, we place solitons and rogue wave solutions in
a single continuum family of solutions of the NLS equa-
tion parametrized by a positive real parameter M, whose
different quantizations give rogue waves and solitons, in
which case M becomes correlated with the order of these
special solutions. We show that the above-mentioned sim-
ilar asymptotic behavior in fact extends to a large region
of the space-time, expanding in size as M — +oo at a
rate proportional to M. Within this region, the large-M
asymptotic behavior of solutions is rather insensitive to
any particular choice of specific unbounded and increasing
sequence of values of M. On the other hand, in the comple-
mentary region one sees qualitatively different asymptotic
behavior along different sequences.

Deniz Bilman
University of Cincinnati
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MS76

Local Solutions to Completely Integrable Partial
Differential Equations

More than a century ago, Whittaker developed a theory
of the 3D Laplace equation and the (2+1)D wave equa-
tion based on a general expression of the local solutions.
This theory was eclipsed by more general methods of linear
PDEs, but at the time it provided a powerful tool for anal-
ysis. For completely integrable nonlinear PDEs, a general
expression of the local solutions is still a work in progress.
The nonlocal dbar problem dressing method of Zakharov
and Manakov (based on the approach of Ablowitz, Bar
Yaacov, and Fokas to the IST for the KP equation) pro-
vides a candidate for a general expression of the local so-
lutions to completely integrable systems. In this talk I will
describe some recent results that give evidence that non-
local dbar problem dressing method has the potential to
provide a general local theory of real solutions to the KdV

equation, and I will describe a framework to pursue analo-
gous results for the KP equation. I will also discuss some
numerical experiments based on this theory, and potential
avenues for further asymptotic analysis. This talk will in-
volve collaborations with Dmitry Zakharov and Vladimir
Zakharov.

Patrik Nabelek
Oregon State University
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MS76

Three-Dimensional Waves under Ice in Various
Regimes Computed with Novel Preconditioning
Methods

In this talk, we present solutions to the three-dimensional
Euler equations describing travelling waves under an ice
sheet. Reformulating the equations using a boundary-
integral method, we solve the resulting equations based
on a Newton-Krylov method, employing a novel precondi-
tioning technique. Using elastic plate theory, we examine
solutions for a variety of conditions at the boundary such
as waves generated by different pressure distributions and
the effect varying thickness of ice has on wave propaga-
tion. We show that even under these different conditions,
our preconditioning methods are efficient and allow us to
increase the grid refinement and decrease the run-time of
our computations in comparison to previous methods.

Claudia C. Tugulan
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MST77

Experiments on Upper Hessenberg and Toeplitz
Bohemians

We look experimentally at Bohemian matrices, primarily
those with entries from {—1,0,+1}. More, we specialize
the matrices to be upper Hessenberg, with subdiagonal
entries 1. We also examine subfamilies of these families.
Many properties remain after these specializations, some
of which surprised us. We count stable matrices, normal
matrices, and neutral matrices, and tabulate the results of
our experiments. We generate a list of conjectures from
our experiments; some of these conjectures have now been
proved, but others remain open.

Eunice Chan
Western University
echan295Quwo.ca

MST77

Putting Skew-Symmetric Tridiagonal Bohemians
on the Calendar

This talk is intended as a light-hearted introduction to Bo-
hemian Matrices and some of their applications, in prepa-
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ration for the rest of the minisymposium. A Bohemian Ma-
trix family is a set of matrices, usually structured in some
way, all of whose entries come from a bounded (usually
finite and thus discrete) population. This idea is a useful
specialization in the sense of Plya: by restricting the class
of entries, we may be able to discover and prove something
useful. In this talk I will look at skew-symmetric tridiago-
nal matrices with entries from such populations as {1 £4};
if the dimension of the matrix is m, then there are precisely
2™~ such matrices. The symmetries of the eigenvalues in-
clude negation and conjugation, however, and so a density
plot of all the eigenvalues of all matrices of dimension (say)
22 has a pleasing appearance, enough so that I put it on a
calendar (available at bohemianmatrices.com, though not
so useful in July as it is at this time of writing). But at
dimensions 7, 15, and 31 there are surprises; we will talk
about what we can learn from these pictures, and what we
can prove.

Robert M. Corless
Western University
rcorless@Quwo.ca

MS77

Determinants of Normalized Bohemian Upper Hes-
senberg Matrices

A matrix is Bohemian if its elements are taken from a finite
set of integers. A upper Hessenberg matrix is normalized
if all its subdiagonal elements are ones, and hollow if it
has only zeros along the main diagonal. All possible deter-
minants of families of normalized and hollow normalized
Bohemian upper Hessenberg matrices are enumerated. It
is shown that in the case of hollow matrices the maximal
determinants are related to a generalization of Fibonacci
numbers. Several conjectures recently stated by Corless
and Thornton follow from these results.
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MS77

Eigenvalues of Magic Squares and Related Bo-
hemian Matrices

Magic squares are a special class of BOunded HEight Ma-
trices with Integer entries. This talk is about the spectrum
of magic squares generated by MATLAB’s eig() command
for doubly even and odd dimensions. Interestingly, the odd
magic squares are related to g-circulant matrices. The g-
circulant is a matrix with every row being a g-cyclic shift
of the previous row. We further explore the spectra of g-
circulant matrices and diagonally scaled permutation ma-
trices.

Hariprasad Manjunath Hegde
Mr
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MS78

On Stability of Deep Neural Network-Based Mod-
els

In this talk, we present a dynamical systems perspective
on deep neural networks (DNNs). As a base, we leverage
the equivalence of neural networks with parameter-varying
affine maps parameterized by the state (feature) vector,
which allows us to apply a range of analysis methods from
linear systems theory. In particular, we focus on the op-
erator norms and provide sufficient conditions for the sta-
bility of DNNs via Banach fixed point theorem. We ex-
pose links between the operator norms of layer-wise weight
parametrizations, different activation functions, and their
effect on the stability of the network’s dynamics. As a
next step, we propose a natural extension of the determin-
istic stability conditions of DNNs to stochastic stability
in the context of Deep Markov models (DMM). DMMs
are popular generative models that use neural networks
to parametrize the transition of Markov probability dis-
tributions. However, the fundamental stochastic stability
guarantees of such models have not been thoroughly inves-
tigated. We demonstrate that constraints on the operator
norms of the layer weights and careful choice of the ac-
tivation functions lead to guaranteed stability of models
based on deep neural networks. We empirically substan-
tiate our theoretical results via several tutorial numerical
experiments.
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MS78

Data-Driven Framework for Decision and Control
of Dynamic Systems

In many engineering and scientific research areas, analy-
ses, simulations and optimizations of complex systems have
been objectives of many past research efforts. One of the
fundamental challenges of complex system modeling and
control, which is that high-fidelity ab initio models can be
prohibitively expensive to construct. This limitation is not
necessarily due to the lack of fundamental understanding
of the underlying natural phenomena but due to practical
constraints, such as the difficulties in instrumenting the
complex systems to collect relevant data, the need to re-
solve inherent uncertainties in the models (e.g., due to un-
modeled physics), and the loss of observability due to ex-
cessive exogenous noise. In this talk, we will present a high-
level overview of the collaborative project Data-Driven De-
cision Control for Complex Systems (DnC2S), and provides
an overview to bring together the various topics featured
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in this two-part minisymposium.
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MS78

A Reliable Feature Extraction Approach for Real-
Time Processing and Analytics of Neutron Scatter-
ing Data

The efficiency and reliability of extracting meaningful fea-
tures from neutron scattering data generated in an exper-
iment is critical to the design of follow-up experiments.
Unfortunately, due to the unreliability of existing data an-
alytics tools, instrument scientists often need to manually
analyze large amount of scattering data after each exper-
iment, which usually delays progress of users programs.
To alleviate such challenge, exploiting our recent achieve-
ments on UQ for ML, we developed a reliable algorithm
for feature extraction and demonstrated its performance
on extracting the Bragg peak feature from neutron diffrac-
tion data. Specifically, our approach introduces ensem-
ble UQ method into R-CNNs to detect and extract Bragg
peaks from diffraction data. We demonstrated that our
method achieves similar accuracy as manual analysis but
significantly improves the efficiency. More importantly, the
confidence score associated with each detected feature can
correctly indicate out-of-distribution (OOD) data by as-
signing low confidence scores to data shifted from training
data, while the current R-CNN model often provides over-
confident scores for OOD data.

Dan Lu, Guannan Zhang
Oak Ridge National Laboratory
lud1@ornl.gov, zhangg@ornl.gov

MST78

Overview of Drivers for AI-Informed Decision and
Control in Energy Applications

The need for modeling, controlling, and optimizing com-
plex systems arises often in energy generation, distri-
bution, and end-use applications. An illustrative list
of examples includes building energy optimization, auto-
matic/autonomous control of electrical and process heat
generation in fossil and nuclear plants, high-energy user
facility operations and control, and resource allocation in
high-performance computing systems. Recent research in
this area has focused on developing the mathematical foun-
dations and framework for controlling and optimizing com-
plex systems through data-driven machine learning and ar-

tificial intelligence (AI). Although these complex systems
have generally had a history of robust control and opera-
tions, challenges from an application perspective include
surrogate system model development and updates from
data, accounting for uncertainties in data and model pre-
dictions, and learning optimal control policies. This talk
describes the application drivers for research described in
other presentations in this mini-symposium, on the math-
ematical framework for Al-informed decision and control
using probabilistic graph models and neural network mod-
els. The applications drivers discussed here were selected
based on availability of the curated data, existing (baseline)
solutions for control and optimization, and—to a lesser
extent—the availability of physical or surrogate models
that are expected to be of use in PGM and NN model
construction and evaluation.

Pradeep Ramuhalli
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MS79

Using the Tools of Machine Learning to Accelerate
Data Assimilation in Experiments

I will discuss two examples of experimental collaborations
we have been carry out that aim to use the tools of ma-
chine learning to accelerate data assimilation in experi-
ments. The first example involves taking 2d slices of a
fluid flow, in which there is particle image velocimetry in
each slice. We aim to take different slices and together with
the equations of motion (the Navier-Stokes equations) re-
construct the entire 3d flow. In the second project, we try
to infer particle tracks in dense colloidal suspensions. Ex-
periments use confocal microscopy to find the location of
the particles in the individual frames. We explore different
algorithms for reconstructing the track of each particle at
high resolution.

Michael Brenner

Harvard Univ. & Google
Cambridge, MA
brenner@seas.harvard.edu

MS79
Data-Free and Data-Driven Uncertainty Quantifi-
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cation in Turbulent Flow Simulations

Despite continued advances in high-fidelity turbulent
flow simulations, closure models based on the Reynolds-
Averaged Navier-Stokes (RANS) equations are projected
to remain in use for considerable time to come. However, it
is common knowledge that RANS predictions are corrupted
by epistemic model-form uncertainty to a degree which is
unknown a-priori. Hence, to obtain a computational frame-
work of predictive utility, a model-form Uncertainty Quan-
tification framework is indispensable. Applying the spec-
tral decomposition to the modeled Reynolds-Stress Ten-
sor (RST) allows for the introduction of decoupled pertur-
bations into the baseline intensity (kinetic energy), shape
(eigenvalues), and orientation (eigenvectors). Within this
perturbation framework, we look for a-priori known lim-
iting physical bounds. Since these bounds are universal,
they can be used to constrain uncertainty estimates in any
predictive flow scenario. Thus, even in the absence of rele-
vant training data, we can maximize the spectral perturba-
tions in order to obtain conservative uncertainty intervals.
On the other hand, any high-fidelity reference data can be
used to further constrain the uncertainty estimates using
commonly available data assimilation techniques. We will
demonstrate our framework on canonical flow problems us-
ing random forest regression and deep neural networks to
incorporate DNS data into the uncertainty estimates of
conventional RANs closures.

Gianluca Taccarino
Stanford University
Mechanical Engineering
jops@stanford.edu

MST79

Deep Learning-Based PDE Augmentation for
Large-Eddy Simulation

Standard applications of deep learning methods to physics
can be considered ad hoc in the absence of governing
laws, which are typically most completely stated as sys-
tems of PDEs. We introduce a framework that lever-
ages as much a priori known physics as possible by em-
bedding deep neural networks in PDE systems and opti-
mizing them over the (possibly unsteady) solutions. In
this manner, the solution itself is the training target,
rather than the simple mismatch between the model and
a-priori unclosed terms such as the Reynolds-stress ten-
sor for Reynolds-averaged NavierStokes (RANS) formula-
tions or the subgrid-stress tensor for large-eddy simulation
(LES). The framework augments the spatio-temporally
averaged (RANS) or coarse-grained (LES) PDEs by ac-
counting for dynamical discrepancies between these and
the trusted PDE solution. The method is applied to the
closure of the LES governing equations. Filtered (LES)
and averaged (RANS) velocity fields, obtained from di-
rect numerical simulation (DNS), serve as training and
out-of-sample prediction targets. Applications are demon-
strated in isotropic turbulence, turbulent jets, and turbu-
lent wakes. The model is found to identify dynamically im-
portant asymmetries that are unsupported by symmetric
subgrid-stress models. Extensions are made to turbulent
combustion and high-speed flows.

Jonathan F. MacArt
Princeton University
jmacart@nd.edu

Justin Sirignano
University of Oxford

justin.sirignano@maths.ox.ac.uk

MS79

Multi-Fidelity Bayesian Neural Networks for In-
verse Problems with Noisy Data

We propose a new class of Bayesian neural networks
(BNNs) that can be trained using noisy data of variable
fidelity, and we apply them to learn function approxima-
tions as well as to solve inverse problems based on partial
differential equations (PDEs). These multi-fidelity BNNs
consist of three neural networks: The first is a fully con-
nected neural network, which is trained following the max-
imum a posteriori probability (MAP) method to fit the
low-fidelity data; the second is a Bayesian neural network
employed to capture the cross-correlation with uncertainty
quantification between the low- and high-fidelity data; and
the last one is the physics-informed neural network, which
encodes the physical laws described by PDEs. Specifically,
we first approximate a one- and four-dimensional func-
tion, and then infer the reaction rates in one- and two-
dimensional diffusion-reaction systems. Moreover, we infer
the sea surface temperature (SST) in the Massachusetts
and Cape Cod Bays using satellite images and in-situ mea-
surements. Taken together, our results demonstrate that
the present method can capture both linear and nonlinear
correlation between the low- and high-fidelity data adap-
tively, identify unknown parameters in PDEs, and quantify
uncertainties in predictions, given a few scattered noisy
high-fidelity data. Finally, we demonstrate that we can ef-
fectively and efficiently reduce the uncertainties and hence
enhance the prediction accuracy with an active learning
approach.

Xuhui Meng
Brown University
xuhui-meng@brown.edu
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Brown University

Division of Applied Mathematics
george_karniadakis@brown.edu

MS80

Breathers in Hexagonally Packed Magnetic Lat-
tices

This talk concerns breathers, which are temporally periodic
and spatially localized structures, in a two-dimensional ar-
ray of repelling magnets. In particular a lattice with a
hexagonal configuration with a light-mass defect is consid-
ered. Using a damped, driven variant of a vector FermiPas-
taUlamTsingou lattice we find good qualitative agreement
between theory and experiments for a variety of dynamical
behaviors. Bifurcations that result from variation of the
drive amplitude, angle, and frequency will be discussed as
well as quasi-periodic dynamics.

Christopher Chong
Bowdoin College
cchong@bowdoin.edu

MS80
Long Wave Nanopterons in Dimer Fermi-Pasta-
Ulam-Tsingou Lattices via Spatial Dynamics

Mass and spring dimer Fermi-Pasta-Ulam-Tsingou
(FPUT) lattices are known to possess nanopteron travel-
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ing wave solutions to their equations of motion in the long
wave limit, close to suitably scaled KdV solitary waves.
These are traveling waves whose profiles asymptote to
small periodic oscillations at spatial infinity. Just how
small are these oscillations? Can their amplitudes ever be
zero? How about exponentially small in the relevant small
parameter, or just algebraically small? And what happens
to the behavior of the original position coordinates of the
lattice, since these traveling wave results are known only
in relative displacement coordinates? Using results and
techniques from spatial dynamics and center manifold
theory (and nontrivial modifications and corrections
thereof), we will answer these questions.

Timothy E. Faver
Universiteit Leiden
t.e.faver@Qmath.leidenuniv.nl

Hermen Jan Hupkes
Leiden University
hhupkes@math.leidenuniv.nl

MS80

Stability of Traveling Waves in a Driven Frenkel-
Kontorova Model

In this work we revisit a classical problem of traveling waves
in a damped Frenkel-Kontorova lattice driven by a con-
stant external force. We compute these solutions as fixed
points of a nonlinear map and obtain the corresponding
kinetic relation between the driving force and the velocity
of the wave for different values of the damping coefficient.
We show that the kinetic curve can become non-monotone
at small velocities, due to resonances with linear modes,
and also at large velocities where the kinetic relation be-
comes multivalued. Exploring the spectral stability of the
obtained waveforms, we identify a criterion for instabil-
ity of the traveling wave solutions: monotonically decreas-
ing portions of the kinetic curve always bear an unstable
eigendirection. Our stability results are corroborated by
direct numerical simulations which also reveal the possible
outcomes of dynamical instabilities.

Anna Vainchtein
Department of Mathematics
University of Pittsburgh
aav4@pitt.edu

Jesis Cuevas-Maraver
Universidad de Sevilla
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MS80

Breathers As Metastable States for Weakly
Damped Lattices of Hamiltonian Oscillators

We discuss the flow of energy in a lattice of Hamiltonian
oscillators with weak damping at one end of the lattice. We
derive bounds on the rate of dissipation when the initial
energy in the lattice is localized in a spatially distant part

of the lattice. For a special model, we exhibit a family
of breather solutions for the undamped problem and show
that the rate of energy dissipation can be explained by
a very slow drift along this family of breathers. This is
joint work with No Cuneo (Univ. of Paris 7), Jean-Pierre
Eckmann (Univ. of Geneva) and Daniel Caballero (Boston
Univ.)

C. Eugene Wayne
Boston University
Dept. of Mathematics and Statistics
cew@math.bu.edu

MS81

On the Spatial and Temporal Order of Convergence
of Partial Differential Equations

In this talk, I will discuss the leading order terms of the
local truncation error of hyperbolic and parabolic partial
differential equations (PDEs). In the asymptotic regime,
where the local truncation error is dominated by the pow-
ers of the grid-spacing and the time-step rather than their
coefficients, we make the following observations. The order
of convergence of stable numerical solutions of hyperbolic
or parabolic PDEs at constant ratio of time-step to grid-
spacing is governed by the minimum of the orders of the
spatial and temporal discretizations. If refinement is per-
formed only in space or time, convergence cannot even be
attained. Our theory is independent of the order of spatial
and temporal discretizations, and applies to any hyper-
bolic or parabolic PDE, be it linear or nonlinear, and em-
ploying finite difference, finite volume or finite element dis-
cretization in space, and advanced in time with a predictor-
corrector, multi-stage or a deferred correction method. If
the PDE is reduced to an ordinary differential equation
(ODE) by specifying the spatial gradient(s) of the depen-
dent variable and the coefficients and the source terms to
be zero, then the standard local truncation error of the
ODE is recovered. A number of numerical experiments are
performed to demonstrate our theoretical findings.

Siddhartha Bishnu

Florida State University

Los Alamos National Laboratory
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MS81

Paralpha:
Solver

a Parallel-in-Time and Space PDE

Parallel-in-Time algorithms for hyperbolic problems often
encountered in physics are notoriously difficult to design,
even for linear problems. In this talk, we propose a new
parallel-in-time iterative method for solving linear compos-
ite collocation problems, even those stemming from hy-
perbolic PDEs. These composite collocation problems are
typically the basis for the multi-level PFASST algorithm.
In contrast to PFASSTs multi-level approach which may
cause problems when it comes to hyperbolic problems, we
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use a single-level preconditioned Richardson iterations with
a near-circulant preconditioner that can be diagonalized us-
ing fast Fourier transformations in time. As a consequence,
we obtain time-interval decoupled problems in each itera-
tion which we propose to solve directly in parallel across
the collocation nodes, using a diagonalization of the slightly
modified quadrature matrix arising from the Runge-Kutta
propagation. This brings us to a doubly parallel-in-time
method called Paralpha which solves linear problems very
efficiently. Using fast Fourier transformations in time on
the preconditioner, the communication becomes very effi-
cient and there is no need to worry about coarsening strate-
gies. We present theoretical and practical convergence and
performance results as well as strengths and weaknesses of
this method.

Gayatri Caklovic
Forschungszentrum Juelich
g.caklovic@fz-juelich.de

Robert Speck

Juelich Supercomputing Centre
Forschungszentrum Juelich GmbH
r.speck@fz-juelich.de

MS81

Highly Accurate and Flexible Multirate Time-
Stepping Methods for Multiphysics Applications

Dynamics of varying time scales are a staple in simulations
of multiphysics scientific applications. In order to resolve
these different time scales, multirate methods use different
optimal time steps and algorithms for the slow and fast
dynamics. Of recent interest are methods for which the
fast solution is propagated between slow stages through the
solution of modified initial value problems. We refer to such
methods as multirate infinitesimal (MIS) type methods. In
this talk, we discuss our recent work in constructing MIS-
type methods that are high order and flexible. Our new
approaches include methods with IMEX treatment of the
slow dynamics, integration of the fast dynamics with any
scheme of sufficient order, and multirate schemes with up
to sixth order convergence. We present numerical results
on convergence and efficiency and compare our methods
with other well-known MIS-type methods.

Rujeko Chinomona
Southern Methodist University
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MS81

Integration of the Lorentz Equations with Boris
Spectral Deferred Corrections (Boris-SDC)

The Boris integrator is one of the most popular time step-
ping method for solving the Lorentz equations. We will
introduce a new time stepping method with arbitrary or-
der of accuracy that combines Boris’ method with spec-
tral deferred corrections (SDC) as well as ideas from the
GMRES iterative linear solver. We will show performance

results for the resulting Boris spectral deferred correction
method (Boris-SDC) when tracking fast ions in the equilib-
rium magnetic field of the DIIID and JET fusion reactor.
Furthermore we will describe a modification to make the
method work for the relativistic case and show some results
when it is used as particle pusher in a particle-in-cell code.
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MS82

RDMA-Based Sparse Matrix Multiplication on
GPUs

Sparse matrix multiplication is an important kernel for
large-scale graph processing as well as a host of other data-
intensive applications. As GPUs become more dominant
in both data centers and supercomputers, it is crucial to
capitalize on new network technologies, such as GPUDi-
rect RDMA, as well as new asynchronous algorithms that
allow for better strong scaling. In this talk, we examine
RDMA-based data structures and algorithms for imple-
menting sparse matrix multiplication on GPUs, including
both sparse-times-dense (SpMM) and sparse-times-sparse
(SpGEMM). We explore asynchronous algorithms, as well
as work-stealing algorithms, that allow for better scaling,
and demonstrate how they can outperform state-of-the-art
bulk synchronous algorithms.

Benjamin Brock
University of California, Berkeley
brock@berkeley.edu

MS82

Chapel:
Support

An Example of Language Level PGAS

Programs that involve data intensive computations should
carefully distribute the data and computation on the avail-
able computer system. This is easier to do when working
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with programming abstractions that support a Partitioned
Global Address Space, as demonstrated by the Chapel pro-
gramming language. From explicit control over the node
where an operation will run via the locale type and on
statements, to the use of different distributions for an ar-
ray that determine where its contents are located in mem-
ory, Chapels multi-resolution design allows users to take
as active or as passive a role as desired in distributing
their data. Chapel also handles the communication nec-
essary for accessing the distributed data, minimizing the
potential for user errors and enabling compiler optimiza-
tions that would not be possible in a library-based solu-
tion. Using Chapels variable representation of index sets
(known as domains) and the optional extension that al-
lows them to be distributed (known as domain maps), the
same Chapel executable can be run over varying numbers
of nodes without having to recompile the program. And
swapping to different distribution strategies for experimen-
tation during development is as simple as changing a line of
code. This talk will go into all of these language features
and their uses, illustrating some of the productivity and
performance benefits with code snippets and performance
results.

Lydia R. Duncan
HPE
lydia.duncan@hpe.com

MS82

Graph Algorithms in PGAS: Runtime vs Language
Support

The Partitioned Global Address Space (PGAS) program-
ming model has been proposed as an alternative to the
message-passing programming model, that can be imple-
mented either as a runtime or a programming language.
Targeting both productivity and performance, efficient ex-
ecution of irregular applications such as graph algorithms
require additional support from the PGAS model. In par-
ticular, the following aspects are important: message co-
alescing, termination detection, better support for over-
lapping communication and computation with messaging
primitives, lightweight tasking/threading, and active mes-
sage support. Replacing existing two-sided communication
usage in graph application codes with PGAS models in a
manner that fully exploits the benefit of these program-
ming models may require nontrivial development efforts,
but offers interesting prospects for enhancing the expres-
siveness and composability of graph applications. In this
talk, we will briefly discuss our experience with implement-
ing graph algorithms in various PGAS/Pseudo-PGAS run-
times and programming languages: Indiana Universitys
AM++ runtime, Berkeleys UPC++, Indiana Universitys
HPX-5 runtime, PNNLs ARTS runtime and CRAY /HPEs
Chapel programming language and MPI RMA. We will
also discuss some of the strategies and incentives to trans-
form two-sided graph applications such as clustering and
matching to a one-sided model, particularly in the context
of MPI-3 RMA and UPC++.

Jesun S. Firoz, Sayan Ghosh, Mahantesh Halappanavar
Pacific Northwest National Laboratory
jesun.firoz@pnnl.gov, sayan.ghosh@pnnl.gov, ma-
hantesh.halappanavar@pnnl.gov

MS82
The Global Arrays Toolkit: A PGAS Programming

Library

We will provide a brief overview of the Global Arrays (GA)
Toolkit and discuss the underlying runtimes. GA pro-
vides an abstraction for creating large arrays distributed
across multiple processors that can be accessed using sim-
ple, one-sided shared memory style semantics. GA sup-
ports put/get/accumulate operations that can be used to
access data from anywhere in the array without coordinat-
ing directly with the processors holding the data. This can
greatly simplify the implementation of many parallel algo-
rithms. This talk will provide a description of available GA
runtimes, basic GA operations and current work to extend
GA to GPUs.

Bruce Palmer
Pacific Northwest National Laboratory
bruce.palmer@pnnl.gov

MS83

Stability of Traveling-Wave Solutions to a Family
of Bidirectional Whitham Systems

The Whitham equation is a model for the evolution of uni-
directional waves on shallow water. Aceves-Sanchez et al.
(2012) and Hur & Pandey (2018) proposed different bidi-
rectional generalizations of the Whitham equation. Al-
though these systems have been shown to accurately pre-
dict the evolution of waves of depression in the laboratory,
it is unknown if these systems are well-posed. The Aceves-
Sanchez system has been proven to be well-posed in the
nonphysical case where the surface displacement is never
nonpositive. Numerical simulations of both systems show
some characteristics of ill-posedness. The goal of the cur-
rent work is to study the stability of traveling-wave solu-
tions to a family of bidirectional Whitham systems in hopes
of gaining a deeper understanding of their well-posedness.

John Carter

Seattle University
Mathematics Department
carterjl@seattleu.edu

MS83

Soliton Dynamics in the Korteweg-de Vries Equa-
tion with Nonzero Boundary Conditions

Inspired by recent experiments, the Korteweg-de Vries
equation with nonzero Dirichlet boundary conditions is
considered. Two types of boundary data are examined:
step up (which generates a rarefaction wave) and step down
(which creates a dispersive shock wave). Soliton dynam-
ics are analytically studied via inverse scattering transform
and a small dispersion asymptotic approximation. Depend-
ing on the initial position and amplitude, an incident soli-
ton will either transmit through or become trapped inside
a step-induced wave. A formula for the transmitted soliton
and its phase shift is derived. The asymptotic approxima-
tion provides a description of the trapped soliton dynamics.

Justin Cole
University of Colorado Colorado Springs
jcolel3@uccs.edu

MS83
Unstable Water Waves: A Periodic Evans Function
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Approach

I will discuss a new periodic Evans function approach
for cylindrical domains, and an application to the spec-
tral instability of Stokes waves. Numerical evidence sug-
gests instability whenever the unperturbed wave is ’reso-
nant’ with its infinitesimal perturbations. This has not
been studied analytically except the Benjamin-Feir in-
stability, near the origin of the spectral plane, when
(wave number)x(depth);1.3627.... I will discuss an alter-
native proof of the Benjamin-Feir instability and, also,
the first proof of spectral instability away from the ori-
gin when 0.86430...j(wave number)x(depth);1.00804..., elu-
cidating numerical findings. I will remark about extensions
to capillary-gravity waves and Stokes waves in a constant
vorticity flow.

Vera Mikyoung Hur, Ting-Yang Hsiao, Zhao Yang
University of Illinois at Urbana-Champaign
verahur@math.uiuc.edu, tyhsiao2@illinois.edu,
zhaouiuc@illinois.edu

MS83

Shock Wave Stabilization
Higher-Order Dispersion

in Superfluids with

Ultracold atomic gases are highly adaptable platforms that
can be used to investigate a variety of superfluid hydrody-
namic features. Over the last decade, a particularly flexi-
ble tool has been developed that provides researchers the
ability to modify a systems dispersion such that regions
of higher-order dispersive terms emerge. Using an elon-
gated Bose-Einstein condensate, we induce spin-orbit cou-
pling by coherently coupling two spin states, which breaks
Galilean invariance. We then experimentally probe the sys-
tem using a pulsed attractive optical potential. We show
the observed dynamics diverge from those found in past
experiments due to the interaction of emerging vorticity
and the governing dispersion in the system, which leads to
a stabilized traveling shock front in the region of higher-
order dispersion. The results of our experiments establish
ultracold atomic gases as a platform for discovering new
varieties of hydrodynamic shock features in regions with
higher-order dispersion and open the door to a new era of
quantum shock wave studies. We recognize support and
funding from the NSF under Grant No. PHY-1607495 and
PHY-1912540.
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MS84

Mathematical Modelling of Salmonella-Infected
Red Onions using Markov Processes

The consumption of Salmonella-infected produce has been
an alarming issue to human health after numerous reports
of Salmonellosis outbreaks linked to red onions have been
reported by the CDC in 2020. Hence, a mathematical

model that examines the growth of red onions with po-
tential exposure to the foodborne pathogen is necessary in
gaining insights on how the bacteria can be contained at the
farm-level to mitigate human health risks. In particular,
we employ Markov processes to model the mechanism that
simulates the dynamics of Salmonella pathogens in onions.
We later found that irrigation water is the pathogens most
likely transmission route onto the onions. Thus, we pro-
vide agricultural advice by proposing recommendations on
how frequent irrigation water sources should be cleaned
in reducing substantial amounts of Salmonella concentra-
tion while minimizing cleaning costs. On average, irriga-
tion water tanks should be cleaned every 2-7 days based
on the results of our simulations. Through our research
study, we desire to see less cases reported, should another
massive outbreak of Salmonella-infections linked to fresh
produce such as in red onions happen in some foreseeable
future. Faculty Advisors: Moyles, lain, York University,
imoyles@yorku.ca
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MS84

Modeling Chytridiomycosis Disease and its Ther-
mal Acclimation within a Frog Population

Batrachochytrium dendrobatidis is a pathogenic fungus im-
plicated in the global decline of amphibians. Several stud-
ies suggest that temperature plays a significant role in Ba-
trachochytrium dendrobatidis and a frog’s development.
However, there are many questions unanswered regarding
these interactions. To investigate the effect of tempera-
ture dependency on the disease dynamics, we developed
a mathematical model with vital rates of both the fungus
and frogs depending on temperature. We utilized param-
eter estimation to compute and fit the model to different
regions and show the decimation impact of the frog popu-
lation. Our simulation results corroborate with literature
studies showing the correlation between temperature and
chytridiomycosis disease. Moreover, Our results suggest
that temperature plays a major role in the life history of
frogs and in disease dynamics. Furthermore, our results
suggest critical intervention strategies that can be utilized
to mitigate the disease within frog populations. Faculty
Advisors: Vinodh Chellamuthu, Dixie State University,
Vinodh.Chellamuthu@dixie.edu
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MS84

Modeling the Impact of Wolbachias Transinfection
and its Effectiveness on Mitigating the Spread of
Dengue

Dengue fever is one of the worlds most common viral-
borne diseases, its spread is most prominent in tropical
and subtropical climates. The infection is caused by bites
from mosquitoes carrying the disease and a secondary in-
fection can lead to severe dengue fever. The cycle of trans-
mission can be broken by using Wolbachia, a bacterium
shown to reduce levels of dengue virus in the mosquito,
shorten the host mosquitos lifespan, and cause reproduc-
tive abnormalities in the host. We develop a mathemat-
ical model using a system of nonlinear ordinary differen-
tial equations that incorporate Wolbachia transinfection
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to study the epidemiologic trends of two viral dengue
serotypes. Moreover, our model considers temporary cross-
immunity within the two serotypes and the impact of tem-
perature dependency on mosquitoes’ vital rates. Our simu-
lation results suggest the introduction of Wolbachia carry-
ing mosquitoes at optimal times can decrease the number
of dengue transmitting vectors and, consequently, reduce
the frequency and prevalence of outbreaks. Faculty Ad-
visors: Chellamuthu, Vinodh, Dixie State University, vin-
odh.chellamuthu@dixie.edu.
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MS84

Mathematical Modeling of U.S. Elections Dynam-
ics

Forecasting the outcomes of U.S. elections is a relevant and
complex task that has been approached in many ways, of-
ten incorporating statistical or political-science methods.
We take a differential-equations approach to forecasting
elections by applying a prior compartmental model for the
evolution of voting intentions. The model accounts for two
types of dynamics: the spread of Democratic or Republi-
can voting intentions between states, and the turnover of
committed voters to undecided ones. The model param-
eters are determined based on polling data, and simula-
tions are run in MATLAB. Through thousands of simu-
lated elections with our stochastic differential equations,
we forecast a range of election outcomes at the state level.
The models final forecasts for past presidential, senato-
rial, and gubernatorial elections are comparable to those
of popular forecasting sites like FiveThirtyEight. We have
examined how the accuracy of the models forecasts of past
elections changes in time as we approach each election day,
and applied the model to create forecasts of the 2020 U.S.
elections. Leading up to the 2020 elections, we contin-
uously posted forecasts with visualizations on a website
that we created. We will discuss our 2020 election fore-
casts, our work on visualizing uncertainty, and our ef-
forts to improve the accuracy of the model by weight-
ing the polling data in different ways. Faculty Advisors:
Volkening, Alexandria, Northwestern University, alexan-
dria.volkening@northwestern.edu

William He, Christopher Lee, Samuel Chian, Emily
Mansell
Northwestern University
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MS84

Optimal Control of Algae Biofilm Growth in
Wastewater Treatment wusing Computational

Mathematical Models

Microalgal biofilms are comprised of a syntrophic consor-
tium of microalgae and other microorganisms embedded
within an extracellular matrix. Despite significant pro-
cesses in the application of microalgal biofilms in wastewa-
ter treatment, mechanistic understanding and optimization
of microalgal biomass yield and productivity under envi-
ronmental constraints is still lacking. This paper identi-
fies theoretical insights on this challenging biological prob-
lem by leveraging novel mathematical and computational

tools. In particular, utilizing a computational mathemat-
ical model to advance the understanding of microalgal
biofilm growth kinetics under environmental constraints
through a systematic parameter study. Moreover, the de-
sign of algae biofilm reactors for optimal biomass yield and
productivity in wastewater treatment under different envi-
ronments is explored. The proposed model could be fur-
ther calibrated to generate reliable predictions that can im-
prove the design, operation, and management of microalgal
biofilms in wastewater treatment. Faculty Advisors: Zhao,
Jia, Utah State University, jia.zhao@usu.edu

Gerald Jones, Jia Zhao, Dylan Ellis, Ronald Sims,
Zengyan Zhang

Utah State University
bengionz@yahoo.com,
lantellis@gmail.com,
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jia.zhao@usu.edu, dy-
ron.sims@usu.edu,

MS84

A Mathematical Model of COVID-19: Efficacy of
Vaccination with Heterogeneous Populations

Infections from the novel coronavirus disease 2019
(COVID-19) remain superfluous as the disease continues
to spread profusely across the world. Currently, there is
no available vaccine to protect against COVID-19. As sci-
entists work to develop a vaccine, our goal is to explore
scenarios for different levels of vaccine effectiveness and
varying proportions of vaccinated populations in order to
demonstrate the effectiveness of a vaccine in mitigating the
spread of COVID-19. We develop a mathematical model to
analyze the disease dynamics of COVID-19 in relation to
vaccine effectiveness. Furthermore, we performed a data-
fitting algorithm to estimate parameters within the model
to best resemble current infection trends using data from
the Center for Disease Control and Prevention (CDC). We
incorporate a vaccinated population and demonstrate the
mitigation of COVID-19 with the introduction of a vac-
cine. Our simulation results determine possible best-case
scenarios at varying degrees of vaccine-effectiveness and
proportions of vaccinated populations. Moreover, to ac-
count for the diseases varying infection and mortality rates
based on an individual’s age, we further partition the pop-
ulation by age groups to determine which age groups are
most vital to vaccinate. Our simulation also identifies
the minimal required vaccine efficacy for a given propor-
tion of vaccinated individuals. Faculty Advisors: Chella-
muthu,Vinodh,Professor, Vinodh.chellamuthu.dixie.edu

Brandon Payne, Cesar Vasquez

Dixie State University

brandon.payne@dmail.dixie.edu, ce-
sar.vasquez@dmail.dixie.edu

MS84

Modeling, Analysis, and Control of Student Loan
Debt using Epidemiological Models

Student loan debt is a debilitating problem that threatens
a large subset of the American population. As of February
2019, the total amount of debt in the U.S. due to stu-
dent loans amounted to $1.56 trillion. This paper works
to mathematically model the student debt situation from
the lens of an infectious disease contagion model. The
study describes a belief proliferation model. Specifically,
the spread occurs through the unfounded external reas-
surance to students that the value of their college edu-
cation will amount to a future job that will enable them
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to pay off their loans in full and on time. Built on the
classical SEIR compartmental model of epidemiology, this
study analyses the movement of individuals in the study
set from the susceptible stage to recovered stage using in-
terconnected differential equations. We additionally con-
sider an enhanced model to study the potential effect of an
educational awareness program and the financial strain of
the COVID-19 pandemic through respective optimal con-
trol variables. Utilizing Pontryagin’s maximum principle,
the augmented model determines the ideal control value to
mitigate the rate of students refinancing their loans when
unable to meet the required payments. Faculty Advisors:
Seshaiyer, Padmanabhan, George Mason University

Kayva Ravishankar
University of Pennsylvania
kayva24@wharton.upenn.edu

MS84

Advanced Analysis of Hispanic Voter Activity in
Florida through Sub-Ethnicities Identification

The aim of this project is to analyze Hispanic voter trends
and to categorize each voter into selected sub-groups based
on publicly available census data and voter information to
then pinpoint which sub-groups need assistance in increas-
ing the overall Hispanic voter turnout. However, public
voter information does not include an individuals Hispanic
sub-group and Hispanic is a broad term to classify any in-
dividual from Latin or South America. Census data was
used to help determine the number of Hispanic sub-groups
and percentages of individuals within each Hispanic sub-
group at a given zip code. The process of identifying an
individuals most probable sub-group was determined by
creating probability percentages based on their first name,
last name(s), and zip code. By calculating percentages of
the popularity of a given first name and last name(s) within
each of the 19 selected Latin and South American coun-
tries, a probability of their sub-group was calculated after
combining it with their zip code. After the development of
a model and algorithm written in Python, all self-identified
Hispanic voters were classified in an effort to analyze Flori-
das Hispanic Voter trends. This data will help reveal the
patterns and behaviors of Hispanic sub-group voting trends
for future local and national elections. Faculty Advisors:
Berezovski, Mihhail, Embry-Riddle Aeronautical Univer-
sity, berezovm@erau.edu

Naomi Rodriguez, Emily Rivera, Nickolas Baumann,
Kamila Soto-Ortiz

Embry-Riddle Aeronautical University
rodrin26@my.erau.edu, rivere21@my.erau.edu,
mann@my.erau.edu, sotoortk@my.erau.edu
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MS86

A Force Doublet Model for Bacterial Locomotion
in Viscoelastic Environments

In the world of bacterial locomotion, motile organisms gen-
erate wakes and eddies that affect their local fluid environ-
ment. When many of them are present around each other,
they interact with the flows generated by other organisms
and form active suspensions whose complex flow structures
play a significant role in fluid transport and mixing. In this
talk, we present a reduced model for bacterial locomotion
that describes their self-propelled motion in a low Reynolds
number viscous incompressible fluid. The model is based
on a particular limit of regularized Stokeslets with built-
in asymmetry in order to produce a swimming direction.

The result is a single-particle model of a swimmer that does
not require special treatment of the self velocity due to the
regularization, while allowing us to efficiently study the
collective motion of bacteria. With this model, we are able
to model pusher and puller organisms in a straightforward
manner for both free-space and periodic domains. We will
characterize the particle dynamics and discuss the diffusion
of these particles as a function of the concentration density.
We will then take advantage of the regularized Stokeslets
framework to understand how active suspensions interact
with viscoelastic structures, such as biofilms.

Alexander P. Hoover
The University of Akron
ahooverl@uakron.edu

Ricardo Cortez

Tulane University
Mathematics Department
rcortez@tulane.edu

MS86

Ewald Summations for Doubly-Periodic Regular-
ized Stokes Flows Near a Plane Wall

A method is presented for the efficient computation of
Stokes flow due to doubly-periodic arrays of regularized
forces in 3D near a plane wall. Our approach is based on
a variation of Ewald’s summation method and the method
of images for Stokeslets and regularized Stokeslets. The
slowly convergent series resulting from the direct summa-
tion of the doubly-periodic array of regularized Stokeslets
is recast into the sum of two series, one in real space and
one in Fourier space, both having partial sums decaying in
a Gaussian manner. The formulation of our method guar-
antees that the velocity on the wall is analytically zero
independent of the number of summands used. We also
introduce an empirical approach to compute the ‘optimal’
number of summands in the real space and Fourier space
corresponding to a given splitting parameter.

Hoang-Ngan Nguyen
University of California, Merced
zhoangngan@gmail.com

Karin Leiderman

Department of Applied Mathematics & Statistics
Colorado School of Mines

kleiderman@mines.edu

MS86
Parallel-in-Time Simulation of Biofluids

We extend Parareal, a parallel-in-time method, to simu-
late the fluid around bio-inspired, dynamic structures over
a period of time. The shapes and positions of the struc-
tures can be tracked by solving a system of Ordinary Dif-
ferential Equations (ODEs). We usually apply an ODE
solver to it and invoke a solver for fluid-structure interac-
tions, such as the Method of Regularized Stokeslets (MRS),
in the ODE solver to compute the flow field. Parareal
aims to accelerate the solution of ODEs by solving them
on slices of the time domain simultaneously on multiple
processors. It alternates between a ”parallel sweep” and a
”serial sweep”: in the parallel sweep, the solutions on the
time slices are predicted simultaneously; and in the serial
sweep that follows, a less accurate but faster coarse ODE
solver is applied to correct the predicted solutions serially.
Our main contributions are demonstrating the applicability
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of Parareal to the simulation of biofluids, proposing three
novel coarse solvers for the serial sweep, and performing
convergence analysis for the proposed solvers and for the
Parareal equipped with them. The new solvers are con-
structed by extrapolating existing solvers that use various
regularization parameters in the MRS and/or time steps
and are easy to implement; they also take advantage of
parallel computing. We show that the Parareal equipped
with the proposed coarse solvers can achieve a considerably
higher parallel speedup than spatial parallelization.

Weifan Liu, Minghao W. Rostami
Syracuse University
wliu07@syr.edu, mwrostam@syr.edu

MS86

Algorithmic Developments for the Method of Reg-
ularized Stokeslets

The regularized stokeslet method is an accessible and ele-
gant method for the solution of Stokes flow problems with
complex shaped moving boundaries which arise in biologi-
cal fluid mechanics. This talk will discuss algorithmic de-
velopments that preserve the implementational simplicity
of the method while significantly reducing computational
cost, thereby extending the range of biological systems that
can be investigated. Computational approaches include
nearest-neighbour interpolation for the traction, which re-
moves the trade-off between regularization and quadra-
ture error, graphical processing unit implementation, and
Richardson extrapolation in the regularization parameter.
We conclude by discussing applications to sperm motility
and the left-right symmetry breaking organ of the verte-
brate embryo.

David Smith
University of Birmingham
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MS87

Principal Trading Arrangements: Optimality un-
der Temporary and Permanent Price Impact

We study the optimal execution problem in a principal-
agent setting. A client contracts to purchase a large posi-
tion from a dealer at a future point in time. In the interim,
the dealer acquires the position from the market, choos-
ing how to split the parent order into smaller child orders.
Price impact may have a temporary and a permanent com-
ponent. There is hidden action in that the client cannot
directly dictate the dealer’s trades. Rather, she chooses
a contract with the goal of minimizing her expected pay-
ment, taking as given how the dealer’s trading will depend
on the contract. Solving the coupled optimization prob-
lems of the client and dealer, we characterize explicitly the

optimal contract and the dealer’s trading strategy.
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University of British Columbia
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Northwestern University
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MS87

Mortality and Healthcare: a Stochastic Control
Analysis under Epstein-Zin Preferences

This paper studies optimal consumption, investment, and
healthcare spending under Epstein-Zin preferences. Given
consumption and healthcare spending plans, Epstein-Zin
utilities are defined over an agent’s random lifetime, par-
tially controllable by the agent as healthcare reduces mor-
tality growth. To the best of our knowledge, this is the first
time Epstein-Zin utilities are formulated on a controllable
random horizon, via an infinite-horizon backward stochas-
tic differential equation with superlinear growth. A new
comparison result is established for the uniqueness of asso-
ciated utility value processes. In a Black-Scholes market,
the stochastic control problem is solved through the re-
lated Hamilton-Jacobi-Bellman (HJB) equation. The ver-
ification argument features a delicate containment of the
growth of the controlled morality process, which is unique
to our framework, relying on a combination of probabilistic
arguments and analysis of the HJB equation. In contrast
to prior work under time-separable utilities, Epstein-Zin
preferences largely facilitate calibration. In four countries
we examined, the model-generated mortality closely ap-
proximates actual mortality data; moreover, the calibrated
efficacy of healthcare is in broad agreement with empirical
studies on healthcare across countries.

Yu-Jui Huang

Department of Applied Mathematics
University of Colorado at Boulder
yujui.huang@colorado.edu

Joshua Aurand
University of Colorado, Boulder
joshua.aurand@dcu.ie

MS87
Mortgage Contracts and Selective Default

We analyze recently proposed mortgage contracts which
aim to eliminate selective borrower default when the loan
balance exceeds the house price (the “underwater’ effect).
We show that contracts which automatically reduce the
outstanding balance in the event of local house price decline
remove the default incentive, but may induce prepayment
in low price states. However, low state prepayments vanish
if the borrower benefit from home ownership is sufficiently
high. We also show that capital gain sharing features, such
as prepayment penalties in high house price states, are in-
effective, as they virtually eliminate prepayment. For ob-
served foreclosure costs, we find that contracts with auto-
matic balance adjustments become preferable to the tradi-
tional fixed rate mortgage at contract rate spreads between
50-100 basis points, depending on how far prices must fall
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before adjustments are made. Furthermore, these spreads
rapidly decrease with the borrower benefit from home own-
ership. Our results are obtained using American options
pricing methods, in a model with diffusive home prices,
and either diffusive or constant interest rates. We deter-
mine the contract, default and prepayment option values
with optimal decision rules. We provide explicit solutions
in the perpetual case with constant interest rates; and nu-
merically compute the prepayment and default boundaries
in the general setting. This is joint work with Scott Rober-
ston.

Yerkin Kitapbayev

North Carolina State University
Department of Mathematics
ykitapb@ncsu.edu

Scott Robertson

Questrom School of Business
Boston University
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MS87

A Case Study on Stochastic Games on Large
Graphs in Mean Field and Sparse Regimes

We study a class of linear-quadratic stochastic differential
games in which each player interacts directly only with
its nearest neighbors in a given graph. We find a semi-
explicit Markovian equilibrium for any transitive graph,
in terms of the empirical eigenvalue distribution of the
graphs normalized Laplacian matrix. This facilitates large-
population asymptotics for various graph sequences, with
several sparse and dense examples discussed in detail. In
particular, the mean field game is the correct limit only
in the dense graph case, i.e., when the degrees diverge in
a suitable sense. Even though equilibrium strategies are
nonlocal, depending on the behavior of all players, we use a
correlation decay estimate to prove a propagation of chaos
result in both the dense and sparse regimes, with the sparse
case owing to the large distances between typical vertices.
We show also that the mean field game solution can be
used to construct decentralized approximate equilibria on
any sufficiently dense graph sequence, even without assum-
ing that the graphs are transitive.

Daniel Lacker
Columbia University
daniel.lacker@columbia.edu

Agathe Soret
Columbia University, U.S.
acs2298@columbia.edu

MS88
Stein Variational Reduced Basis Bayesian Inversion

We present a Stein variational reduced basis method
(SVRB) to solve large-scale PDE-constrained Bayesian in-
verse problems. To address the computational challenge
of drawing numerous samples requiring expensive PDE
solves from the posterior distribution, we integrate an
adaptive and goal-oriented model reduction technique with
an optimization-based Stein variational gradient descent
method (SVGD). We present a detailed analysis for the
reduced basis approximation errors of the potential and
its gradient, the induced errors of the posterior distribu-
tion measured by Kullback—Leibler divergence, as well as
the errors of the samples. To demonstrate the computa-

tional accuracy and efficiency of SVRB, we report results of
numerical experiments on a Bayesian inverse problem gov-
erned by a diffusion PDE with random parameters with
both uniform and Gaussian prior distributions. Over 100X
speedups are shown to be achieved while the accuracy of
the approximation of the potential and its gradient is pre-
served.

Peng Chen
University of Texas in Austin
peng@oden.utexas.edu

MS88

Space and Chaos Expansion Galerkin POD for Un-
certainty Quantification of PDEs with Random Pa-
rameters

Already a single forward simulation of a PDE model in
three spatial dimensions can be demanding in terms of
memory requirements and computational effort. To quan-
tify uncertainties in the solution that are induced by ran-
dom changes in model parameters, either many sample sim-
ulations are needed (like in Monte-Carlo approaches) or
additional model dimensions have to be introduced (as in
Galerkin-type approaches). The Galerkin-type approach of
polynomial chaos expansion (PCE) bases on a (truncated)
expansion of the uncertainty component in the solutions.
In this PCE model, every uncertainty component adds one
dimension to be discretized. It has been observed that the
resulting multidimensional problem can be well approxi-
mated in a tensorized space. In this talk, we report on
our recent work using Galerkin POD for tensorized bases
to reduce the single dimensions optimally with respect to
multidimensional snapshot data. We will introduce the rel-
evant generalizing point of view of POD that we have suc-
cessfully applied for optimal control of deterministic PDEs
and show its extension to combined Finite Elements and
PCE discretizations, and how it efficiently enables Uncer-
tainty Quantification of a 3D convection-diffusion process.

Jan Heiland, Peter Benner

Max Planck Institute for Dynamics of Complex Technical
Systems, Magdeburg, Germany
heiland@mpi-magdeburg.mpg.de,
magdeburg.mpg.de
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MS88

Rate-Optimal Refinement Strategies for Inference
with Expensive Models

Many Bayesian inference problems involve target distribu-
tions whose density functions are computationally expen-
sive to evaluate. Replacing the target density with a local
approximation based on a small number of carefully cho-
sen density evaluations can significantly reduce the com-
putational expense of Markov chain Monte Carlo (MCMC)
sampling. Moreover, continual refinement of the local ap-
proximation can guarantee asymptotically exact sampling.
We devise a new strategy for balancing the decay rate of
the bias due to the approximation with that of the MCMC
variance. We prove that the error of the resulting local
approximation MCMC (LA-MCMC) algorithm decays at
roughly the expected 1/ VT rate, and we demonstrate this
rate numerically. We also introduce an algorithmic pa-
rameter that guarantees convergence given very weak tail
bounds, significantly strengthening previous convergence
results. We discuss generalizations of this approach, and
demonstrate LA-MCMC on a computationally intensive
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Bayesian inverse problem arising in groundwater hydrol-
ogy.

Andrew D. Davis
MIT
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MS89

Can Stable and Accurate Neural Networks Be
Computed? - On the Barriers of Deep Learning
and Smale’s 18th Problem

Deep learning (DL) has had unprecedented success and is
entering scientific computing with full force. However, DL
suffers from a universal phenomenon: instability, despite
universal approximating properties often guaranteeing the
existence of stable and accurate neural networks (NNs).
We demonstrate basic well-conditioned problems in scien-
tific computing where NNs with great approximation qual-
ities are proven to exist, however, there does not exist any
algorithm, even randomised, that can train (or compute)
such a NN to even 1-digit of accuracy with a probability
greater than 1/2. These results provide basic foundations
for Smale’s 18th problem (”What are the limits of AI?”)
and imply a potentially vast classification theory describ-
ing conditions under which (stable) NNs with a given ac-
curacy can be computed by an algorithm. We begin this
theory by initiating a unified theory for compressed sensing
and DL, leading to sufficient conditions for the existence
of algorithms that compute stable NNs in inverse prob-
lems. We introduce Fast Iterative REstarted NETworks
(FIRENETS), which we prove and numerically verify (via
suitable stability tests) are stable. Moreover, we prove that
only O(|log(e)|) layers are needed for an e accurate solu-
tion to the inverse problem (exponential convergence), and
that the inner dimensions in the layers do not exceed the
dimension of the inverse problem. Thus, FIRENETSs are
computationally very efficient.

Matthew Colbrook
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MS89

Approximation of High-Dimensional Discontinuous

Functions by Deep Neural Networks

Functions with structured singularities appear in various
areas of applied math. In image processing, they are
models for natural images, they appear as solutions of
transport dominated PDEs, and in classification problems
they model the classifiers. These functions are tradition-
ally problematic for classical approximation methods due
to their non-smoothness and often also high dimension-
ality. We will show that in many scenarios deep neu-
ral networks approximate high dimensional discontinuous
functions with structured singularities with a similar or-
der as if no discontinuity were present. This observa-
tion is especially striking in high dimensions, where we
will demonstrate that high dimensional discontinuous func-
tions, the singularities of which have a generalised form of
bounded variation, can be approximated at a dimension-
independent rate.

Philipp C. Petersen
University of Vienna
pc.petersen.pp@gmail.com

MS89
A Few Thoughts on Deep Network Approximation

Deep network approximation is a powerful tool of function
approximation via composition. We will present a few new
thoughts on deep network approximation: given an arbi-
trary width and depth of neural networks, what is the op-
timal approximation rate of various function classes? Does
the curse of dimensionality exist for generic functions? Can
we obtain exponential convergence for generic functions?
We will answer these questions for networks with different
activation functions and discuss open questions for numer-
ical implementation.

Zuowei Shen
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MS90
Mixed Precision Randomized SVD

Randomized algorithms are a popular technique for per-
forming low rank approximation, with many applications in
scientific computing. Given a matrix A with low numerical
rank, our aim is to compute cheaply some decomposition
that approximates A well. Error analyses for randomized
algorithms typically assume that any floating-point errors
are swamped by the errors introduced by the randomiza-
tion process. Focusing on the randomized SVD, we inves-
tigate how a mixed precision algorithm can be developed
to balance the requirements of speed and accuracy.

Michael P. Connolly
University of Manchester
michael.connolly-3@manchester.ac.uk
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MS90

Replacing Pivoting in Distributed Gaussian Elimi-
nation with Randomized Transforms

Gaussian Elimination is the primary technique for solving
dense systems of linear equations. For many problems,
pivoting is necessary for numerical stability, but can add
a significant overhead on distributed systems, especially
when accelerated with GPUs. We discuss using recursive
butterfly transforms to randomize the matrices and make
pivoting is unnecessary. These transforms use an FFT-like
structure, which allows them to be efficiently applied.

Neil Lindquist, Piotr Luszczek
University of Tennessee
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MS90
Data-Aware Mixed Precision Algorithms

The accuracy of linear algebra computations is heavily
dependent on the data computed with. For example,
floating-point operations on numbers of small magnitude
produce rounding errors of correspondingly small magni-
tude. This property is becoming increasingly important
with the emergence of fast low precision arithmetics sup-
ported in modern hardware, and has given birth to a
wide class of data-driven mixed precision algorithms, which
adapt the precisions they use to the data given to them.
My intention is to survey these data-driven algorithms in
linear algebra, show that they share strong connections,
and propose new research directions to explore within this
new subfield of mixed precision HPC.

Theo Mary
Sorbonne Universite, CNRS, LIP6
theo.mary@lip6.fr

MS90

Performance and Numerical Behaviour of Sparse
Lu Factorization in Single-Precision

It is well established that mixed precision algorithms that
factorize a matrix at a precision lower than the working
precision can reduce the execution time and the energy
consumption of parallel solvers for dense linear systems.
Much less is known about the efficiency of mixed preci-
sion parallel algorithms for sparse linear systems, and ex-
isting work focuses on single-core experiments. We evalu-
ate the benefits of using single-precision arithmetic in solv-
ing double-precision sparse linear systems using multiple
cores, focusing on the key components of LU factorization
and matrix-vector products. We find that single-precision
sparse LU factorization is prone to a severe loss of per-
formance due to the intrusion of subnormal numbers. We

identify a mechanism that allows cascading fill-ins to gener-
ate subnormal numbers and show that automatically flush-
ing subnormals to zero avoids the performance penalties.
Our results show that the anticipated speedup of 2 over a
double-precision LU factorization is obtained only for the
very largest of our test problems. We also find that us-
ing single precision for the matrix-vector product kernels
provides an average speedup of 1.5 over double precision
kernels, but new mixed-precision algorithms are needed to
exploit this benefit without losing the performance gain
in the process of refining the solution to double precision
accuracy.
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MS92

Contrasting Sensitivity and Data Assimilation in
the Context of the Autoimmune Disease Alopecia
Areata

Alopecia Areata (AA) is an autoimmune disease character-
ized by hair loss, often in distinct spatial patches. Hair fol-
licles are one of the few immune privilege sites meaning for-
eign antigens do not elicit an immune response. The cause
of AA is thought to be a catastrophic loss of immune sup-
pression through an autoimmune guardian mechanism. We
have previously developed a model that characterizes the
dynamics of a both single hair follicles and larger patches of
follicles, the immune guardian mechanism, and the immune
system response. The model captures key characteristics
of the disease and sensitivity analysis shows that there are
specific processes that play a district role in the progression
of the hair loss patches. Recently we began studying the
inverse problem associated with taking partial observations
that might be made in a clinic to estimate the disease state.
Using synthetic data, we show that the data assimilation
method capitalizes on sensitivity to enhance the conver-
gence to true parameters. This is a non-intuitive result
since sensitive parameters are often difficult to estimate
with other methods.
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MS92

Bayesian Uncertainty Quantification for Particle-
Based Simulation of Lipid Bilayer Membranes

A number of problems of interest in applied mathemat-
ics and biology involve the quantification of uncertainty in
computational and real-world models. A recent approach
to Bayesian uncertainty quantification using transitional
Markov chain Monte Carlo (TMCMCO) is extremely paral-
lelizable and has opened the door to a variety of applica-
tions which were previously too computationally intensive
to be practical. In this talk, we first explore the machin-
ery required to understand and implement Bayesian uncer-
tainty quantification using TMCMC. We then describe dis-
sipative particle dynamics, a computational particle sim-
ulation method which is suitable for modeling biological
structures on the subcellular level, and develop an example
simulation of a lipid membrane in fluid. Finally, we apply
the algorithm to a basic model of uncertainty in our lipid
simulation, effectively recovering a target set of parameters
(along with distributions corresponding to the uncertainty)
and demonstrating the practicality of Bayesian uncertainty
quantification for complex particle simulations.

Anastasios Matzavinos
Brown University
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MS92

UQ and Estimation of Quantities of Interest in
Safety Pharmacology Applications

The main goal of cardio-toxicity studies is to assess the im-
pact of molecules on the electrical activity of cardiac cells.
In experiments, groups of cells are monitored in a control
state and when a given concentration of a molecule is in-
jected; an electro graph is recorded (called Field Potential).
The main goal is to determine, based on the recorded sig-
nals, the electrical conductivity of the different ionic chan-
nels and how they are altered by the molecule. The in-
trinsic variability, the heterogeneities and the parametric
uncertainty of the system have to be taken into account in
order to perform a robust estimation of the ionic channel
properties. To this end, some methods are investigated:
first, numerical strategies to account for the uncertainties
of the system and build an in-silico population of experi-
ments are presented; second, a greedy dimension reduction
strategy for classification in high-dimensional setting is de-
tailed. Several realistic test cases are presented.

Damiano Lombardi
INRIA Paris-Rocquencourt
damiano.lombardi@inria.fr

Fabien Raphel
INRIA
fabien.raphel@inria.fr

MS92

Estimating Heterogeneity in Prostate Cancer and
its Effect on Treatment Resistance

Prostate cancer is treated with hormonal therapy, which
is very successful initially but eventually becomes resis-
tant. Without accounting for the phenotypic heterogene-
ity present in tumors, it is impossible to reliably predict

treatment outcomes or the onset of treatment resistance.
While mathematical models have been developed to incor-
porate structured heterogeneity, little work has been done
to validate and parameterize these models with aggregate
preclinical or clinical data. It is difficult to ascertain cel-
lular heterogeneity from clinical data such as biomarker
measurements, since clinical data is aggregated and does
not provide information about the various subpopulations
of the tumor (e.g., how sensitive or resistant they are to
treatment). Here we discuss a mathematical methodol-
ogy to discover the underlying distribution of sensitive and
resistant tumor cells using aggregated clinical data from
prostate cancer patients. These distributions are then used
to predict the likelihood of success of additional treatment
cycles.

Erica M. Rutter
University of California, Merced
erutter2@ucmerced.edu

MS93

A Process-Based Forecast of Near-Term Distribu-
tional Shifts in Marine Species

Species around the globe are shifting their geographical
ranges in response to climate change. Accurate, near-term
prediction of their future distributions is critical for nat-
ural resource management and biodiversity conservation.
At short time scales, transient dynamics of populations
not in equilibrium with the environment may strongly in-
fluence species distributions, underscoring the need to ex-
plicitly model demography. We developed a process-based
dynamic range model that estimates demographic rates,
and the relationship between those rates and the environ-
ment, to forecast species range shifts in response to tem-
perature change. This hierarchical Bayesian model uses
only data on species occurrences and abundances to esti-
mate parameters and simulate future states. We fitted this
model to historical occurrence and abundance data from
demersal trawl surveys conducted annually by the National
Oceanic and Atmospheric Administration since the 1960s.
We focused on four species of importance to fisheries in the
mid-Atlantic region summer flounder, shortfin squid, spiny
dogfish, and gray triggerfish and made forecasts for every
year up to a decade (2009-2018). We then compared our
annual forecasts to the real data from the testing interval,
and to predictions from correlative models. The dynamic
range model outperformed a generalized additive model in
explaining historical species distributions when tested on
out-of-sample data. Incorporating stage-structured popu-
lation dynamics improved forecast skill. Ongoing work will
expand on model evaluation and comparison, and address
the selection of appropriate observation models. This work
is among the first applications to real data of a class of
models that shows great promise in ecological forecasting:
dynamic range models that can make mechanistic predic-
tions about the future by estimating process rates from sur-
vey data. By explicitly modeling demographic processes,
this study advances the ability to predict short-term range
dynamics of species on the move.

Alexa Fredston
Rutgers University
School of Environmental and Biological Sciences



104

SIAM Annual Meeting (AN21)

fredston@rutgers.edu

MS93
Modeling Optimal Responses in a Changing Arctic

Animals must balance a series of tradeoffs in order to max-
imize their fitness, continuously balancing risks and re-
wards. Their decisions depend on complex interactions be-
tween environmental conditions, behavioral plasticity, re-
productive biology, and energetic demands. As animals re-
spond to novel environmental conditions caused by climate
change, their optimal decisions may shift. Stochastic dy-
namic programminga stochastic optimal control approach-
provides a flexible modeling framework within which to
explore these trade-offs, but this method has not yet been
used to study possible changes in optimal behaviors caused
by climate change. We created a stochastic dynamic pro-
gramming model capturing trade-off decisions required by
an individual adult female polar bear as well as the fitness
consequences of her decisions. We predicted optimal forag-
ing habitat selection throughout her lifetime as well as the
energetic thresholds below which it is optimal for her to
abandon a reproductive attempt. To explore the effects of
climate change, we shortened the spring feeding period by
up to 3 weeks, which led to predictions of shifted foraging
habitat use and higher reproductive thresholds. The re-
sulting changes in fitness may be interpreted as a best-case
scenario, where bears adapt instantaneously and optimally
to new environmental conditions.

Jody Reimer
University of Utah
Mathematics
reimer@math.utah.edu

MS93

Soil-Climate Feedbacks:
Simulations with Math

Illuminating Black Box

Soil carbon stocks have the potential to be a strong source
or sink for carbon dioxide over the next century, playing a
critical role in climate change. Yet there was little agree-
ment on soil carbon stocks between 11 Earth system models
(ESMs) in the Climate Model Intercomparison Project 5.
Predicted present-day stocks ranged from roughly 500 Pg
to over 3000 Pg and predicted changes over the 21st cen-
tury ranged from -70 Pg to +250 Pg. Why do such large
differences exist between the models and are they all right?
Examining the codebase for all ESMs was intractable. In-
stead, we fit a simplified model to ESM simulation outputs
based on underlaying documented mathematical structure
and initialization routines. We were able to explain most
of the underlaying simulation behavior using this reduced
complexity model. In general, model differences were ex-
plained by different in parameterization and inputs (mass
and temperature), not underlaying structure. Further-
more, this variation reflects real world uncertainties in our
observations, implying that the soil carbon response to cli-
mate change is extremely uncertain over the next century.

Kathe Todd-Brown
University of Florida
Environmental and Engineering Sciences

ktoddbrown@ufl.edu

MS93
Modeling the Growth, Spread, and Control of the

Invasive Eurasian Watermilfoil

Eurasian watermilfoil (EWM) is one of the most invasive
aquatic plants in the US, found throughout most of the
US and in Southern Canada and introduced into North
America in the 1940s (originating from Europe, Asia, and
North Africa). Like other invasive plants, EWM has the
ability to grow and spread quickly, forming dense monocul-
tures, due to its ability to outcompete many native aquatic
plants. Expanding on previous theoretical models, we use
an ordinary differential equation (ODE) approach to model
the growth of IWM, which depends on lake characteristics
such as lake clarity, available nutrients, temperature, and
depth, and a partial differential equation (PDE) model to
account for seasonal diffusion of the plants roots (stolons).
In addition, we describe some of the field work being done
on the infested Lake Norwood in Upstate NY, where EWM
samples are being taken to fit modeling results. One of the
main parts of this project is to design a sustainable ap-
proach, to aid in EWM reduction with minimal cost and
effort by influenced lake stakeholders. With this in mind,
we show using numerical simulations how various control
techniques, such as localized handpulling and placement of
mats that block sunlight, can be used to mitigate EWM in-
vasions. In addition, another appealing control technique
is the use of biocontrol to reduce EWM. Here, we describe
a machine-learning approach that predicts biocontrol suc-
cess (the milfoil weevil)) at EWM reduction. To develop
our predictive model, we first performed a metadata anal-
ysis from 133 published peer-reviewed literature and pro-
fessional reports of weevil augmentation field experiments,
collecting data lake characteristics (limnological and land-
scape) and weevil augmentation strategies. The predictive
model works by learning patterns among lake characteris-
tics, along with the recorded augmentation strategy (ab-
solute number of weevils, number of applications) and the
reported success of each study.

Diana White
Clarkson University
dtwhite@clarkson.edu

MS94

Selectivity of the KcsA Potassium Channel: Anal-
ysis and Computation

Ton channels regulate the flux of ions through cell mem-
branes and play significant roles in many physiological
functions. Most of the existing literature focuses on compu-
tational approaches based on molecular dynamics simula-
tion or numerical solution of the modified Poisson-Nernst-
Planck (PNP) system. In this paper, we present an ana-
lytical and computational study of a mathematical model
of the KcsA potassium channel, including the effects of ion
size (Bikerman model) and solvation energy (Born model).
Under equilibrium conditions, we obtain an analytical solu-
tion of our modified PNP system, which is used to explain
selectivity of KcsA of various ions. For the nonequilibrium
cases, due to difficulties associated with a pure analytical or
numerical approach, we use a hybrid analytical-numerical
method to solve the modified PNP system. Our predictions
of selectivity of KcsA channels and saturation phenomenon
of the current-voltage (I-V ) curve agree with experimental
observations.

Zilong Song

University of California, Riverside
buctsongzilong@163.com
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MS95

Numerical Evidence for the Validity of the Kinetic
Wave Equation

In this talk, I will present joint work with Banks, Korotke-
vich, Kovacic and Shatah related to the validity of kinetic
wave equation (KWE) for the Nonlinear Schrdinger equa-
tion under certain scaling regimes. More specifically, I will
provide numerical evidence that supports the validity of the
KWE under regimes predicted by theory. I will link this
work to prior analytical work of myself, Germain, Hani and
Shatah.
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MS95

Description of Potential Fluid Flow with Free Sur-
face by Singularities of Analytic Functions

As evident from numerical simulations of free surface waves
in conformal variables, the fluid flow can be described by
analytic functions with square-root type branch points.
We introduce a complex fluid potential having exactly
two square-root branch points, and formulate a system of
pseudo-differential PDEs posed on a branch cut connect-
ing these points. This result is of fundamental importance
for understanding of formation of singularities on the free
surface of ideal fluid in 2D. The present approach allows
generalization two multiple pairs of branch points. Pairs of
branch points may be viewed as particles with long range

interactions.

Sergey Dyachenko
University at Buffalo
sergeydy@buffalo.edu

Alexander Dyachenko
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MS95

Is Dark Matter a Manifestation of Energy Trapped
in Pattern Structures?

We investigate the origin of the flattening of the rotation
curves for both HSB and LSB disk galaxies and many of the
observed scaling relations from the point of view that 'dark
matter’ may simply be a manifestation of energy trapped
in pattern defects arising as the result of gravitationally
induced instabilities of ordinary baryonic matter. Our the-
ory leads to detailed rotation curves, to the Tully-Fisher
(BFTR), the radial acceleration relation (RAR), the Free-
man Law and provides a physical mechanism to explain
the effectiveness of MOND theory.

Alan Newell, Shankar C. Venkataramani

University of Arizona

Department of Mathematics
anewell@math.arizona.edu, shankar@math.arizona.edu

MS95
On the Derivation of the Kinetic Wave Equation

Wave turbulence is out-of-equilibrium statistical mechan-
ics of random weakly nonlinear dispersive waves. It con-
jectures the existence of a kinetic wave equation which de-
scribes the evolution of the expected value of the square
of the amplitude of the Fourier modes. This description
is supposed to occur at a time scale depending on wave-
length localization and the strength of the nonlinearity. In
this talk we will describe theoretical and numerical results
towards confirming this conjecture.

Jalal Shatah

Courant Institute of Mathematical Sciences
New York University

shatah@cims.nyu.edu

MS96

Variational Characterization of Order Parameters
in Stochastic Dynamical Systems

A prevalent theme in quantitative science is the predic-
tion of emergent large-scale phenomena in systems con-
sisting of many microscopically interacting entities. Ex-
amples include molecular dynamics, traffic flow and so-
ciodynamics. The identification of representative macro-
scopic observables (also known as order parameters or re-
action coordinates, depending on context), often marks the
first step for understanding these phenomena. In the first
half of my talk, I will present how the problem of iden-
tifying optimally-consistent order parameters from micro-
scopic simulation data can be posed as a variational prob-
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lem that is accessible to modern machine learning methods,
such as deep neural networks. Such methods are however
notorious for demanding a large amount of training data in
order to develop their full predictive capacity. In the case
of predicting order parameters, one might expect that the
amount of simulation data needs to grow with the size of
the system, and in the worst case depends exponentially
on the dimension of the state space. I will show that under
the right re-formulation of the variational problem this is
not the case, and that the data requirement depends only
on the dimension of the optimal order parameter.

Andreas Bittracher, Mattes Mollenhauer

Freie Universitat Berlin
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MS96

Exploring High Dimensional Configuration Spaces
of Molecules using Reinforced Dynamics

Enhanced sampling methods such as metadynamics and
umbrella sampling have become essential tools for explor-
ing the configuration space of molecules and materials. At
the same time, they have long faced the following dilemma:
Since they are only effective with a small number of collec-
tive variables (CVs), choosing the right CVs become criti-
cal for their accuracy. Yet until now, we still lack system-
atic methodologies for selecting the correct CVs. In this
talk, we will demonstrate that reinforced dynamics can be
used to efficiently explore the configuration space and free
energy landscapes with a large set of CVs, thereby allevi-
ating the difficulty associated with choosing the right CVs.
We illustrate this by studying various representative and
challenging examples.

Weinan E

Princeton Univesity
Department of Mathematics
weinan@math.princeton.edu

MS96

Automatic Differentiation to Simultaneously Iden-
tify Nonlinear Dynamics and Extract Noise Prob-
ability Distributions from Data

The sparse identification of nonlinear dynamics (SINDy) is
a regression framework for the discovery of parsimonious
dynamic models and governing equations from time-series
data. As with all system identification methods, noisy mea-
surements compromise the accuracy and robustness of the
model discovery procedure. In this work, we develop a
variant of the SINDy algorithm that integrates automatic
differentiation and recent time-stepping constrained mo-
tivated by Rudy et al. for simultaneously (i) denoising
the data, (ii) learning and parametrizing the noise prob-
ability distribution, and (iii) identifying the underlying
parsimonious dynamical system responsible for generating
the time-series data. Thus within an integrated optimiza-
tion framework, noise can be separated from signal, re-
sulting in an architecture that is approximately twice as

robust to noise as state-of-the-art methods, handling as
much as 40% noise on a given time-series signal and explic-
itly parametrizing the noise probability distribution. We
demonstrate this approach on several numerical examples,
from Lotka-Volterra models to the spatio-temporal Lorenz
96 model. Further, we show the method can identify a
diversity of probability distributions including Gaussian,
uniform, Gamma, and Rayleigh.

Kadierdan Kaheman
University of Washington
kadierk@uw.edu

MS96

Identification of Information Bottleneck for Model
Reduction of Stochastic Systems

Model reduction is one of the most important problems
for analysis of complex physical and chemical processes in
many scientific disciplines. The general aim of model re-
duction is to find a small number of observations of the
system state, usually called reaction coordinate (RC), and
project the original kinetics to the space of the observa-
tions so that the essential part of the full kinetics can be
accurately characterized. The information bottleneck pro-
vides a powerful analysis tool for the model reduction of
stochastic systems, but the identification algorithm of in-
formation bottleneck remains challenging for nonlinear and
high-dimensional stochastic systems. In this talk, we will
introduce some novel deep learning based algorithms for
this problem. In contrast with existing algorithms, our al-
gorithms can (i) provide the explicit representation of the
full-state kinetics reconstructed from the reduced model,
and (ii) lead to an interpretable reduced kinetic model due
to the practical requirements.

Hao Wu

Tongji University

School of Mathematical Sciences
hwu@tongji.edu.cn

MS97

Dynamic Behavior of Fluid-Conveying Pipe under
Axial Force and Travelling Load

In this study, the problem of the dynamic behaviour of
fluid-conveying pipe under axial force and travelling load
is considered. The Generalized Galerkin Method (GGM)
is used to reduce the governing fifth order partial differ-
ential equation(PDE) to a set of ordinary second order
differential equation(ODE). Impulse response function is
further used to treat this problem to obtain analytical
solution.Analytical solution of this problem is obtained
and various results depicting the effects of vital parame-
ters of the system on the vibration of the fluid-conveying
pipe are presented. Vibration profiles of the vibrating
system are presented for various values of Fluid Veloc-
ity, Axial Tension, Natural frequency, the Damping pa-
rameter and Foundation Stiffness. Faculty Advisors: Ba-
batope Omolofe, Federal University of Technology Akure,
bomolofe@futa.edu.ng
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Accelerated Alternating Minimization for X-ray
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Tomographic Reconstruction

While Computerized Tomography (CT) images can help
detect disease such as Covid-19, regular CT machines are
large and expensive. Cheaper and more portable machines
suffer from errors in geometry acquisition that downgrades
CT image quality. The errors in geometry can be rep-
resented with parameters in the mathematical model for
image reconstruction. To obtain a good image, we formu-
late a nonlinear least squares problem that simultaneously
reconstructs the image and corrects for errors in the ge-
ometry parameters. We develop an accelerated alternating
minimization scheme to reconstruct the image and geom-
etry parameters. Faculty Advisors: Nagy, James, Emory
University, jnagy@emory.edu

Peijian Ding
Emory University
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MS97

Analyzing Gyrostat Equilibria using Numerical Al-
gebraic Geometry

A gyrostat, first designed by Lord Kelvin, is a gyroscope
encased in a rigid box. Its dynamical properties are con-
trolled by six homogeneous representing inertia and an-
gular momentum of the wheel with the steady-state so-
lutions of the gyrostat are dependent on the parameters.
This talk will discuss an analysis of the parameter space of
a simplified gyrostat model with only three homogeneous
parameters using numerical algebraic geometry in spheri-
cal coordinates to compute the connected components of
the parameter space with the same steady-state solution
behavior. This is joint work with Jonathan Hauenstein.
Faculty Advisors: Jonathan Hauenstein, Professor at the
University of Notre Dame, hauenstein@nd.edu

Matthew Howard
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MS97
Density of States Graph Kernels

A fundamental problem on graph-structured data is that
of quantifying similarity between graphs. Graph kernels
are an established technique for such tasks; in particu-
lar, those based on random walks and return probabilities
have proven to be effective in wide-ranging applications,
from bioinformatics to social networks to computer vision.
However, random walk kernels generally suffer from slow-
ness and tottering, an effect which causes walks to overem-
phasize local graph topology, undercutting the importance
of global structure. To correct for these issues, we recast
return probability graph kernels under the more general
framework of density of states — a framework which uses
the lens of spectral analysis to uncover graph motifs and
properties hidden within the interior of the spectrum —
and use our interpretation to construct scalable, composite
density of states based graph kernels which balance local
and global information, leading to higher classification ac-
curacies on benchmark datasets. Faculty Advisors: Bindel,
David, Cornell University, Bindel@cs.cornell.edu
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MS97

Predicting Time-Delayed Chaotic Dynamical Sys-
tems with Machine Learning

The dynamics of physiological systems are significantly im-
pacted by delay. The time-delay caused by the transport
and processing of chemical components and signals may
be of significant consequence. Biological systems present
a challenge to model, analyze and predict. The utilization
of machine learning to build mathematical models of com-
plex systems has rapidly grown. For time-dependent series,
generally a recurrent neural network (RNN), capable of re-
turning past states, is used. In most common RNN imple-
mentations, multiple hidden layers are rebalanced during
training to achieve adequate results. However, these im-
plementations can be computationally expensive and may
require extensive training data. Here, we utilize a type of
RNN called an echo state network (ESN), a static, ran-
domly initialized reservoir of nodes. We study systems
exhibiting chaotic time-delay such as the degrade-and-fire
circuits and delay-linear shear flow, with a primary focus
on the physiological insulin-glucose system. Manipulating
only signal propagation and input smoothing, we model
these systems with generated reservoirs. In future works,
we will further tune the reservoir, addressing stability and
noise. We intend to research the use of other machine
learning techniques in determining the optimal parameters
for reservoir generation. Faculty Advisors: Ott, William,
University of Houston, wrott@central.uh.ed
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MS97

Anderson Localization of Walking Droplets in a
Random Topography

In this talk, we describe the first classical model for An-
derson localization of conduction electrons by demonstrat-
ing analogous localization phenomena in a hydrodynamic
pilot-wave system. Anderson localization is understood ex-
clusively as a wave interference effect; we are taught that
no deterministic particle-based theory can rationalize the
localization of electrons in disordered media. We are thus
forced to neglect the twofold nature of quantum systems
as both particles and waves. By examining the emergent
statistics of a wave-driven walking droplet as a classical
analog of a quantum particle guided by the Schrdinger
equation, we demonstrate that Anderson localization can
be rationalized by a deterministic pilot-wave interpretation
of quantum mechanics, such as the de Broglie-Bohm the-
ory. As the first particle-based model for Anderson local-
ization, our project contributes to the rapidly growing list
of quantum phenomena reproduced with pilot-wave hydro-
dynamics, motivating the use of such model systems for
classical and mechanistic interpretations of the counter-
intuitive predictions made by quantum mechanics. Faculty
Advisors: Pedro Saenz, Physical Mathematics Laboratory,
saenz@unc.edu
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MS97

Numerical Experiments in compuGUT

The colon is a difficult area to research and perform ex-
periments on due to its physical inaccessibility within the
body. We run numerical experiments in a software package
called compuGUT, that is used to simulate intestinal di-
gestion and fermentation as fiber moves through the colon.
This program was created with the intention of being ac-
cessible to scientists even if they had limited programming
knowledge through the use of user-friendly adjustment of
parameters. The process of digestion, exchange, and trans-
port that occurs within the colon is described by a set of
mathematical models. Due to the complexity of the mod-
els, computational methods were implemented to approxi-
mate this solution. In order to determine the sensitivity of
the approximate solution, we perturb parameters by small
numerical values. Then by comparing the perturbed solu-
tion to the original solution, we can gain insight into the
sensitivity of the solution with respect to each parame-
ter. This presentation will give a general overview of how
compuGUT works and some preliminary results. Faculty
Advisors: Melara, Luis, Advisor, lamelara@ship.edu
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MS97

Exploring the Ability of Reservoir Computers to
Learn Chaotic Systems

A Reservoir Computer is a machine learning model gov-
erned by an ordinary differential equation with an inter-
nal complex network. We experimented with millions of
Reservoir Computers that were applied to learn and pre-
dict the chaotic dynamics described by the Lorenz Attrac-
tor. We examined the dynamics and numerical findings
of these experiments. We investigated how predictability
is affected by different topologies of the internal network
including extremely sparse versions of these networks. An-
other hyper-parameter in the experiments was the spectral
radius of the internal network as controlled by a rescaling
of the adjacency matrix to yield the desired spectral radius.
Numerous experiments describe an interesting interaction
between these two hyper-parameters, namely the sparsity
and spectral radius of the network. When models have no
edges removed then they perform well with a small spectral
radius. Remarkably, when edge removal is increased to 70%
or above, then a higher spectral radius will yield better pre-
dictors of Chaos than standard models. These experiments
suggest that the spectral radius hyper-parameter and the
random edge removal percentage of the network combine in
unexpected ways to improve predictability. These exper-
iments illustrate design principles to enhance learning of
Reservoir Computers on Chaotic Systems like the Lorenz
Attractor. Faculty Advisors: Webb, Benjamin, Brigham
Young University,bwebb@math.byu.edu
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MS98

Regularized Stokeslets for Geometric Effects on Lo-
comotion

Helicobacter pylori is a bacterium which infects the human
stomach, where it is known to cause ulcers and stomach
cancer. It has a helical cell body and swims using rotat-
ing flagellar filaments. First, combining imaging of swim-
ming H. pylori and numerical modeling using the method
of Regularized Stokeslets, we investigate how much advan-
tage the helical shape can provide for swimming through
Newtonian fluids. We find that it only increases swimming
speed by at most 15% relative to rod-shaped cells. Second,
while swimming through the gastric mucus on its way to
colonize the epithelium, H. pylori actively remodels its sur-
rounding by generating ammonia that turns the nearby gel
into a fluid pocket. We investigate how this active remod-
eling produces complex three-dimensional confinement of
the swimming bacteria, and show how three-dimensional
confinement affects swimming in different ways than two-
dimensional confinement. Both the bacterium and the con-
finement by nearby gel are modeled using the method of
Regularized Stokeslets.
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MS98

Cell-Body Rocking and the Synchronization of
Flagella

Flagella and cilia are widespread across eukaryotic cells
and their coordinated beating is integral to many impor-
tant biological processes. The origin of this synchroniza-
tion is an active area of research. In this talk, a previously
proposed integrative 2d model of the structure and inter-
nal force generating mechanisms of a flagellum is extended
to three dimensions. The resulting fluid-structure interac-
tion is modeled using the method of regularized Stokeslets
combined with a system of images that allows the no-slip
condition to be enforced on spherical surfaces. This model
is used to investigate the influence cell-body rocking has
on the hydrodynamical coupling between flagella.

Forest O. Mannan
Colorado School of Mines
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MS98
Force and Torque Free Swimming near a Boundary

The hydrodynamic effects of a nearby boundary are likely
to be important in the evolution of bacterial motility. We
use the method of images for regularized Stokeslets in nu-
merical simulations to investigate these effects by mod-
eling bacteria of different body sizes and helical geome-
tries swimming near a wall. We verify the results from
the numerical simulations with scaled macroscopic exper-
iments using rotating cylinders, translating cylinders and
constrained rotating helices of different wavelengths. We
compare our numerical and experimental results for rotat-
ing cylinders to the theory by Jeffrey and Onishi. Their
theory is confirmed by our results and it provides a bench-
mark for establishing the correct blob size of regularized
Stokeslets in numerical simulations on a cell body. The
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blob size on the helical flagellum is chosen to match the
numerical results with the experimental ones. We also
find that the propulsive efficiency of bacterial swimming in-
creases for all helical wavelengths when our model is near
a wall, and that the maximum increase in efficiency oc-
curs for biologically relevant helical wavelengths. Our re-
sults show that the body sizes of bacteria are also close to
this optimum for maximal swimming speed. These results
suggest that boundary effects exert an important selective
pressure on bacterial evolution because biological values
are close to the optimal flagellum wavelength and optimal
body size necessary for efficient swimming near a bound-
ary.
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MS98

Collective Swimming and Its Implications for Re-
production

Undulatory filaments are vital for many cellular- and
organism-level processes. These filaments typically serve
to move fluid as well as propel cells, depending on the con-
text. In this talk, we focus on the collective motion of
filaments in a Stokesian fluid, where regularized Stokeslets
are used to model forces exerted along the filament. Our
model is based on the dynamics of sperm, who swim in
highly heterogeneous, viscous fluid environments, and ex-
hibit collective behavior in some species. We will explore
the energetic implications of collective swimming, both in
free-space and near surfaces, and relate this to reproductive
strategies.

Julie Simons
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MS99

Data-Driven Modeling of Subgrid-Scale Processes
using Deep Neural Nets and Transfer Learning

Resolving all the relevant length and time scales in many
fluid flow simulations, particularly of turbulent flows, is
computationally challenging. In practice, low-resolution
models resolve the large-scale processes while the effects
of the small-scale processes are often parameterized in
terms of the large-scale variables. In the past few years,
non-parametric data-driven parameterization (DD-P) us-
ing deep learning has shown promising results, but numer-
ical stability (in online or a posteriori simulations) and gen-
eralization (i.e., extrapolation) have remained as challeng-
ing and important issues to address. In this talk, using 1D
forced Burgers and 2D turbulent flows as testbeds, we 1)
show the promises of DD-P, once correctly trained, in rep-
resenting subgrid-scale effects, in particular by capturing
energy backscattering, while remaining numerically stable,
and 2) demonstrate how transfer learning enables DD-P
to generalize to flows with higher Reynolds numbers and

different numerical resolutions.

Pedram Hassanzadeh
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Mechanical Engineering
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MS100
Calculating the 3D Kings Multiplicity Constant

We present lower and upper bounds for F(ki, k2, k3), the
number of configurations of non-attacking kings on a 3-D
chess board of dimensions k1 X k2 x ks. We develop tech-
niques to compress adjacency matrices enabling us to com-
pute eigenvalues of matrices with dimensions up to 157M
by 157M. We obtain

1.1722475193 < lim

ki,ko,kz—o0

Nicholas Cohen
Clemson University
nickrccohen@gmail.com

Neil Calkin
Clemson University, U.S.
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MS100

Recent Progress in the Rational Factorisation of
Integer Matrices

We identify and analyse obstructions to factorisation of
integer matrices into products N7 N or N2 of matrices
with rational or integer entries. The obstructions arise as
quadratic forms with integer coefficients and raise the ques-
tion of the discrete range of such forms. They are obtained
by considering matrix decompositions over a superalgebra
in which we identify a co-Latin symmetry space.

Matthew Lettington
Cardiff University
lettingtonmc@cardiff.ac.uk

MS100

Bohemian Inners Inverses: A First Step Toward
Bohemian Generalized Inverses

Inner inverses are a particular type of generalized inverses.
More precesily, for a given m x n matriz A, over a field
K, the n x m matrices X, over K, satisfying that AXA
= A, are called inner inverses of A. Inner inverses, due
to Urquhart Theorem, play an important role in the rep-
resentation of many other generalized inverses, and have
the geometric property of being an affine linear space. In
this talk we will study the inner inverses, being bohemian,
of a bohemian matrix, all over the same population. In
particular we will be dealing with some particular fami-
lies of bohemians and, for them, we will show a complete

F(ky, ko, ks)'/*1%2ks <1 179842897
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description of the corresponding bohemian inners. In ad-
dition, when the population is restricted to 0, 1, -1, we
will show exact formulas for the cardinality of the set of
all bohemian inner matrices of a given bohemian matrix.
The work in this talk has been partially supported by the
Spanish Ministerio de Economia y Competitividad, and by
the European Regional Development Fund (ERDF), under
the Project MTM2017-88796-P.
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MS100

Which Columns are Independent? Why does Row
Rank = Column Rank?

At the start of a linear algebra course, we want to recognize
independent columns without using elimination. Small Bo-
hemian matrices A are great candidates. If columns 1 and
2 are independent then they go into C. Suppose column 3
of A equals column 1 + 5 (column 2). The goal is to see
how matrix multiplication A = CR needs 1,0 and 0,1 and
1,5 in the columns of R. Here is a special but important
case. Suppose every column of A is a multiple of column
1. Then all rows are multiples of one row. This starts with
experiment and grows into proof. Gradually the great fact
emerges that column rank equals row rank. The course is
on its way.

Gilbert Strang

Massachusetts Institute of Technology
Mathematics Department
gilstrang@gmail.com

MS101

Fast and Efficient Multi-Domain Learning, A Soft-
ware and Hardware Co-Design Perspective

Nowadays, one practical limitation of deep neural network
(DNN) is its high degree of specialization to a single task or
domain (e.g. one visual domain). It motivates researchers
to develop algorithms that can adapt DNN model to mul-
tiple domains sequentially, meanwhile still performing well
on the past domains. This process of gradually adapt-
ing DNN model to learn from different domain inputs over
time is known as multi-domain learning. In this talk, we
will present his recent research in developing fast and ef-
ficient multi-domain learning method from a software and
hardware co-design perspective.

Deliang Fan
Arizona State University
dfan@asu.edu

MS102
Reduced Order Modeling and Deep Learning of

Turbulent Reacting Flows

Some of the principal impediments of high-fidelity simula-
tion of turbulent hydrocarbon flames are: (i) Keeping track
of O(1000) number of species, each requiring solution of
a transport partial differential equation (PDE). (ii) Mod-
eling of the effects of turbulence, particularly turbulence-
chemistry interactions. (iii) Solving high dimensional equa-
tions describing turbulent combustion closures, such as
those in transported probability density function (PDF)
methods. In this work, we present an arsenal of tech-
niques from deep learning to reduced order modeling to
tackle these open problems in reactive turbulence simula-
tions. We present a novel on-the-fly reduced order model-
ing methodology to significantly reduce the computational
cost of solving the species transport equation by exploit-
ing correlations between species. We present a physics-
informed neural network for learning the unclosed terms
in the PDF transport equation from high fidelity numer-
ical or experimental data. We also present a novel ap-
proach for solving high-dimensional PDF transport equa-
tion using time-dependent basis. We demonstrate that this
method overcomes the curse of dimensionality and does not
have the limitations of Monte-Carlo based Lagrangian PDF
solvers.

Hessam Babaee
University of Pittsburgh
h.babaee@pitt.edu

Peyman Givi
University of Pittsburgh, USA
GiviQengr.pitt.edu

MS102

Structure-Infused Autoencoders for Generative
and Reduced Order Modeling of Spatio-Temporal
Dynamics

This works describes the design of variational autoencoders
for generative modeling and and reduced order modeling of
spatio-temporal dynamics. Particular emphasis is on the
choice of priors and constraints to ensure that the latent
manifold is interpretable and robust enough to be learnt
with small amounts of data. Priors are enforced via a hi-
erarchical Bayesian approach which is implemented as a
nested variational autoencoder within the variational au-
toencoder. The geometry of the latent space is shaped via
the use of Riemannian metrics. Applications are demon-
strated on model combustion problems with an emphasis
on predictions in regions of sparse data.

Karthik Duraisamy
University of Michigan Ann Arbor
kdur@umich.edu

MS102

Construction of Non-Equilibrium Hydrodynamic
Models: Combining Physics and Machine Learn-
ing

The talk presents a new paradigm for the construction of
predictive modeling for the description of non-equilibrium
hypersonic flows from a fundamental physics perspective,
rejecting the empiricism that has prevented progress in the
modeling of hypersonic flows for decades. This effort will
establish the first physics-aware reduced-order model which
relies on a robust Coarse-Grain modeling technique en-
hanced by physics-infused adaptive neural networks. The
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methodology can significantly improve the accuracy, ro-
bustness, and computational efficiency of physical models
for complex multi-physics hypersonic flows. Substantial
progress in the area of computational mathematics and
machine learning have allowed to carry out tasks that a
decade ago seemed unachievable. Particularly interesting
are the Physics-Informed Reduced Order Models, which al-
low for integration of physical constraints into the reduced
order models. We will cover the key aspects involved in
model development, namely: (1) using ab-initio quantum
calculations as a powerful tool to construct high-fidelity
physics-based models; (2) defining reduced-order models
for the simulation of 3D flows leveraging a Maximum En-
tropybased coarse grain model and deep learning to solv-
ing partial differential equations, to enhance computational
complexity while ensuring compliance with physics; (3) val-
idating physical models leveraging the most recent devel-
opments in Uncertainty Quantification algorithms.

Marco Panesi
University of Illinois at Urbana-Champaign
marco.panesi@gmail.com

MS102

Global Convergence of PDE Models with Neural
Networks

We rigorously study the optimization of a class of partial
differential equations (PDEs) with neural networks, specifi-
cally linear elliptic PDEs with neural network source terms.
The neural network parameters in the PDE are optimized
using gradient descent where the gradient is evaluated us-
ing an adjoint PDE. As the number of parameters become
large, the PDE and adjoint PDE converge to a non-local
PDE system. Using this limit PDE system, we are able to
prove convergence of the neural network-PDE to a global
minimum during the optimization. The limit PDE system
contains a non-local linear operator whose eigenvalues are
positive but become arbitrarily small. The lack of a pos-
itive lower bound (i.e., a spectral gap) on the eigenvalues
poses the main challenge for the global convergence proof.
Careful analysis of the spectral decomposition of the cou-
pled PDE and adjoint PDE system is required.

Justin Sirignano
University of Oxford
justin.sirignano@maths.ox.ac.uk

MS103

Nonlinear Eigenvalue Problems in the Theory of
Lattice Waves

Traveling waves in Hamiltonian lattices can often be in-
terpreted as eigenfunctions of certain nonlinear integral
operators. We discuss how this setting can be used to
prove the existence of waves, to implement efficient numer-
ical schemes, and to derive simplified formulas for asymp-
totic regimes. We further address the notoriously difficult
uniqueness problem and present first results for a simple
toy model.

Michael Herrmann

University of Braunschweig

Germany
michael.herrmann@tu-braunschweig.de

Karsten Matthies
University od Bath
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MS103
Language Growth and Death on a Square Lattice

We consider a language dynamics ODE model for two lan-
guages on a square lattice which is an extension of the
one popularized by Abrams and Strogatz. The coupling
between adjacent sites is inherently nonlinear. For this
model we are interested in the existence and spectral sta-
bility of structures such as stripes and spots, and the dy-
namics associated with perturbations of these structures.
The competition between the inter-site coupling strength
and the prestige of the language has interesting dynami-
cal consequences. In particular, the competition leads to
conditions which allow for a language to spread through
the network, or alternatively die. This is joint work with
Panayotis Kevrekidis.

Todd Kapitula
Calvin College
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Panos Kevrekidis
University of Massachusetts Amherst
kevrekid@math.umass.edu

MS103

Non-Reciprocal Lattices with Wave Redirection
Features: Theory and Experiment

We study the non-reciprocal acoustics of a disordered 2D
network of two nonlinear dissipative lattices with weak lin-
ear inter-lattice coupling. Each lattice consists of linearly
grounded unit cells coupled by essentially nonlinear intra-
lattice stiffnesses. This system enables irreversible pas-
sive wave redirection from an impulsively excited lattice
to an absorbing one, governed by the spatial macroscopic
analogue of the Landau-Zener tunneling (LZT) quantum
effect. We theoretically show that LZT wave redirection
occurs only for appropriate selection of the lattice param-
eters and predict it to be robust over a definite energy
range. Wave redirection is in the form of propagating
breathers and is passively tunable (self-adaptive) to the
impulse intensity (energy). The predictions are validated
by experiments by means of a lattice fixture which was
built according to theoretical predictions, and the differ-
ent regimes of the nonlinear acoustics are experimentally
recovered. In addition, we experimentally confirm the non-
reciprocal acoustics of the experimental lattice system, in
good agreement with theory. Our results prove the efficacy
of passive wave redirection in practical dissipative lattice
systems combining nonlinearity, weak coupling and asym-
metry.

Chongan Wang, Ali Kanj
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Department of Mechanical Science and Engineering
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MS103
Random FPUT Chains

We consider a linear Fermi-Pasta-Ulam-Tsingou lattice
with random spatially varying material coefficients. Using
the methods of stochastic homogenization we show that
solutions with long wave initial data converge in an appro-
priate sense to solutions of a wave equation. The conver-
gence is both strong and almost sure, but the rate is quite
slow. The technique combines energy estimates with pow-
erful classical results about random walks, specifically the
law of the iterated logarithm.

J. Douglas Wright
Drexel
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Drexel University
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MS104

A Posteriori Error Analysis for a Space-Time Par-
allel Algorithm: Parareal in Time and Domain De-
composition in Space

This talk presents error estimates for the numerically com-
puted value of a quantity-of-interest (Qol) when time-
parallel and spatial domain decomposition techniques are
employed for the approximation of the solution of a
parabolic partial differential equation (PDE). In particular,
we consider two algorithms: the Parareal algorithm and a
Parareal-Domain Decomposition Algorithm. The Parareal
algorithm is a time-parallel method to solve PDEs while,
as the name suggests, the Parareal-Domain Decomposition
algorithm also employs a parallel domain decomposition
strategy in space in addition to the time-parallelism of the
Parareal method. The error estimates developed in this
work decompose the error in the Qol due to spatial and
temporal discretizations, as well as quantifying the effect
of Parareal and domain decomposition iterations.

Jehanzeb H. Chaudhry
University of New Mexico
jehanzeb@unm.edu
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MS104
High-Order Local Propagation Algorithms for Hy-

perbolic Problems

Local domain-of-dependence is a fundamental feature of
hyperbolic pdes. Mathematically, this means that updates
of the solution at a point or in an element over a time step
can be expressed as the action of some integral operator ap-
plied to neighboring data. In ideal circumstances this fact
enables the use of standard explicit time stepping methods
with time step constrained only by the CFL restriction.
However, in the presence of local refinements or even due
to the use of artificially stiff differentiation operators, the
standard methods require small steps. In this talk we de-
scribe techniques which are both explicit and do not affect
the global time steps.

Thomas M. Hagstrom
Southern Methodist University
Department of Mathematics
thagstrom@smu.edu

MS104

Fast Parallel Solution of Fully Implicit Runge-
Kutta Methods for Numerical PDEs

Fully implicit Runge-Kutta (TRK) methods have many de-
sirable accuracy and stability properties as time integra-
tion schemes, but are rarely used in practice with large-
scale numerical PDEs because of the difficulty of solving
the stage equations. Here we introduce a theoretical and
algorithmic framework for the fast, parallel solution of the
(non)linear equations that arise from IRK methods applied
to (non)linear numerical PDEs, including PDEs with al-
gebraic constraints. The new method is built using the
same preconditioners needed for backward Euler-type time
stepping schemes. Several new linearizations of the non-
linear IRK equations are developed, offering faster and
more robust convergence than the often-considered simpli-
fied Newton. Inverting these linearizations requires solving
a set of block 1 x 1 or 2 x 2 systems. Under quite gen-
eral assumptions on the spatial discretization, it is proven
that the preconditioned operator has a condition number
of ~ O(1), with only weak dependence on the number of
stages. The new methods are applied to several challenging
fluid flow problems, including the compressible Euler and
Navier Stokes equations, and the vorticity-streamfunction
formulation of the incompressible Euler and Navier Stokes
equations.
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MS104
High-Order Parallel in Time Multiderivative IMEX
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Solvers

In this work, we present a novel class of parallelizable
high-order time integration schemes for the approximate
solution of additive differential equations. The methods
achieve high order through a combination of a suitable
quadrature formula involving multiple derivatives of the
right-hand side of the differential equation and a predictor-
corrector ansatz. The latter approach is designed in such a
way that parallelism in time is made possible. We present
thorough analysis as well as numerical results that show-
case scaling opportunities of methods from this class of
solvers.
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MS105

Optimal Experimental Design for Variational Sys-
tem Identification of Material Physics Phenomena

We focus on the problem of identifying underlying govern-
ing PDEs—i.e. system identification—for the evolution of
patterns or microstructures in materials. We first employ
a variational approach taking advantage of the weak form
finite-element formulation, thus allowing the incorporation
of boundary conditions, and ultimately leading to a linear
regression problem. While the effectiveness of this method
has been previously demonstrated with synthetic data that
is rich in both space and time, real-life laboratory speci-
men will only be sparsely available due to the expensive
and time-consuming nature of these experiments. There-
fore, it is important to carefully design when and where
to best acquire these experimental measurements. We de-
scribe an optimal experimental design procedure to select
the best sampling times, targeting to minimize the esti-
mator covariance of the PDE coefficients through expected
linear A- and D-optimal design criteria. We demonstrate
this method on a materials physics problem, starting with
the identification among Allen-Cahn, Cahn-Hilliard, and
diffusion-reaction PDEs.

Wanggang Shen, Zhenlin Wang
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MS105

PhyCRNet: Physics-Informed Convolutional-
Recurrent Network for Solving Spatiotemporal

PDEs

Partial differential equations (PDEs) play a fundamental
role in modeling and simulating problems across a wide
range of disciplines. Recent advances in deep learning
have shown the great potential of physics-informed neu-
ral networks (PINNSs) to solve PDEs as a basis for data-
driven modeling and inverse analysis. However, the major-
ity of existing PINN methods, based on fully-connected
NNs, pose intrinsic limitations to low-dimensional spa-
tiotemporal parameterizations. Moreover, since the ini-
tial/boundary conditions (I/BCs) are softly imposed via
penalty, the solution quality heavily relies on hyper-
parameter tuning. To this end, we propose a novel
physics-informed convolutional-recurrent learning archi-
tecture (PhyCRNet) for solving PDEs without any la-
beled data. Specifically, an encoder-decoder convolutional
long short-term memory network is proposed for low-
dimensional spatial feature extraction and temporal evolu-
tion learning. The loss function is defined as the aggregated
discretized PDE residuals, while the I/BCs are hardly en-
coded in the network to ensure forcible satisfaction (e.g.
periodic boundary padding). The performance of PhyCR-
Net has been assessed by solving three nonlinear PDEs,
and compared against the start-of-the-art PINN. The nu-
merical results demonstrate the superiority of PhyCRNet
in solution accuracy and extrapolability /generalizability.
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MS105

Learning Stochastic Closures Using Sparsity-
Promoting Ensemble Kalman Inversion

Closure models are widely used in simulating complex sys-
tems such as turbulence and Earths climate, for which di-
rect numerical simulation is too expensive. Although it
is almost impossible to perfectly reproduce the true sys-
tem with closure models, it is often sufficient to correctly
reproduce time-averaged statistics. Here we present a
sparsity-promoting, derivative-free optimization method to
estimate model error from time-averaged statistics. Specif-
ically, we show how sparsity can be imposed as a con-
straint in ensemble Kalman inversion (EKI), resulting in
an iterative quadratic programming problem. We illus-
trate how this approach can be used to quantify model
error in the closures of dynamical systems. In addition,
we demonstrate the merit of introducing stochastic pro-
cesses to quantify model error for certain systems. We also
present the potential of replacing existing closures with
purely data-driven closures using the proposed method-
ology. The results show that the proposed methodology
provides a systematic approach to estimate model error in
closures of dynamical systems.

Jinlong Wu, Tapio Schneider
California Institute of Technology
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MS106
Lamellar: PGAS 4+ Active Messaging in Rust

Lamellar (https://github.com/pnnl/lamellar) is an inves-
tigation of the applicability of the Rust systems program-
ming language for HPC as an alternative to C and C++,
with a focus on PGAS approaches. Lamellar provides sev-
eral different communication patterns to distributed appli-
cations. First, Lamellar allows for sending and executing
active messages on remote nodes in a distributed environ-
ments. The runtime supports two forms of active messages:
The first method works with Stable rust and requires the
user the register the active message by implementing a run-
time exported trait (LamellarAM) and calling a procedu-
ral macro (#lamellar::am]) on the implementation. The
second method works on nightly Rust, but allows users
to write serializable closures that are transferred and exe-
cuted by the runtime without registration Second, Lamel-
lar provides PGAS abstractions allowing users to allocate
and operate on distributed arrays. Aside from the standard
Put/Get operations (allowing remote nodes to read/write
to memory on other nodes), Lamellar utilizes its Active
Message framework to allow users to easily implement cus-
tom distributed reductions, by simply representing the re-
duction as a closure. In this talk we will provide a high
level overview of the Lamellar Runtime, including exam-
ples that illustrate our communication primitives, as well
as present some example benchmark implementations and
results (e.g. triangle count, distributed histogram,...).

Ryan D. Friese
Pacific Northwest National Laboratory
ryan.friese@pnnl.gov

MS106

Experiences Building Domain Specific Libraries for
Irregular Applications over Openshmem

OpenSHMEM is a distributed, SPMD, one-sided commu-
nication model that facilitates asynchronous, fine grain
communication among hundreds or thousands of processes.
OpenSHMEM’s flexibility means that it has found uses in
a number of domains, from geophysics to high performance
graph analytics. Like many distributed programming mod-
els in high performance computing, OpenSHMEM’s pro-
gramming model can be a barrier to entry for applica-
tion developers that are more accustomed to higher level
programming languages or models. It is rarely straight-
forward to translate high level operations (e.g. graph al-
gorithms, sparse matrix operations) in to OpenSHMEM
remote memory operations — and even when it is, doing
a straightforward translation can yield suboptimal perfor-
mance or scalability. However, building domain-specific
libraries on top of OpenSHMEM allows users of leader-
ship class computing facilities to leverage the scalability
of OpenSHMEM while retaining high level programma-
bility. This talk will discuss why OpenSHMEM’s focus
on irregular, fine grain, and asynchronous communication
makes it fit-for-purpose for a wide range of application do-
mains, including streaming graph analytics and data an-
alytics/machine learning. We will walk through two case
studies: (1) HOOVER, a DSL for distributed streaming
graph modeling and analysis, and (2) SHMEM-ML, a DSL

for distributed data analysis and machine learning.
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MS106

Legate NumPy: Accelerated and Distributed Ar-
ray Computing

NumPy is a popular Python library used for performing
array-based numerical computations. The canonical im-
plementation of NumPy used by most programmers runs
on a single CPU core and is parallelized to use multiple
cores for some operations. In this talk we discuss Legate, a
drop-in replacement for NumPy that requires only a single-
line code change and can scale up to an arbitrary number
of GPU accelerated nodes. Legate works by translating
NumPy programs to the Legion programming model and
then leverages the scalability of the Legion runtime system
to distribute data and computations across an arbitrary
sized machine.

Marcin Zalewski
NVIDIA
marcin.zalewski@gmail.com

MS107

Time Evolution Problems for (2+1)-Dimensional
Evolution Equations: Whitham Modulation The-
ory and its Applications

Whitham modulation theory has been applied with great
success in large a variety of settings. Until recently,
however, most studies were limited to (141)-dimensional
systems, i.e., PDEs in one spatial dimension. In this
talk T will show how a (2+41)-dimensional generaliza-
tion of Whitham modulation theory can be used to de-
rive the genus-1 Whitham modulation equations for the
Kadomtsev-Petviashvili (KP) equation as well as other
(241)-dimensional nonlinear evolution equations. I will
then discuss some key properties of the resulting KP-
Whitham system. Finally, I will show how the system can
be successfully used to characterize analytically the time
evolution of a variety of initial conditions, including soli-
ton stems and a combination of solitons and a mean flow.

Gino Biondini

State University of New York at Buffalo
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MS107

Long-Time Asymptotics and Modulational Insta-
bility in Self-Focusing Media

Modulational instability, also known as Benjamin-Feir in-
stability in the context of deep water waves, is one of the
most ubiquitous phenomena in nonlinear science. The be-
havior of many modulationally unstable systems is gov-
erned by the focusing nonlinear Schrédinger equation on
the line supplemented with some kind of nonzero bound-
ary conditions at +oo. This talk will discuss results on
the long-time asymptotics of focusing NLS in the case of
a generic class of symmetric nonzero boundary conditions
by using the Deift-Zhou nonlinear steepest descent method
for oscillatory Riemann-Hilbert problems. In the absence
of discrete spectrum, it will be shown that the solution is
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given to leading order by a plane wave or by a modulated
elliptic wave, depending on the value of the similarity ratio
x/t. Moreover, in the case of discrete spectrum, the in-
teraction between solitons and the aforementioned asymp-
totics will be characterized. Finally, numerical results for
certain variations of focusing NLS will also be presented.
This is joint work with Gino Biondini and Sitai Li.
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MS107

Numerical Inverse Scattering for the Periodic
Problem for the KdV Equation

We consider forward and inverse scattering for the peri-
odic problem for the Korteweg-de Vries (KdV) equation.
Using well-known spectrum approximation techniques, we
compute the scattering data for general initial data. The
(generically) infinite-genus initial data is replaced with a
genus g approximation with g large. The map from the
scattering data to the solution is computed by solving a
Riemann—Hilbert problem on 2g disjoint intervals. Fast
linear algebra can be used to compute with g ~ 1000.
The solution for the KdV equation can be computed for
arbitrarily long times. Discontinuous initial data is also
considered.
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MS108

Duality Gap Estimation via a Refined Shapley-
Folkman Lemma

Based on a refinement of the Shapley-Folkman lemma and
a finer characterization of the nonconvexity of a function,
we propose a new estimate for the duality gap of nonconvex
optimization problems with separable objective functions.
We apply our result to a network flow problem and the
dynamic spectrum management problem in communication
systems as examples to demonstrate that the new bound
can be qualitatively tighter than the existing ones. The
idea is also applicable to cases with separable nonconvex
constraints.

Yingjie Bi
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MS108

Stability Analysis of Synchronization Patterns: Is
Symmetry Really Your Friend?

Many biological and technological networks show intricate
synchronization patterns, where several internally coherent
but mutually independent clusters coexist. Which synchro-

nization patterns we can ultimately observe are determined
by their stabilities. It is widely believed that utilizing sym-
metries in the network structure is crucial to the character-
ization of a patterns stability. However, symmetry-based
methods are limited in the types of synchronization pat-
terns they can directly treat and can be computationally
expensive. In this talk, I will show that when symmetry
information is discarded, the stability problem becomes
easier, not harder. By forgoing symmetry, we not only
can analyze all synchronization patterns in a unified fash-
ion but also develop algorithms that are orders of mag-
nitude faster than symmetry-based ones. Our symmetry-
independent method is based on finding the finest simul-
taneous block diagonalization of noncommuting matrices
in the variational equation. This framework can be nat-
urally extended to networks with generalized interactions,
including hypergraphs and temporal networks.

Yuanzhao Zhang
Northwestern University
yuanzhao@u.northwestern.edu

MS109
Trading Signals in VIX Futures

We propose a new approach for trading VIX futures. We
assume that the term structure of VIX futures follows a
Markov model. The trading strategy selects a multi-tenor
position by maximizing the expected utility for a day-ahead
horizon given the current shape and level of the VIX futures
term structure. Computationally, we model the functional
dependence between the VIX futures curves, the VIX fu-
tures positions, and the expected utility as a deep neural
network with five hidden layers. Out-of-sample backtests
of the VIX futures trading strategy suggest that this ap-
proach gives rise to reasonable portfolio performance, and
to positions in which the investor can be either long or
short VIX futures contracts depending on the market en-
vironment.

Tom Li
New York University
nl747@cims.nyu.edu

Marco Avellaneda

Courant Institute

New York University
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Andrew Papanicolaou
North Carolina State University
apapani@ncsu.edu

Gaozhan Wang
Columbia University
gw2376@columbia.edu

MS109

When Uncertainty and Volatility are Disconnected:
Implications for Asset Pricing and Portfolio Perfor-
mance

We analyze an environment where the uncertainty in the
equity market return and its volatility are both stochastic,
and may be potentially disconnected. We solve a repre-
sentative investor’s optimal asset allocation and derive the
resulting conditional equity premium and risk-free rate in
equilibrium. Our empirical analysis shows that the equity
premium appears to be earned for facing uncertainty, es-
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pecially high uncertainty that is disconnected from lower
volatility, rather than for facing volatility as traditionally
assumed. Incorporating the possibility of a disconnect
between volatility and uncertainty signi cantly improves
portfolio performance, over and above the performance ob-
tained by conditioning on volatility only.

Felix Matthys
Instituto Tecnologico Autonomo de Mexico (ITAM)
felix.matthys@itam.mx

Emilio Osambela
Federal Reserve System
emilio.osambela@frb.gov

Yacine Ait-Sahalia
Princeton University
yacine@princeton.edu

Ronnie Sircar

ORFE

Princeton University
sircar@princeton.edu

MS109
PCA for Implied Volatility Surfaces

Principal component analysis (PCA) is a useful tool when
trying to construct factor models from historical asset re-
turns. For the implied volatilities of U.S. equities there is
a PCA-based model with a principal eigenportfolio whose
return time series lies close to that of an overarching mar-
ket factor. The authors show that this market factor is the
index resulting from the daily compounding of a weighted
average of implied-volatility returns, with weights based on
the options’ open interest (OI) and Vega. The authors also
analyze the singular vectors derived from the tensor struc-
ture of the implied volatilities of S&P500 constituents, and
find evidence indicating that some type of OI and Vega-
weighted index should be one of at least two significant
factors in this market.

Andrew Papanicolaou
North Carolina State University
apapani@ncsu.edu

MS109

Statistical Consequences of Fat Tails: Real World
Preasymptotics, Epistemology, and Applications

Switching from thin tailed to fat tailed distributions re-
quires more than ”changing the color of the dress”. Tra-
ditional asymptotics deal mainly with either n=1 or n=8,
and the real world is in between, under of the "laws of
the medium numbers” —which vary widely across specific
distributions. Both the law of large numbers and the gener-
alized central limit mechanisms operate in highly idiosyn-
cratic ways outside the standard Gaussian or Levy-Stable
basins of convergence. A few examples: + The sample
mean is rarely in line with the population mean, with ef-
fect on "naive empiricism”, but can be sometimes be esti-
mated via parametric methods. + The ”empirical distri-
bution” is rarely empirical. 4+ Parameter uncertainty has
compounding effects on statistical metrics. + Dimension
reduction (principal components) fails. + Inequality es-
timators (GINI or quantile contributions) are not additive
and produce wrong results. + Many ”biases” found in psy-
chology become entirely rational under more sophisticated

probability distributions + Most of the failures of financial
economics, econometrics, and behavioral economics can be
attributed to using the wrong distributions.

Nassim Taleb
NYU Tandon
nnt1@nyu.edu

MT1
Optimal Transport for Machine Learning

This tutorial aims at presenting the mathematical theory of
optimal transport (OT) and providing a global view of the
potential applications of this theory in machine learning,
signal and image processing. The first part of the tuto-
rial will present the theory of optimal transport and the
optimization problems through the original formulation of
Monge and the Kantorovitch formulation in the primal and
dual. The problem will be illustrated on simple examples.
We will also introduce the OT-based Wasserstein distance
and the Wasserstein barycenters that are fundamental tools
in data processing of histograms. Finally we will present
recent developments in regularized OT that bring efficient
solvers and more robust solutions. The second part of the
tutorial will present recent applications of OT in the field
of machine learning. We will see how the mapping inherent
to optimal transport can be used to perform domain adap-
tation. Finally we will discuss the use of OT on empirical
datasets with applications such as generative adversarial
networks and subspace estimation.

Rémi Flamary

CNRS, OCA Lagrange
Université Céte dAzur
remi.flamary@polytechnique.edu

MT1
An Introduction to Deep Generative Modeling

Deep generative models (DGM) are neural networks with
many hidden layers trained to approximate complicated,
high-dimensional probability distributions from a finite
number of samples. When trained successfully, we can
use the DGMs to estimate the likelihood of each observa-
tion and to create new samples from the underlying distri-
bution. Developing DGMs has become one of the most
hotly researched fields in artificial intelligence in recent
years. The literature on DGMs has become vast and is
growing rapidly. Some advances have reached the pub-
lic sphere, for example, the recent successes in generating
realistic-looking images, voices, or movies; so-called deep
fakes. Despite these successes, several mathematical issues
limit the broader use of DGMs: given a specific dataset, it
remains challenging to design and train a DGM and even
more challenging to find out why a particular model is or is
not effective. To help students contribute to this field, this
talk provides an introduction to DGMs and provides a con-
cise mathematical framework for modeling the three most
popular approaches: normalizing flows (NF), variational
autoencoders (VAE), and generative adversarial networks
(GAN). We illustrate the advantages and disadvantages of
these basic approaches using numerical experiments. Our
goal is to enable and motivate the reader to contribute
to this proliferating research area. Our presentation also
emphasizes relations between generative modeling and op-
timal transport.

Lars Ruthotto
Department of Mathematics and Computer Science
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Emory University
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MT2

Tensor Decompositions:
rithms

Applications and Algo-

Tensor decompositions are generalizations of low-rank ma-
trix approximations to higher dimensional data. They have
become popular for their utility across applicationsinclud-
ing blind source separation, dimensionality reduction, com-
pression, anomaly detectionwhere the original data is rep-
resented as a multidimensional array. Well highlight a few
applications where tensor decompositions, such as CP and
Tucker decompositions, are particularly effective. Well dis-
cuss properties of the various decompositions and guide-
lines for employing decompositions in different scenarios,
and well describe the algorithms used to compute them.

Grey Ballard
Wake Forest University
ballard@wfu.edu

MT2

Topological Data Analysis: Computational Topol-
ogy Tools for Data Science

The field of topology, within mathematics, has been around
for centuries. For most of that time it was studied by the-
oretical mathematicians. But in the late 1990s and early
2000s researchers began to develop the field of Topological
Data Analysis (TDA). The idea of TDA is that the “shape
of data’ can tell you interesting information about the data
or system itself. In this tutorial I will provide topologi-
cal background for TDA including the basic theory behind
two of the most popular tools, persistent homology and
mapper, along with brief code demos. I will give some ex-
amples of where TDA has been useful in real applications
from understanding the space of natural images to detect-
ing when certain kinds of machines are in proper working
order. There will not be enough time to cover all of the
exciting topics or applications of TDA but I hope to give
you enough of a flavor of the field, along with plenty of
references, to enable further exploration and application of
these ideas.

Emilie Purvine
Pacific Northwest National Laboratory
emilie.purvine@pnnl.gov

MP2

Numerical Predictions of Shear Stress and Cyclic
Stretch in the Healthy Pulmonary Vasculature

Pulmonary hypertension due to left heart failure (PH-
LHF) is a progressive disease associated with vascular re-
modeling. This study uses in-silico computational fluid
dynamics of large and small pulmonary arteries and veins
to predict wall shear stress (WSS) and cyclic stretch (CS),
quantities serving as biomarkers for disease severity. We
calculate dynamic blood pressure, blood flow, area defor-
mation, WSS, and CS in the pulmonary circulation, provid-
ing a new way to investigate hypotheses related to disease
progression.

Michelle Bartolo
North Carolina State University

mabartol@ncsu.edu

MP2

Continuous Dependence for Nonlocal Systems

Nonlocal models have gained interest due to their flexibil-
ity in handling discontinuities. In this poster we concen-
trate on the stability /continuous dependence of these for
the nonlocal Poissons boundary value problem. We con-
sider the stability of the solution with regards to changes
in both a linear forcing term and a nonlinear forcing term,
the collar (nonlocal boundary) term, and the kernel (a part
of the operator itself that depicts the interactions between
points).

Nicole Buczkowski
University of Nebraska-Lincoln
nbuczkowski@huskers.unl.edu

MP2

Lattice Point Counting: From Gauss Circle Prob-
lem to Heisenberg Norms

The question of how many integer lattice points are in, on,
and near convex surfaces is a classical problem in number
theory and other similar areas of mathematics. Beginning
with the Gauss circle problem, the question of how many
integer lattice points are in, on, and near convex surfaces
has been rephrased over the years and expanded to in-
clude other surfaces. We will survey some of these variants
and interesting proof techniques, such as tools in geometric
measure theory. We conclude with a bound on the num-
ber of lattice points on and near a Heisenberg norm ball
(B i={(2,t) € Z¥ 2 Z : |2|*+ AJt|*/? < R*}), achieved
by defining a measure on a thickened and truncated lattice.
Our work was inspired by [A. Iosevich, K. Taylor, ”Lat-
tice points close to families of surfaces, nonisotropic dila-
tions and regularity of generalized Radon transforms.” New
York Journal of Mathematics 17, pp. 811-828, 2011] and
[R. Garg, A. Nevo, K. Taylor, ”The lattice point counting
problem on the Heisenberg groups.” Ann. Inst. Fourier,
Grenoble 65, 5, pp. 2199-2233, 2015]. We extend the
method introduced by losevich and Taylor to allow for
surfaces with points of vanishing curvature, such as the
Heisenberg norm balls studied by Garg, Nevo, and Taylor.

Elizabeth G. Campolongo, Krystal Taylor
The Ohio State University
campolongo.4@osu.edu, taylor.2952@Qosu.edu

MP2

Three-Dimensional Structured-Tree Model for Pre-
dicting Fluid Dynamics in Pulmonary Arterial Net-
works with Pulmonary Hypertension

Pulmonary arteries form a rapidly branching network that
serves to oxygenate blood. Pressure and flow can be de-
termined by solving a multiscale 1D fluid dynamics model,
where large arteries dimensions are taken from data and
small vessels are represented by self-similar structured
trees. This study uses a data-driven approach to obtain
scaling factors and branching angles required to generate
3D structured trees. This allows us to predict perfusion in
lungs with and without pulmonary hypertension.

Megan Chambers
North Carolina State University
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MP2
Metric Entropy and Nonlinear PDEs

Inspired by a question posed by Lax in 2002, the study
of metric entropy for nonlinear partial differential equa-
tions has received increasing attention in recent years. This
poster demonstrates methods to obtain sharp upper and
lower bounds on the metric entropy for a class of real-
valued bounded total variation functions [P. Dutta and
K.T. Nguyen, Covering numbers for bounded variation
functions, J. Math. Anal. Appl., 468, no. 2, 1131-1143,
2018] and then for a class of bounded total generalized vari-
ation functions taking values in a general totally bounded
metric space [R. Capuani, P. Dutta and K.T. Nguyen,
Metric entropy for functions of bounded total generalized
variation, to appear in STAM Journal on Mathematical
Analysis, 2021 (https://arxiv.org/pdf/1912.00219.pdf)].
Thereafter we use each of these results to establish e-
entropy estimates for the set of viscosity solutions to
the Hamilton-Jacobi equation with uniformly direction-
ally convex Hamiltonian [S. Bianchini, P. Dutta and
K.T. Nguyen, Metric entropy for Hamilton-Jacobi equa-
tion with uniformly directional convex Hamiltonian, 2020
(https://arxiv.org/pdf/2012.10577.pdf, submitted)] and
the set of entropy admissible weak solutions to a scalar
conservation law with weak genuinely nonlinear flux, re-
spectively. Estimates of this type could provide a measure
of the order of resolution of a numerical method required
to solve the corresponding equation.

Prerona Dutta, Tien Khai E. Nguyen
North Carolina State University
pdutta2@ncsu.edu, khai@math.ncsu.edu

Stefano Bianchini
SISSA-ISAS, Ttaly
bianchin@sissa.it

Rossana Capuani
Department of Mathematics
NC State University, Raleigh
rcapuan@ncsu.edu

MP2

Singular Limit and Global Stabilization of a PDE
Model for Chemotaxis with Dynamic Boundary
Conditions

We obtain global well-posedness and large-time behavior
of a PDE model for chemotaxis with logarithmic sensitiv-
ity and logistic growth with dynamic boundary condition
by imposing appropriate conditions on the boundary data.
We show that there are boundary layer profiles for the sin-
gular diffusion limit similar to the Navier-Stokes equations
boundary layer phenomena.

Padi Fuster Aguilera
Tulane University
rfustera@tulane.edu

MP2
Using Bayesian Inference to Learn the Role of In-
hibitors in Blood Coagulation

Blood coagulation is a complex network of biochemical re-
actions involving positive and negative feedback. Positive

feedback initiates the formation of blood clot and nega-
tive feedback stops its growth. Because both over-clotting
and under-clotting result in serious, and sometimes deadly
consequences, it is important to understand the regulation
of coagulation by inhibitors. In this study, we investigate
a specific coagulation inhibitor, tissue factor pathway in-
hibitor (TFPI), for which the mechanism of action is not
fully understood. Previous mathematical models of TFPI
have fit kinetic parameters to a single experimental time
course but these models fail when applied to data from
multiple experimental time courses simultaneously. We use
Bayesian Inference to determine the posterior distribution
of kinetic parameters by considering multiple experimental
data sets simultaneously and to uncover the precise mech-
anism of action. Our likelihood framework is highly gener-
alizable and will enable us to work toward a more complete
understanding of inhibitors in coagulation.

Amandeep Kaur

School of Natural Sciences, UC Merced
School of Natural Sciences, UC Merced
akaur87Qucmerced.edu

MP2

A Finite Horizon Optimal Stochastic Impulse Con-
trol Problem with a Decision Lag

We discuss an optimal stochastic impulse control problem
in a finite horizon with a decision lag, by which we mean
that after an impulse is made, a fixed number units of
time has to be elapsed before the next impulse is allowed
to be made. The continuity of the value function is proved.
A suitable version of dynamic programming principle is es-
tablished, which takes into account the dependence of state
process on the elapsed time. The corresponding Hamilton-
Jacobi-Bellman (HJB) equation is derived, which exhibit
some special feature of the problem. The value function
of this optimal impulse control problem is characterized
as the unique viscosity solution to the corresponding HJB
equation. An optimal impulse control is constructed pro-
vided the value function is given. Moreover, a limiting case
with the waiting time approaching 0 is discussed.

Chang Li, Jiongmin Yong
University of Central Florida
changli@knights.ucf.edu, jiongmin.yong@ucf.edu

MP2
Lipid-Mediated Enzyme Reactions

Blood coagulation is a network of biochemical reactions
whereby dozens of proteins act collectively to initiate a
rapid clotting response. It is known that coagulation reac-
tions are lipid-surface dependent, and this dependence is
thought to help localize coagulation to the site of injury
and enhance the association between reactants. Current
mathematical models of coagulation fail to agree with lab-
oratory studies under variations in lipid concentrations. In
particular, models overestimate conversion efficiencies of
critical coagulation proteins, specifically the prothrombin-
thrombin reaction pathway. We developed a a mathemati-
cal model of lipid-mediated enzyme reactions where the as-
sociation rate between lipid-bound reactants are modified
by an interaction probability. The interaction probability
is derived by considering the fraction of the lipid surface
that is occupied by any lipid-bound species, and accounts
for surface crowding. Preliminary model results agree with
experiments and reveal a critical lipid concentration where
the rate of prothrombin conversion is maximized, inferring
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that the model can describe the dilution effect where, as
lipid is increased, proteins are physically separated, and
reaction rates decrease.

Jamie Madrigal
Colorado School of Mines
jmadrigal@mymail.mines.edu

MP2

Characterizing Absorbing Sets using Syndromes
and Cosets

Absorbing sets are combinatorial structures in a codes Tan-
ner graph that have been shown to characterize iterative
decoder failure of LDPC codes. This poster examines the
connection between absorbing sets and the syndromes of
their support vectors. We provide a new characterization
of fully absorbing sets and show how sets of absorbing
set support vectors appear as translates of codewords in
a codes subspaces. These techniques are used to derive
new absorbing set search methods.

Emily McMillon
University of Nebraska-Lincoln
emily.mcmillon@huskers.unl.edu

MP2

Convergence of Nonlinear Nonlocal Operators to
Classical Counterparts

Nonlinear diffusion models phenomena where diffusivity is
temperature or concentration dependent. Nonlocal oper-
ators can model effects that classical partial differential
systems cannot capture. Combining the two, we consider
nonlinear nonlocal models. In particular, showing that the
action of a nonlocal operator localizes to the analogous
classical operator and that solutions to a nonlocal bound-
ary value problem converges to the classical solution.

Hayley Olson

University of Nebraska - Lincoln
Department of Mathematics
hayley.olson@huskers.unl.edu

Mikil Foss, Petronela Radu
University of Nebraska-Lincoln
mikil.foss@Qunl.edu, pradu@unl.edu

MP2

Pulsing and Photosynthesis:
tions of Soft Corals

Numerical Simula-

Corals in the family Xeniidae actively pulse their tenta-
cles. It is hypothesized that the pulsing mixes the fluid
to facilitate the photosynthesis of the symbiotic algae on
their tentacles. Numerical simulations of the resulting fluid
flow of a pulsing soft coral, using the immersed boundary
method, coupled to a novel photosynthesis model will be
presented. The benefit of pulsing for mixing and photosyn-
thesis in different parameter regimes is quantified to gain
insight into this behavior.

Matea Santiago
University of California Merced
malvarado27@ucmerced.edu

Gabrielle Hobson
Scripps Institution of Oceanography, UCSD
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Kevin A. Mitchell
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Physics
kmitchell@ucmerced.edu
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University of Arizona
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Shilpa Khatri

Applied Mathematics
University of California, Merced
skhatri3@ucmerced.edu

MP2

Optimal Control in Fluid Flows through De-
formable Porous Media

We consider an optimal control problem subject to a non-
linear poro-visco-elastic model with applications to fluid
flows through biological tissues. In particular, our goal
is to optimize the fluid pressure using either distributed
or boundary control. We present results on the existence
of optimal control and the associated necessary optimality
conditions.

Sarah L. Strikwerda
North Carolina State University
slstrikw@ncsu.edu

Lorena Bociu

NC State University
Raleigh, NC
Ivbociu@ncsu.edu

MP2

Bilinear Control of Parabolic Evolution Equations

Despite the importance of control systems governed by bi-
linear controls for the description of phenomena that could
not be modeled by additive controls, such as for instance
the vibration of a beam composed by smart materials, or
the process of increasing the speed of a chemical reaction
by adding catalysts, the action of multiplicative controls is
generally not so widely studied as it happens for bound-
ary and locally distributed controls. The main reasons of
this fact might be found in the intrinsic nonlinear nature of
such problems and furthermore, for controls that are scalar
functions of time, in an ineluctable obstruction for prov-
ing results of classical exact controllability which is con-
tained in the celebrated work of Ball, Marsden and Slem-
rod (1982). In this poster I will present results, obtained in
collaboration with F. Alabau-Boussouira and P. Cannarsa,
of stabilization and controllability of evolution equations of
parabolic type via bilinear control to some particular tar-
get trajectories called eigensolutions. Moreover, I will show
the application of our abstract results to parabolic equa-
tions such as the heat equation with Dirichlet or Neumann
boundary conditions, degenerate parabolic equations and
furthermore to diffusion equations on a network structure.

Cristina Urbani
University of Rome Tor Vergata
urbani@mat.uniroma2.it
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Fatiha Alabau-Boussouira
LJLL Sorbonne Université,
Université de Lorraine
alabau@ljll.math.upmec.fr

Piermarco Cannarsa
University of Rome
cannarsa@mat.uniroma2.it

MP2

Frictionless Indentation of a Rigid Stamp into a
Half-Space

Material properties at nanoscale exhibit size-dependent be-
havior which can be attributed to the influence of surfaces
and interfaces on the properties of materials. Due to this,
contact problems at nanoscale have to take into account
surface energy. In this talk, we consider an isotropic half-
space subjected to nanoscale contact with a rigid punch.
The surface energy in the Steigmann-Ogden form is used
to model the surface of the half-space while linear elasticity
is used to model the bulk of the material. The nanoinden-
tation problem is solved using Boussinesqs displacement
potentials and Hankel integral transforms. The problem is
reduced to a single integral equation, the character of which
is studied, and a numerical method of solution to the corre-
sponding integral equation using Gauss-Chebyshev quadra-
ture is presented.

Lauren M. White

Kansas State University
Department of Mathematics
laurenmwhite@ksu.edu

Anna Zemlyanova
Department of Mathematics
Kansas State University
azem@ksu.edu

MP3
Analysis of a Foragers Decision-Making Heuristic

Optimal foraging theory favors ecological behavior that
maximizes long term caloric gains over time, and labo-
ratory observations indicate that decisions for such long-
term maximization are impulsive and depend on minimal
information. We posit that if the foragers current energy
state is less than the preys profitability, then the forager
will consume the prey. Otherwise, the forager contin-
ues searching. We will prove that this decision-making
heuristic optimizes the forager’s energy state through a
proof of convergence in mean. Faculty Advisors: Theodore
Pavlic, Professor, tpavlicQasu.edu; Naala Brewer, Lec-
turer, nbrewer@asu.edu

Liliaokeawawa Cothren
Arizona State University
lcothren@asu.edu

MP3

Comparing Numerical Solution Methods for the
Cahn-Hilliard Equation

In this presentation, we will consider numerical methods
based on the convexity splitting technique to solve the
Cahn-Hilliard equation, a model for phase separation, with
periodic boundary conditions. These methods include lin-
ear extrapolation, second-order backward difference for-

mulas, and implicit-explicit Runge-Kutta methods. The
Cahn-Hilliard equation, which is derived from a gradient
flow of an energy functional, is a higher-order, parabolic
nonlinear partial differential equation. As such, each of
the proposed solvers preserves the energy decreasing prop-
erty of this equation. The solution methods, which were
implemented using fast Fourier transformations, were com-
pared by means of accuracy and computational runtime.
Furthermore, the convexity splitting parameter was varied
in order to observe its effects on the accuracy and sta-
bility of numerical solvers. The best method for modest
accuracy was determined to be the first-order linear ex-
trapolation method. The preferred higher-order solver was
an implicit-explicit Runge-Kutta scheme with relatively
low computational cost. Simulations confirmed that this
method preserves stability at larger timesteps while main-
taining a high degree of accuracy at both large and small
timesteps. This method can be extended to the 3D form of
the Cahn-Hilliard equation for applications, such as model-
ing tumor growth. Faculty Advisors: Saulo Orizaga, New
Mexico Tech, saulo.orizaga@nmt.edu

Riley Fisher, Mckenzie Garcia, Nagaprasad Rudrapatna
Duke University
raf39@Qduke.edu, mg373@Qduke.edu, nr131@Qduke.edu

MP3

Developing Computational Models to Detect Ra-
diation in Urban Environments

The main objective of this project is to detect, characterize,
and locate radioactive sources in urban environments us-
ing computational models based on machine learning and
statistical techniques. The project explores multiple ap-
proaches such as signal processing methods, and neural
networks. Unnatural radiation sources, such as Uranium
or Plutonium, can compromise the safety of the popula-
tion if they remain undetected by radiological search and
response teams. Moreover, the computational model be-
ing developed must be capable of identifying the type of
radiation source, classifying it as innocuous (i.e., isotopes
used in medical and industrial settings) or harmful (nu-
clear weapons). The project is currently supported by the
Pacific Northwest National Laboratory (PNNL), in collab-
oration with the Department of Mathematics at Embry-
Riddle. Faculty Advisors: Mihhail Berezovski, Assistant
Professor of Mathematical Sciences, berezovm@erau.edu

Nicolas Gachancipa
Embry-Riddle Aeronautical University
nicolasgapar@gmail.com

MP3

Comparing Finite-Time Lyapunov Exponents and
Lagrangian Descriptors for Identifying Phase-
Space Structures in Two-Dimensional Double-Gyre
Flow

In this presentation we will compare the advantages, limi-
tations, and computational considerations of using Finite-
Time Lyapunov Exponents (FTLEs) and Lagrangian De-
scriptors (LDs) as tools for identifying phase-space struc-
tures in two-dimensional time-periodic flows. These struc-
tures include mechanisms of transport and mixing present
in oceanic flows, and the methods have been recently ap-
plied to other dynamical systems such as in chemical re-
action dynamics. We specifically use these tools to study
the stable and unstable manifolds of hyperbolic stagnation
points, and the Kolmogorov-Arnold-Moser (KAM) tori as-
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sociated with elliptic stagnation points. The background
and theory of both FTLEs and LDs will be presented, and
examples of both methods will be shown based on a sim-
plified two-dimensional version of double-gyre flow, which
is a feature of large-scale ocean circulation. Faculty Advi-
sors: Kevin Mcllhany, United States Naval Academy, mcil-
hany@usna.edu

Timothy Getscher
United States Naval Academy
getscher@mit.edu

MP3

Let Optimization be Your Guide for a Magical
Family Trip in Disneyland Paris

Disneyland is a magical place for young and old alike. Yet
the size of the park, the age restrictions of the attractions,
the preferences amongst different age groups and the time a
family could spend in the park, makes it difficult to decide
which attractions to visit. In order to simplify this com-
plication, we start by collecting data from the Disneyland
Paris website and other reliable sources which include rat-
ings of the attractions for each age group and we formulate
an Orienteering Problem that aims to find the route achiev-
ing the maximum total rating. Our case study tries to an-
swer two questions: (i) how each family member should
individually navigate the park maximizing his/hers total
rating, and (ii) how a family as a single group should nav-
igate the park such that all family members achieve their
goals. Our results show that if the family stay as a sin-
gle group, the loss in total rating is negligible compared to
each family member navigating the park individually. Fac-
ulty Advisors:, Angelos Georghiou, University of Cyprus,
angelos.georghiou@gmail.com

Konstantina Kyriakou, Georgia Lazaridou, Amalia
Chatzigeorgiou
University of Cyprus
kkyria01@ucy.ac.cy,
achatz04Q@ucy.ac.cy

glazar01@ucy.ac.cy,

MP3

Near-Optimal Histogram Testing

Histograms are probability distributions with piecewise
constant probability mass function: if the mass function
is piecewise constant on k intervals, the distribution is said
to be a k-histogram. When dealing with large datasets,
histograms are one of the most common ways to repre-
sent data succinctly. We study the following testing prob-
lem: given i.i.d. samples from an unknown distribution
p supported on 1, 2, ..., n, one must distinguish between
the cases that p is a k-histogram versus far from any k-
histogram in total variation (statistical) distance. Our
main contributions are an efficient testing algorithm whose
sample complexity is optimal, within logarithmic factors,
and a nearly matching sample complexity lower bound;
both improving on the previous state-of-the-art. Fac-
ulty Advisors: Ilias Diakonikolas, University of Wisconsin
Madison, ilias.diakonikolas@gmail.com; Clment Canonne,
University of Sydney, clement.canonne@sydney.edu.au

Sihan Liu
University of Wisconsin Madison

sliub56@wisc.edu

MP3

Predictive Analytics for Dynamic Pricing in Pri-
vate Aviation

The method of predicting private flight demand exists only
as a manual process, resulting in restrictions with time
and overall efficiency. In the private aviation industry,
dynamic pricing is a tool used to help computerize the
flight demand predictions as it decreases time consump-
tion in the procedure, increases company revenue while
maintaining competitiveness in the industry and improves
customer satisfaction. OneSky Network, the IT branch
of a private jet company located in Embry-Riddle Aero-
nautical Universitys Micaplex, teamed up with a few stu-
dents at Embry-Riddle Aeronautical University for a re-
search project that explores the concept of dynamic pricing
with the ultimate goal of implementing such an algorithm
for the private aviation industry. The objective of this
research project is to create prediction models that will
accurately predict private flight demand over the course
of a year using three years of historical flight data that
were provided by OneSky. Support for this project is pro-
vided by the National Research Experience for Undergrad-
uates Program (NREUP) of the Mathematical Association
of America funded by the NSF Grant #1950644. Faculty
Advisors: Mihhail Berezovski, Embry-Riddle Aeronautical
University, berezovm@erau.edu

Mariah Marin, Malfalda Soares, Camryn Wills
Embry-Riddle Aeronautical University
marinm4@my.erau.edu, soaresm1@my.erau.edu,
willsc2@my.erau.edu

MP3

Money Managers Portfolio Relations.
from South Africa

Evidence

This paper explores the hypothesis that money managers
and prospective investors exchange information and ideas
about assets to one another directly, through word-of-
mouth communication. Our sets of hypotheses appear as
follows; Based on location, a mutual Fund manager is more
likely to buy (or sell) a particular stock in any quarter if
other managers in the same city are buying (or selling) that
same stock. This pattern shows up even when the Fund
manager and the stock in question are located far apart.
On gender basis, a male Fund manager is more likely to re-
late his investment style to other male managers in his lines
and the same is true for the female counterparts. Lastly,
based on race, white managers do spread market trading
information faster than the black mangers due to some fac-
tors. The evidence to all these above conjectures can be in-
terpreted in terms of an epidemic model in which investors
spread information about stocks to one another by word
of mouth. Thus, this study employs an epidemic approach
to modelling the word of mouth information transmission
among various mutual Fund managers, with effect analysis
on market performance and behaviour. Faculty Advisors:
Mashasha Maxwell

Leonard Mushunje
Midlands State University
leonsmushunje@gmail.com

MP3
Discrepancy-Based Inference for Intractable Gen-
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erative Models using Quasi-Monte Carlo

Intractable Generative models are models for which the
likelihood is unavailable but sampling is possible. Most ap-
proaches to parameter inference in this setting require the
computation of some discrepancy between the data and the
generative model. This is for example the case for mini-
mum distance estimation and approximate Bayesian com-
putation. These approaches require sampling a high num-
ber of realisations from the model for different parameter
values, which can be a significant challenge when simulat-
ing is an expensive operation. In this paper, we propose
this approach by enforcing ”sample diversity” in simula-
tions of our models. This will be implemented through the
use of quasi-Monte Carlo point sets. Our key results are
sample complexity bounds which demonstrate that this ap-
proach can significantly reduce the number of samples re-
quired to obtain a given level of accuracy when using three
of the most common discrepancies in this field: the maxi-
mum mean discrepancy, the Wasserstein distance, and the
Sinkhorn divergence. Faculty Advisors: Francois-Xavier
Briol, University College London, f.briol@ucl.ac.uk
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Renmin University of China
ziangniu6@gmail.com

Johanna Meier
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MP3

Analysing Early Warning Signals of Disease Elimi-
nation by Approximating the Potential Surface

The theory of critical slowing down states that a system
displays increasing relaxation times as it approaches a criti-
cal transition. Such changes in relaxation times can be seen
in statistics generated from data timeseries, which can be
used as early warning signals of a transition. While ana-
lytic equations have been derived for various early warn-
ing signals in a variety of epidemiological models, there
is frequent disagreement with the general theory of crit-
ical slowing down, with some indicators performing well
when used in prevalence data but not when applied to in-
cidence data. We investigate this effect in an SIS model
by reconstructing the potential surface for different types
of data. By modelling prevalence, incidence and the rate
of infection as stochastic differential equations, then using
an equation-free method to approximate their drift func-
tions from simulated timeseries, we reconstruct the poten-
tial surface for each data type. Slowly varying parame-
ters provides insight into how the shape of the potential
surface changes. Analytic equations for the drift func-
tions are also derived for comparison with simulated re-
sults, showing that the potential surface for all data types
becomes shallower upon the approach to a critical transi-
tion from either direction, as predicted by critical slowing
down. Faculty Advisors: Louise Dyson, University of War-
wick, l.dyson@warwick.ac.uk

Andrew Nugent, Emma R. Southall
University of Warwick
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MP3
Building an Artificially Intelligent Player to Play

Settlers of Catan

In recent years, the abilities of Chess and Go playing arti-
ficial intelligences has increased greatly to become superior
to most human competitors, but this focus has rarely been
turned toward specialist games. This project is aimed at
creating a competent game playing Al in the game of Set-
tlers of Catan. In attempting to replicate the artificial
intelligences that were created to play Chess and Go, this
project will analyze what is needed for a computer to play
the game efficiently and at a high level. While Chess and
Go utilize simpler boards and options in game, Settlers of
Catan offers a large amount of decisions every turn that
can be explored that would de-incentivize a brute force
method of computation. By taking advantage of the board
design, the strict turn order, and the expanding options of
play as the game goes on, the computer intelligences could
compete better than random choice and standard human
players. Faculty Advisors: Quan Tran, University of Sci-
ence and Arts of Oklahoma, qtran@usao.edu

Nicholas Stachovic
University of Science and Arts of Oklahoma
nsta4662Qusao.edu

MP3

Best Strategy for Each Team in the Regular Season
to Win Champion in the Knockout Tournament

In J. Schwenk.(2018) What is the Correct Way to Seed
a Knockout Tournament? Retrieved from The Ameri-
can Mathematical Monthly, Schwenk identified a surpris-
ing weakness in the standard method of seeding a single
elimination (or knockout) tournament. In particular, he
showed that for a certain probability model for the out-
comes of games it can be the case that the top seeded team
would be less likely to win the tournament than the sec-
ond seeded team. This raises the possibility that in certain
situations it might be advantageous for a team to inten-
tionally lose a game in an attempt to get a more optimal
(though possibly lower) seed in the tournament. We ex-
amine this question in the context of a four team league
which consists of a round robin regular season followed by
a single elimination tournament with seedings determined
by the results from the regular season. Using the same
probability model as Schwenk we show that there are situ-
ations where it is indeed optimal for a team to intentionally
lose. Moreover, we show how a team can make the deci-
sion as to whether or not it should intentionally lose. We
did two detailed analysis. One is for the situation where
other teams always try to win every game. The other is for
the situation where other teams are smart enough, namely
they can also lose some games intentionally if necessary.
The analysis involves computations in both probability and
(multi-player) game theory. Faculty Advisors: Jonathon
Peterson, Purdue University, Department of Mathematics,
peterson@purdue.edu

Zijie Zhou
Purdue University
zhou19981107@Qgmail.com

PP1

Computational Simulation
Reaction-Difussion Model

of Patterns in a

Recent studies in reaction-diffusion models have been ori-
ented to produce patterns for studying polycrystalline ma-
terials as graphene oxide. Here we show an algorithm
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to obtaining patterns from a reaction-diffusion equation.
Results suggest that it is possible to obtain theoreti-
cal patterns from the reaction-diffusion equation, as ex-
pected, compared with the experimental patterns of high-
resolution transmission electron microscopy (HR-TEM) in
graphite oxide samples.

Cesar Acosta-Minoli, Jhon Prias, Monica Velasco
Universidad del Quindio
cminoli@Quniquindio.edu.co,
mbvelasco@Quniquindio.edu.co

jjprias@uniquindio.edu.co,

PP1

LGN-CNN: a Biologically Inspired CNN Architec-
ture

In our work, we introduce a biologically inspired Convo-
lutional Neural Network (CNN) architecture called LGN-
CNN, that has a first convolutional layer composed by a
single filter and that mimics the role of the Lateral Genicu-
late Nucleus (LGN). Then we investigate the retinex effect
induced by this filter. The presence of an unique filter
induces rotational invariant properties of the network, so
that the lerned filter shows a rotationally symmetric pat-
tern and turns out to be a good approximation of a Lapla-
cian of Gaussian (LoG) and of receptive profiles (RPs) of
the cells in the LGN. In this way we establish a strong anal-
ogy between our LGN-CNN and the visual system struc-
ture. We give computational results, and investigate the
contrast invariance capability of the LGN-CNN, comparing
the Retinex effects of the first layer of LGN-CNN and the
Retinex effects of a LoG. Finally, we compare the statistics
of filters of the second layer with the biological distribu-
tion of recorded RPs of simple cells in the Primary Visual
Cortex. The similarity we find enforces the analogy be-
tween our architecture and the structure of the first layers
of the visual system. A preprint on this topic is available
at https://arxiv.org/abs/1911.06276.

Federico Bertoni
Sorbonne University and University of Bologna
federico.bertoni4@unibo.it

PP1

The Select Boost Algorithm Improves Variable Se-
lection in Linear Models

With the growth of big data, variable selection has become
one of the critical challenges in statistics. Although many
methods have been proposed in the literature their perfor-
mance in terms of recall and precision are limited in a con-
text where the number of variables by far exceeds the num-
ber of observations or in a highly correlated setting. We
propose a general algorithm which improves the precision
of any existing variable selection method. This algorithm
is based on highly intensive simulations and takes into ac-
count the correlation structure of the data. The user of
selectBoost can use this algorithm to produce a confidence
index or choose an appropriate precision-selection trade-off
to select variables with high confidence and avoid selecting
non-predictive features. The main idea behind our algo-
rithm is to take into account the correlation structure of
the data and thus use intensive computation to select reli-
able variables. We succeeded in improving the precision of
the lasso selection method with relative stability on recall
and F-score and we demonstrate the performance of our
algorithm on both simulated and real data for linear mod-
els. The select boost algorithm is available on the CRAN

as an R package.
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PP1

Viscoelastic Flows with First-Order Conservation
Laws and Relaxation

We propose a system of first-order conservation laws with
relaxation (i.e. a system of balance laws) for the compress-
ible non-isothermal viscoelastic flows of Maxwell fluids,
possibly heat-conducting following the Maxwell-Cattaneo
law. By establishing a strictly convex mathematical en-
tropy, the system is shown symmetric-hyperbolic. The
prominent feature of the proposed model is the short-
time existence and uniqueness of smooth solutions that
are genuinely causal (perturbations of uniform flows prop-
agate at finite speed). Viscoelastic flows of Maxwell flu-
ids with conservation laws, Sebastien Boyaval, ESAIM:
M2AN, https://doi.org/10.1051/m2an/2020076

Sebastien J. Boyaval

Laboratoire Saint-Venant
Ecole des Ponts ParisTech
sebastien.boyaval@enpc.fr

PP1

Seamless Numerical Homogenization for Multiscale
Problems

Many numerical methods inspired by analytic averaging
theory for dynamical systems or homogenization theory for
elliptic operators require scale separation between the small
and large scales in the problem. Recently some techniques
for dynamical systems have been proposed to mitigate
this restriction, such as the Seamless Multiscale Method
[E, Ren, Vanden-Eijnden, A general strategy for design-
ing seamless multiscale methods] and FLAVORS [Tao,
Owhadi, Marsden, Non-intrusive and structure preserving
multiscale integration of stiff ODEs, SDEs and Hamilto-
nian systems with hidden slow dynamics via flow aver-
aging]. We establish a rigorous link between multiscale
dynamical systems and one-dimensional homogenization,
which implies a seamless multiscale framework also for nu-
merical homogenization. This framework is then general-
ized to higher dimensions. Analysis and numerical exam-
ples show desirable properties of the proposed technique as
well as the broad scope of application. This framework also
works with partial observations of the system. A practical
component is preprocessing by scale detection, for exam-
ple by, empirical mode decomposition or Synchrosqueeze
algorithms.

Ziheng Chen, Bjorn Engquist

Department of Mathematics

the University of Texas at Austin
ziheng.chen@math.utexas.edu, en-
gquist@oden.utexas.edu

PP1
Cpfloat: A C Library for Emulating Low-Precision



124

SIAM Annual Meeting (AN21)

Arithmetic

Low-precision floating-point arithmetic can be simulated
via software by executing each arithmetic operation in
hardware and rounding the result to the desired number
of significant bits. For IEEE-compliant formats, rounding
requires only standard mathematical library functions, but
handling subnormals, underflow, and overflow demands
special attention, and numerical errors can cause mathe-
matically correct formulae to behave incorrectly in finite
arithmetic. Moreover, the ensuing algorithms are not nec-
essarily efficient, as the library functions these techniques
build upon are typically designed to handle a broad range
of cases and may not be optimized for the specific needs of
floating-point rounding algorithms. CPFloat is a C library
that offers efficient routines for rounding arrays of binary32
and binary64 numbers to lower precision. The software ex-
ploits the bit level representation of the underlying formats
and performs only low-level bit manipulation and integer
arithmetic, without relying on costly library calls. In nu-
merical experiments the new techniques bring a consider-
able speedup (typically one order of magnitude or more)
over existing alternatives in C, C+4, and MATLAB. To
the best of our knowledge, CPFloat is currently the most
efficient and complete library for experimenting with cus-
tom low-precision floating-point arithmetic available in any
language.

Massimiliano Fasi
Orebro University, Sweden
massimiliano.fasiQoru.se

Mantas Mikaitis
The University of Manchester
mantas.mikaitis@manchester.ac.uk

PP1

Repeated Measures Analysis of Natural Killer Cell
Data at the 50% Cytotoxicity Level

A repeated measures analysis of natural killer cell data is
conducted. The SAS/STAT (2018) procedure proc mixed
was used for the repeated measures analysis. The immune
parameter of interest is the natural killer cell values ob-
tained for an input 50% cytotoxicity level [NK50]. The
original study was carried out at the University of Califor-
nia San Francisco. SAS software functions were used to
simulate stress and health data by randomly selecting ob-
servations on a sample of subjects to demonstrate method-
ology. Simulations based upon summary data and models
fit to the data were used for representative data. Two
types of stress outcome are examined. These are the acute
(short-term) stress and chronic (long-term) stress levels.
The grouping variables used include gender, employment
status and a cluster variable obtained from a cluster analy-
sis of nine mood variables. A principal component analysis
is used on sets of (NK100, NK50, NK25, NK12, NK6) se-
quences of data. The NK100, NK50, NK25, NK12 and
NKG6 are the natural killer cell values obtained for input
100%, 50%, 25%, 12.5% and 6.25% cytotoxicity levels, re-
spectively. Models often used in predicting cytotoxicity
values involve an exponential fit (Archontoulis and Miguez,
2014). Models are fit to the data to obtain estimates of the
NK50 using the modified Gauss Newton to obtain param-
eter estimates for the exponential growth model.

Paul Johnson
Biostatistical Software Development
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PP1

Effectivity of Crowd-Sourcing Functional Connec-
tivity Network Inference Methods of fMRI Data

Understanding brain network interactions is one step to-
wards understanding behavior, cognition, and various neu-
rological disorders. Functional MRI (fMRI) scans are a
source of information to infer such network interactions.
In the neuroscience community, there are several methods
based on say, correlation, coherence, mutual information
to deduce functional connectivity networks. Sometimes,
these methods on their own may lead to false positives
or give partial network connectivity results. In this work,
we explore the utility of crowd-sourcing inference methods
to obtain more accurate network connectivity maps. To
that end, we utilize a rich dataset of around 1400 fMRI
timeseries generated from 28 different networks [Smith et
al., 2011]. The results of the poster show that, in the ab-
sence of a gold standard, rather than using a single reverse-
engineering method, it is more prudent to use a combina-
tion of high-performing methods.

Sherli Koshy-Chenthittayil
Postdoctoral Fellow, UConn Health
koshychenthittayil@uchc.edu
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PP1

Machine Learning Assisted Chimera and Solitary
States in Networks

Chimera and Solitary states have captivated scientists and
engineers due to their peculiar dynamical states corre-
sponding to co-existence of coherent and incoherent dy-
namical evolution in coupled units in various natural and
artificial systems. In this work, using supervised machine
learning, we predict (a) the precise value of delay which is
sufficient for engineering chimera and solitary states for a
given set of system’s parameters, as well as (b) the intensity
of incoherence for such engineered states. Ergo, using few
initial data points we generate a machine learning model
which can then create a more refined phase plot as well as
by including new parameter values. We demonstrate our
results for two different examples consisting of single layer
and multi layer networks. First, the chimera states (soli-
tary states) are engineered by establishing delays in the
neighbouring links of a node (the interlayer links) in a 2-D
lattice (multiplex network) of oscillators. Then, different
machine learning classifiers, K-nearest neighbours (KNN),
support vector machine(SVM) and multi-layer perceptron
neural network (MLP-NN) are employed by feeding the
data obtained from the network models. Once a machine
learning model is trained using the limited amount of data,
it predicts the precise value of critical delay as well as the
intensity of incoherence for a given unknown systems pa-
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rameters values.
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PP1

Two-Dimensional Laminar Flow of the Generalized
Fluid Across an Unconfined Inclined Square Cylin-
der using Finite Element Methods

The work concerns a least-squares finite element method
(LSFEM) for the power-low generalized fluid flow across a
square cylinder. The LSFEM method offers the advantages
of always generating a symmetric positive definite system,
insensitivity to equation type, and no need for compatibil-
ity conditions between finite element spaces. This can be
accomplished using low-order basis functions without sub-
stantial complications in coding. The LSFEM uses the L*-
norm of the residuals of each equation multiplied by appro-
priately adjusted weights. Numerical results indicate that
we can apply the LS method to flow problems and obtain
the drag coefficients, viscosity, and velocity. The effects of
the power-law index have been investigated in the steady
flow regime. These results agree with others published
in the literature. Hence, we obtain that the LSFEM in
non-Newtonian fluid simulations with shear-thinning and
shear-thickening characteristics.

Hsueh-Chen Lee

General Education Center

Wenzao Ursuline University of Languages, Taiwan
87013@mail.wzu.edu.tw

PP1

A New Algorithm for Reverse-Engineering Pat-
terned Heterogenous Networks

We created a new algorithm dedicated to biological net-
work reverse-engineering that allows for single or joint
modelling of, for instance, genes and proteins. It is de-
signed to work with patterned data. Famous examples of
problems related to patterned data are: recoveringsignalsin
networks after astimulation(cascade network reverse engi-
neering) and analysingperiodic signals. The algorithm be-
gins with a step to select the actors that will be used in
the reverse engineering upcoming step. An actor can be
included in that selection based on itsdifferential effects
(for instance gene expression or protein abundance) or on
its time course profile. The actors are then clustered and
various time-varying patterns of interaction between the
clusters can be specified. Manyinference functions can be
used in the inference step of the algorithm. They are ded-
icated to getting specific features for the inferred network
such as sparsity, robust links, high confidence links or sta-
ble through resampling links. In order to include biological
a priori knowledge in the network inference, we wanted to
enable weighted inference and had to extend some known
algorithm such as stability selection. We will provide ex-
amples of the use of the algorithm on simulated data or on

real microarray or RNA-Seq data.
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PP1

Modeling of Cooperative Associations in Harvester
Ant, Pogonomyremz Californicus

The understanding and study of the evolution of cooper-
ation present a challenge in biological studies, especially
among non-relatives. For non-relatives, indirect benefits
have no payoff or relevance for individuals since in a sys-
tem of non-relatives, group selection occurs as opposed to
individual selection. In these systems, cooperation evolves
as a result of a group-level advantage. There are few ex-
amples of group-level selection found in nature. Among
these few examples are the species of the harvester ant
Pogonomyremex californicus. These ants provide an ideal
example for study since they consist of newly mated queens
who either primarily found nests alone or form cooperative
groups of non-relatives to establish nests. There is exper-
imental data on these ants that have shown a group-level
advantage among cooperator ants. I will create an agent-
based model that incorporates both lab and field data in
order to analyze the amplification and damping of different
phenotypes. In addition to cooperators and noncoopera-
tors, I will add a cheater phenotype to see if they will affect
the system and if the cooperator phenotype will prevail. 1
hope to create a realistic agent-based model that addresses
the question of how social phenotypes are shaped by the
transition to cooperative associations.

Tamantha C. Pizarro
Arizona State University
tepizarr@asu.edu

PP1

Confidence Assessment using Optimal Feature and
State Characterization for an In-Situ Phosphate
Level Time Series Array

The ability to understand riverine phosphate level spa-
tial structure is important for the comprehension of base-
line pollutant dynamics of watersheds from which anoma-
lous system behavior can be assessed. This comprehension
in turn impacts water quality evaluation, sanitation, and
public health. Acquired riverine phosphate measurements
taken at three sites in the Mississippi watershed stretch-
ing from fall 2016 to summer 2018 allow the opportunity
to examine site dimensional structure of phosphate levels
via Bayesian and manifold learning algorithms. More im-
portantly, such techniques allow for the development of a
confidence assessment methodology based on optimized pa-
rameter learning and state prediction which includes Gaus-
sian mixture modeling, Laplacian eigenmaps, and Gaussian
processes. Preliminary machine learning statistical results
demonstrate a formulism in which future data points can
be assessed or judged as anomalous or not conditioned on
the optimal modeling of the spatio-temporal variability and
structure of old training data. The data processing tech-
nique shows great promise for the creation of an ensemble
algorithmic approach to optimal confidence assessment of
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complex system data.
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PP1

Multiparameter Full Waveform Inversion and Op-
timal Transport

Full waveform inversion (FWTI) is a powerful computational
tool in seismic imaging and widely used to determine high
resolution of subsurface properties in seismology today.
FWI is a PDE constrained optimization technique. The
traditional misfit or objective function in this optimiza-
tion is the L2 norm. Earlier the Wasserstein metric from
optimal transport has proved to be a superior choice for
misfit function in many situations. Properties as, for ex-
ample, convexity and insensitivity to noise were established
in theory and in practice. This was the case for a single
parameter wave equation with inversion for the wave ve-
locity. The multiparameter case is much more challenging
with finding both density and bulk modulus. This will re-
quire matching amplitudes in refractions in the recorded
signals and not just travel time. Earlier results of apply-
ing the Wasserstein metric to problem of velocity recovery
below a reflecting surface clearly indicate that the Wasser-
stein metric is sensitive to amplitude variations. In this
project we are investigating the performance in the multi-
parameter setting based on finite difference wave equation
approximations. The preliminary numerical results indi-
cate that the Wasserstein metric is a very promising choice
of misfit function for FWI in the multiparameter case.
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PP1

Diagnosing Respiratory Illness Deterioration Using
Machine-Learning Classifiers Trained on Simulated
Patient Vignettes

Viral and chronic respiratory illnesses are responsible for
$100s of billions in global healthcare utilization and 10s
of millions of deaths annually. While the recent Covid-19
pandemic has been a singular phenomenon leaving more
than 107M confirmed cases and 2.3M deaths (as of Febru-
ary 2021) in its wake, chronic Lung Disease (primarily
Asthma and COPD) and seasonal influenza have persisted
for decades as a source of nearly $1 trillion in annual health
expenditures and millions of global deaths. The partic-
ular event that drives the majority of healthcare spend-
ing and morbidity among these illnesses is a rapid health
deterioration episode that manifests as either emergency
care (in the case of chronic lung disease) or rapid infec-
tion spread (in the case of Covid-19 and Influenza). In

this study, we present a machine-learning approach to
identifying clinically significant flare-ups of respiratory ill-
ness using globally available clinical characteristic data.
The methodology leverages Bayesian Inference and Monte
Carlo methods to generate representative patient scenar-
ios from marginally distributed health severity data and
train triage algorithms. Machine-learning prediction mod-
els are evaluated in out-of-sample validation tests of accu-
racy, sensitivity, specificity, ppv, and npv when detecting
health deterioration and recommending the most appropri-
ate responsive care.
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PP1

Hemodynamics in Hypoplastic Left Heart Syn-
drome Patients Assessed with a 1D Arterial Net-
work Model

Patients with cardiovascular disease experience physiologic
changes in their heart, large vessels, and peripheral vessel
networks. An example is hypoplastic left heart syndrome
(HLHS), a disease in which the left side of the heart is
underdeveloped leaving patients with only one functioning
ventricle. Treatment of HLHS involves reconstructing the
aorta removing it from the left ventricle and attaching it
to the right ventricle. This initial reconstruction is the
first step in a series of surgeries that lead to a Fontan cir-
culation; a circuit that allows patients to live with univen-
tricular circulation. While patients survive into adulthood,
most experience cardiovascular problems including reduced
cardiac output leading to insufficient cerebral perfusion.
Current clinical assessments are made from analysis of 4D
MRI images quantifying 3D flow patterns in the aorta.
However, these do not provide information about energy
loss, wave-intensity, or cerebral perfusion. This study uses
1D arterial network model computing these quantities in
patients with HLHS. To investigate the effects that vascu-
lar remodeling has on perfusion, predictions will be com-
pared to a single ventricle control patient; a patient with
double outlet right ventricle (DORV), for which the aorta
does not have to be reconstructed. Outputs include pres-
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sure and flow predictions in vessels of the systemic system
for patients at supine rest and upright exercise as well as
wave-intensity analysis.
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PP1
Premelting Controlled Active Matter in Ice

A collection of self-propelled particles can undergo complex
dynamics due to hydrodynamic and steric interactions. In
the case of a foreign particle inside a subfreezing solid, such
as a particle in ice, a premelted film can form around it al-
lowing the particle to migrate under the influence of an ex-
ternal temperature gradient, which is a phenomenon called
thermal regelation. It has recently been shown that the
migration of particles of a biological origin can accelerate
melting in a column of ice and thereby migrate faster. We
have previously shown that the effect of regelation plays a
major role in the migration of inert particles and impurities
inside ice, with important environmental implications. In
particular, the question of how the activity affects a parti-
cles position over time is essential for paleoclimate dating
methods in ice cores. We re-cast this class of regelation
phenomena in the stochastic framework of active Ornstein-
Uhlenbeck dynamics and make predictions relevant to this
and related problems of interest in geophysical and biolog-
ical problems.

Jeremy Vachier
NORDITA
jeremy.vachier@su.se

John S. Wettlaufer
Yale University
john.wettlaufer@yale.edu

PP1

A Dynamic Inflammatory Response Model for Bo-
lus Versus Continuous Administration of Endo-
toxin

Uncontrolled, persistent inflammation is a hallmark of in-
dividuals with medical conditions such as sepsis, a leading
cause of death in U.S. hospitals. While a bolus adminis-
tration of lipopolysaccharide (LPS) to healthy volunteers
is a common short-term inflammation model, a continuous
infusion of LPS over an extended time frame better repre-
sents the sustained inflammation present in conditions like
sepsis. A number of studies have used mathematical mod-
eling to examine the inflammatory feedback in response
to a bolus administration of endotoxin, and these mod-
els were validated against bolus murine and human data.
Analysis of bolus versus continuous administration of en-
dotoxin data reveals that a continuous administration of
LPS results in delayed peaks of pro and anti-inflammatory
cytokines and increases in peak magnitude of TNF-« and
IL-10. To further the understanding behind these differ-
ences, we adapt a 2 ng/kg bolus-dose inflammatory re-
sponse model formulated as a system of ordinary differen-
tial equations tracking selected cytokines and cells to study
the inflammatory response to a continuous infusion of en-
dotoxin over an extended period of time. Using sensitivity
analysis and parameter estimation, we validate the model
using experimental data from a study where 2 ng/kg of
LPS is administered over a 4-hour period in nine healthy

volunteers.

Kristen Windoloski, Mette S. Olufsen
North Carolina State University
kawindol@ncsu.edu, msolufse@ncsu.edu

PP1

Parameter
‘Walks

Estimation in Branching Random

Branching random walks are used to model a variety of
phenomena in biological systems. We consider a simple
branching random walk model, originally introduced in the
study of dendritic growth, and introduce analytic results
on the branching parameter. We compare parameter es-
timation techniques that utilize the analytic results and
describe their sensitivity to a number of variables. We will
also show how the techniques we develop can be utilized
when exact analytic results are not attainable.

Duncan Wright, Andrea Arnold, Sarah D. Olson
Worcester Polytechnic Institute
dwright2@wpi.edu, anarnold@wpi.edu, sdolson@wpi.edu
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IP1
Shortest Path Algorithms for Road Navigation

Computer-generated driving directions are commonplace
nowadays. Efficient shortest path and distance oracle al-
gorithms for road networks are one of the main enablers
of modern navigation systems. We discuss the evolution of
these algorithms for the last three decades. In particular,
we discuss ideas that lead to speed-ups of over three orders
of magnitude. We also discuss incorporation of real-world
constraints and algorithmic extensions, which make driv-
ing directions more precise and easier to use in the real
world.

Andrew V. Goldberg
Microsoft Research Silicon Valley
andvgol@gmail.com

P2
Matrix-Free Jacobian Chaining

Algorithmic Differentiation (AD) yields tangent and ad-
joint versions of differentiable programs. Known Jacobians
of a set of elemental functions are multiplied according to
the chain rule of differentiation. Tangent [adjoint] pro-
grams evaluate matrix-free products of the [transposed]
Jacobian with a given matrix. Modular AD views on large-
scale numerical simulation programs can be represented as
directed acyclic graphs with edges representing (partial)
Jacobians of individual subprograms. The combinatorial
optimization problem aiming to accumulate the Jacobian
of the entire program with minimal computational cost
turns out to be intractable. Matrix-free Jacobian chain
products represent a relevant special case. They are de-
fined in terms of tangents and adjoints of individual mod-
ules. In this talk we discuss several variants of the Matrix-
Free Jacobian Chaining problem. We propose a dynamic
programming solution for the unconstrained case. Bounds
on the available persistent memory (required by the ad-
joint) make the problem computationally intractable. Our
results represent an important step towards rigorous AD
mission planning.

Uwe Naumann

RWTH Aachen University

Software and Tools for Computational Engineering
naumann@stce.rwth-aachen.de

IP3

Combinatorial Optimization Algorithms for Clus-
tering and Machine Learning

Algorithms for machine learning tasks fall most often in
the realm of AI or continuous optimization of intractable
problems. We present combinatorial algorithms for ma-
chine learning, data mining, and image segmentation that,
unlike the majority of existing machine learning methods,
utilize pairwise similarities. These algorithms are efficient
and reduce the classification problem to a network flow
problem on a graph. One of these algorithms addresses the
problem of finding a cluster that is as dissimilar as possible
from the complement, while having high similarity within
the cluster, is called HNC (Hochbaum’s Normalized Cut).
An extensive empirical study demonstrates that incorpo-
rating pairwise similarities improves accuracy of classifi-
cation and clustering. Another experimental study that
compared the performance of HNC to that of the spec-
tral technique, for imaging instances, demonstrates that in
practice HNC’s performance dominates the performance

of the spectral technique. To address the quadratic rate
of growth in the size of the data with the use of simi-
larities we employ a method called ”sparse computation”
which enables the scalability of similarity-based algorithms
to very large-scale data sets while maintaining high levels
of accuracy. Several applications of HNC will be presented,
including medical imaging; image segmentation tasks and
the recent use of HNC for cell identification in neuroscience
datasets.

Dorit Hochbaum

Industrial Engineering and Operations Research
University of California, Berkeley
hochbaum®@ieor.berkeley.edu

IP4

Diffusion-Based Methods for Biological Network
Analysis

Algorithms for machine learning tasks fall most often in
the realm of AI or continuous optimization of intractable
problems. We present combinatorial algorithms for ma-
chine learning, data mining, and image segmentation that,
unlike the majority of existing machine learning methods,
utilize pairwise similarities. These algorithms are efficient
and reduce the classification problem to a network flow
problem on a graph. One of these algorithms addresses the
problem of finding a cluster that is as dissimilar as possible
from the complement, while having high similarity within
the cluster, is called HNC (Hochbaum’s Normalized Cut).
An extensive empirical study demonstrates that incorpo-
rating pairwise similarities improves accuracy of classifi-
cation and clustering. Another experimental study that
compared the performance of HNC to that of the spec-
tral technique, for imaging instances, demonstrates that in
practice HNC’s performance dominates the performance
of the spectral technique. To address the quadratic rate
of growth in the size of the data with the use of simi-
larities we employ a method called ”sparse computation”
which enables the scalability of similarity-based algorithms
to very large-scale data sets while maintaining high levels
of accuracy. Several applications of HNC will be presented,
including medical imaging; image segmentation tasks and
the recent use of HNC for cell identification in neuroscience
datasets.

Lenore J. Cowen

Dept. of Computer Science
Tufts University
cowen@cs.tufts.edu

IP5
Scaling up Network Centrality Computations

Network science methodology is increasingly applied to a
large variety of real-world phenomena, often leading to big
network data sets. Thus, networks (or graphs) with mil-
lions or billions of edges are more and more common. To
process and analyze these data, we need appropriate graph
processing systems and fast algorithms. Yet, many analysis
algorithms were pioneered on small networks when speed
was not the highest concern. Developing an analysis toolkit
for large-scale networks thus often requires faster variants,
both from an algorithmic and an implementation perspec-
tive. In this talk, we focus on computational aspects of ver-
tex centrality measures, as encountered in our work on the
NetworKit toolkit. Such measures indicate the (relative)
importance of a vertex based on its position in the net-
work. We describe several common measures, some based
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on shortest paths, others on algebraic concepts. Our focus
is on techniques to compute corresponding vertex rankings
efficiently on large networks - in particular via approxima-
tion and parallelism. Finally, we sketch families of hard
optimization problems in the centrality context and point
to appropriate solution methods as well as open problems.

Henning Meyerhenke
Humboldt-Universitat zu Berlin
meyerhenke@hu-berlin.de

JP1

Towards Scalable and Practical Real-Time Compu-
tational Epidemiology

Infectious diseases cause more than 10 million deaths a year
worldwide. Globalization, urbanization, climate change,
and ecological pressures increase the risk and impact of fu-
ture pandemics. The ongoing COVID-19 pandemic has ex-
emplified many of these issues. The social, economic, and
health impact of the COVID-19 pandemic has been im-
mense and will continue to be felt for decades to come. Al,
data science, and scalable computation can play a multi-
faceted role in reorganizing, augmenting and supporting
global real-time epidemic science and the rapid transla-
tion to practical public health systems. Since February
2020, our group has been providing local, state, and fed-
eral authorities continuous modeling and analytics support
to contain the COVID-19 pandemic. The talk will give an
overview of the state of the art in real-time computational
epidemiology. Then using COVID-19 as an exemplar, we
will describe how scalable computing, Al and data science
can play an important role in advancing real-time epidemic
science. Computational challenges , combinatorial prob-
lems and directions for future research will be discussed.

Madhav Marathe
University of Virginia
marathe@virginia.edu

CP1

Jacobian Sparsity Detection using Bloom Filters

Determining Jacobian sparsity structure is an important
step in the efficient computation of sparse Jacobians. We
introduce a new method for determining Jacobian spar-
sity patterns by combining bit vector probing with Bloom
filters. We further refine Bloom filter probing by combin-
ing it with hierarchical probing to yield a highly effective
strategy for Jacobian sparsity pattern determination.

Paul D. Hovland

Argonne National Laboratory
MCS Division
hovland@anl.gov

CP1

Queues with Small Advice

Motivated by recent work on scheduling with predicted job
sizes, we consider the performance of scheduling algorithms
with minimal advice, namely a single bit. The analysis
of such schemes, besides demonstrating the power of very
limited advice, is quite natural. In the prediction setting,
one bit of advice can be used to model a simple prediction
as to whether a job is “large’ or “small’; that is, whether

a job is above or below a given threshold. Further, one-
bit advice schemes can correspond to mechanisms that tell
whether to put a job at the front or the back for the queue,
a limitation which may be useful in many implementation
settings. Finally, queues with a single bit of advice have a
simple enough state that they can be analyzed in the lim-
iting mean-field analysis framework for the power of two
choices. Our work follows in the path of recent work by
showing that even small amounts of even possibly inac-
curate information can greatly improve scheduling perfor-
mance.

Michael Mitzenmacher
Harvard University
michaelm@eecs.harvard.edu

CP1

The Quantile Matching Problem and Point Cloud
Registration

One of the fundamental problems in computer vision is
the matching of two point clouds. For the case when the
two point clouds do not match exactly we introduce a new
approach based on quantile matching using curvature in-
formation. We define the quantile matching problem on a
bipartite graph, the two parts of which represent two point
clouds. The goal is to achieve an optimal registration of
a point cloud with another point cloud. The problem is
posed as the problem of computing a (perfect when possi-
ble) matching, which maximizes the a-quantile of affinity
weights between the nodes of the graph. We prove that
the problem is polynomially solvable in bipartite and non-
bipartite graphs. Numerical illustrations are given. Im-
plementations of the proposed algorithms in Python are
described along with computational results with synthetic
as well as real data from an optical coherence tomography
application.

Stephane Chretien
University of Lyon II
stephane.chretien@univ-lyon2.fr

Oya Karasan, Ecenur Oguz
Bilkent University
karasan@bilkent.edu.tr, ecenur.oguz@ug.bilkent.edu.tr

Mustafa Pinar

Bilkent University

Dept of Industrial Engineering
mustafap@bilkent.edu.tr

CP1
General Discussion and Q&A

General discussion.

Peter Sanders

Karlsruhe Institue of Technology
Institute of Theoretical Informatics
sanders@kit.edu

CP2

A Parallel Approximation Algorithm for Maximiz-
ing Submodular b-matching

We design new serial and parallel approximation algo-
rithms for computing a maximum weight b-matching in
an edge-weighted graph with a submodular objective func-
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tion. This problem is NP-hard; the new algorithms have
approximation ratio 1/3 and are relaxations of the Greedy
algorithm that rely only on local information in the graph,
making them parallelizable. We have designed and imple-
mented Local Lazy Greedy algorithms for both serial and
parallel computers. We have applied the approximate sub-
modular b-matching algorithm to assign tasks to processors
in the computation of Fock matrices in quantum chemistry
on parallel computers, in order to balance the computa-
tional load on the processors and bound the number of mes-
sages that a processor sends. We show that an assignment
of tasks to processors here provides a four fold speedup over
the currently used assignment in the NWChemEx software
on 8000 processors on the Summit supercomputer at Oak
Ridge National Lab.

S M Ferdous
Purdue University
sferdou@purdue.edu

Alex Pothen

Purdue University

Department of Computer Science
apothen@purdue.edu

Arif Khan
Pacific Northwest National Lab
ariful. khan@pnnl.gov

Ajay Panyala

High Performance Computing Division
Pacific Northwest National Laboratory
ajay.panyala@pnnl.gov

Mahantesh Halappanavar
Pacific Northwest National Laboratory
mahantesh.halappanavar@pnnl.gov

CP2

Fully-Dynamic Weighted Matching Approximation
in Practice

Finding large or heavy matchings in graphs is a ubiqui-
tous combinatorial optimization problem. In this paper, we
engineer the first non-trivial implementations for approxi-
mating the dynamic weighted matching problem. Our first
algorithm is based on random walks/paths combined with
dynamic programming. The second algorithm has been
introduced by Stubbs and Williams without an implemen-
tation. Roughly speaking, their algorithm uses dynamic
unweighted matching algorithms as a subroutine (within a
multilevel approach); this allows us to use previous work
on dynamic unweighted matching algorithms as a black
box in order to obtain a fully-dynamic weighted match-
ing algorithm. We empirically study the algorithms on
an extensive set of dynamic instances and compare them
with optimal weighted matchings. Our experiments show
that the random walk algorithm typically fares much better
than Stubbs/Williams (regarding the time/quality trade-
off), and its results are often not far from the optimum.

Christian Schulz
Heidelberg University, Germany
christian.schulz@informatik.uni-heidelberg.de

Eugenio Angriman, Henning Meyerhenke
Humboldt-Universitéat zu Berlin
eugenio.angriman@informatik.hu-berlin.de,

meyerhenke@hu-berlin.de

Bora Ucar
LIP, ENS-Lyon, France.
Bora.Ucar@ens-lyon.fr

CP2
Using Predicted Weights for Ad Delivery

We study the performance of a proportional weights algo-
rithm for online capacitated bipartite matching modeling
the delivery of impression ads. The algorithm uses pre-
dictions on the advertiser nodes to match arriving impres-
sion nodes fractionally in proportion to the weights of its
neighbors. This paper gives a thorough empirical study of
the performance of the algorithm on a data-set of ad im-
pressions from Yahoo! and shows its superior performance
compared to natural baselines such as a greedy water-filling
algorithm and the ranking algorithm. The proportional
weights algorithm has recently received interest in the the-
oretical literature where it was shown to have strong guar-
antees in the beyond the worst-case model of algorithms
augmented with predictions. We extend these results to
the case where the advertisers capacities are no longer sta-
tionary over time. Additionally, we show the algorithm
has near optimal performance in the random-order arrival
model when the number of impressions and the optimal
matching are sufficiently large.

Thomas J. Lavastida, Benjamin Moseley, R Ravi
Carnegie Mellon University

tlavasti@Qandrew.cmu.edu, moseleyb@andrew.cmu.edu,
ravi@andrew.cmu.edu

Chenyang Xu
Zhejiang University
xcy1995Q@zju.edu.cn

CP3

A Metric on Directed Graphs and Markov Chains
based on Hitting Probabilities

The shortest-path, commute time, and diffusion distances
on undirected graphs have been widely employed in ap-
plications such as dimensionality reduction, link predic-
tion, and trip planning. Increasingly, there is interest in
using asymmetric structure of data derived from Markov
chains and directed graphs, but few metrics are specifi-
cally adapted to this task. We introduce a metric on the
state space of any ergodic, finite-state, time-homogeneous
Markov chain and, in particular, on any Markov chain de-
rived from a directed graph. Our construction is based on
hitting probabilities, with nearness in the metric space re-
lated to the transfer of random walkers from one node to
another at stationarity. Notably, our metric is insensitive
to shortest and average walk distances, thus giving new
information compared to existing metrics. We use pos-
sible degeneracies in the metric to develop an interesting
structural theory of directed graphs and explore a related
quotienting procedure. Our metric can be computed in
O(n®) time, where n is the number of states, and in exam-
ples we scale up to n = 10,000 nodes and ~ 38M edges
on a desktop computer. In several examples, we explore
the nature of the metric, compare it to alternative meth-
ods, and demonstrate its utility for weak recovery of com-
munity structure in dense graphs, visualization, structure
recovering, dynamics exploration, and multiscale cluster
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detection.
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CP3

Non-Monotone Submodular Meta-

Learning

Adaptive

The core idea of meta-learning is to leverage prior ex-
perience to design solutions that can be quickly adapted
to new, unseen tasks. Most of existing studies consider
the case where the feasible parameter space is continu-
ous. Recently, [?] develops the framework of a discrete
variant of meta-learning, called submodular meta-learning,
and they treat each task as a discrete optimization prob-
lem, i.e., they intend to select a group of items that max-
imizes the average expected utility of all tasks. Motivated
by their framework, we consider the submodular meta-
learning problem under the adaptive setting. In partic-
ular, we assume that each item has a random state, which
is drawn from some known prior distribution. One must
select an item before observing its realized state. Given a
task, the utility function is defined over items and states.
Our goal is to adaptively select a group items, each se-
lection is based on the feedback from the past, to maxi-
mize the average expected utility of all tasks. Following
the framework of standard meta-learning, we propose an
effective policy that is composed of two phases: We first
pre-compute an initial set of items, called initial solution
set, based on previously visited tasks, then, once a new
task is revealed, we add more items to the initial solution
set to complete the selection process. We show that our
policy achieves a 1/32 approximation ratio if the utility
function of each task is adaptive submodular.

Shaojie Tang

University of Texas at Dallas
University of Texas at Dallas
tangshaojie@gmail.com

Jing Yuan
UT Dallas

csyuanjing@gmail.com

CP3
Local Hyper-Flow Diffusion

Recently, hypergraphs attracted a lot of attention due to
their ability to capture complex relations among entities.
The insurgence of hypergraphs has resulted in data of in-
creasing size and complexity that exhibit interesting small-
scale and local structure, e.g., small-scale communities and
localized node-ranking around a given set of seed nodes.
Popular and principled ways to capture the local struc-
ture are the local hypergraph clustering problem and the
related seed set expansion problem. In this work, we pro-
pose the first local diffusion method that achieves edge-size-
independent quadratic approximation error for the prob-
lem of local hypergraph clustering, while applying to a sub-
stantially richer class of higher-order relations with only
a submodularity assumption. Our method is based on
a primal-dual optimization formulation where the primal
problem has a natural network flow interpretation, and the
dual problem has a cut-based interpretation using the f2-
norm penalty on associated cut-costs. We demonstrate the
new technique is significantly better than state-of-the-art
methods on both synthetic and real-world data.

Kimon Fountoulakis
University of Waterloo
kimon.fountoulakis@uwaterloo.ca

Pan Li

Department of Computer Science
Purdue University
panli@purdue.edu

Shenghao Yang
University of Waterloo
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CP3

Binary Level-Set Method for Variational Implicit
Solvation Model

The Variational Implicit Solvent Model (VISM) is a theo-
retical and computational tool to study biomolecular sys-
tems with complex topology. Central in VISM is an effec-
tive free-energy of all possible interfaces separating solutes
(e.g., proteins) from solvent (e.g., water). Such a functional
can be minimized numerically by a level-set method to de-
termine the stable equilibrium conformations and solvation
free energies. However, the PDE-based approach is time-
consuming. We developed a discrete formulation of the
problem using the binary level set method. The interface
is approximated by a binary level set function that takes
value £1 on the solute/solvent region. The VISM energy
can be minimized by iteratively “flipping’ the binary level
set function. The new method is fast enough to be cou-
pled with the Monte Carlo method for biomolecular simu-
lations. We also show that with the discrete formulation,
the VISM energy functional can be globally minimized by
min-cut max-flow algorithms.

Zirui Zhang, Clarisse G Ricci, Chao Fan
University of California, San Diego
zziruiQucsd.edu, cla.g.ricci@gmail.com, chf004@Qucsd.edu
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CP4

Shared-Memory Implementation of the
Sipser Kernelization Process

Karp-

We investigate the parallelization of the Karp-Sipser ker-
nelization technique, which constitutes the central part of
the well known Karp-Sipser heuristic for the maximum
cardinality matching problem. The technique reduces a
given problem instance to a smaller but equivalent one,
by a series of two operations: vertex removal, and merg-
ing/unifying two vertices. The operation of merging two
vertices poses the principal challenge in parallelizing the
technique. We describe an algorithm that minimizes the
need for synchronization and present an efficient shared-
memory parallel implementation. Using extensive experi-
ments on a variety of multicore CPUs, we show that our
implementation scales well up to 32 cores on one socket.

Johannes Langguth
Simula research laboratory
langguth@simula.no

Toannis Panagiotas
Sorbonne University
ioannis.panagiotas@lip6.fr
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LIP, ENS-Lyon, France.
Bora.Ucar@ens-lyon.fr

CP4

On the Difference Between Search Space Size and
Query Complexity in Contraction Hierarchies

In this paper we present results that underline the signif-
icant difference between the size of node search space size
and the query complexity in Contraction Hierarchies. Un-
der different input models, node search spaces were proven
to be sublinear. In this paper we prove for the same set-
tings that edge search spaces are not sublinear. Our results
make clear, that only analyzing the number of processed
nodes during a CH query does not suffice for a thorough
understanding of the CH query complexity. A broader def-
inition of the search space that takes edges into account
appears to be necessary.

Claudius Proissl, Tobias Rupp
University of Stuttgart
claudius.proissl@fmi.uni-stuttgart.de,
stuttgart.de

ruppts@fmi.uni-

CP4
Improving Tug-of-War
Variates Method

Sketch wusing Control-

Computing space-efficient summary, or a.k.a. sketches, of
large data, is a central problem in the streaming algorithm.

Such sketches are used to answer post-hoc queries in several
data analytics tasks. The algorithm for computing sketches
typically requires to be fast, accurate, and space-efficient.
In this work, we focus on the problem of computing fre-
quency moments of a data stream and computing the inner
product of the frequency vectors corresponding to a pair
of data streams. The seminal work of Alon, Matias, and
Szegedy, a.k.a. Tug-of-war sketch gives a randomized sub-
linear space (and linear time) algorithm for these problems.
However, the variance of the estimates given by the Tug-
of-war sketch typically tends to be large. In this work, we
focus on minimizing the variance of these estimates using
the techniques from the classical Control-Variate method,
which is primarily known for variance reduction in Monte-
Carlo simulations. As a consequence, we are able to obtain
significant variance reduction, at the cost of a little compu-
tational overhead. We present a theoretical analysis of our
proposal and complement it with supporting experiments
on synthetic as well as real-world datasets.

Rameshwar Pratap, Bhisham Dev Verma
II'T Mandi

H.P.

rameshwar.pratap@gmail.com,
bhishamdevverma@gmail.com
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CP5

Fairmandering: A Column Generation Heuristic
for Fairness-Optimized Political Districting

The American winner-take-all congressional district sys-
tem empowers politicians to engineer electoral outcomes by
manipulating district boundaries. Existing computational
solutions mostly focus on drawing unbiased maps by ignor-
ing political and demographic input, and instead simply
optimize for compactness. We claim that this is a flawed
approach because compactness and fairness are orthogo-
nal qualities, and introduce a scalable two-stage method
to explicitly optimize for arbitrary piecewise-linear defini-
tions of fairness. The first stage is a randomized divide-
and-conquer column generation heuristic which produces
an exponential number of distinct district plans by exploit-
ing the compositional structure of graph partitioning prob-
lems. This district ensemble forms the input to a master
selection problem to choose the districts to include in the
final plan. Our decoupled design allows for unprecedented
flexibility in defining fairness-aligned objective functions.
The pipeline is arbitrarily parallelizable, is flexible to sup-
port additional redistricting constraints, and can be ap-
plied to a wide array of other regionalization problems. In
the largest ever ensemble study of congressional districts,
we use our method to understand the range of possible
expected outcomes and the implications of this range on
potential definitions of fairness.

Wes Gurnee, David B. Shmoys
Cornell University
rwg97@cornell.edu, david.shmoys@cornell.edu

CP5
Faster Parallel Multiterminal Cuts

We give an improved branch-and-bound solver for the mul-
titerminal cut problem, based on the recent work of Hen-
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zinger et al. We contribute new, highly effective data re-
duction rules to transform the graph into a smaller equiv-
alent instance. In addition, we present a local search al-
gorithm that can significantly improve a given solution to
the multiterminal cut problem. Our exact algorithm is
able to give exact solutions to more and harder problems
compared to the state-of-the-art algorithm by Henzinger
et al.; and give better solutions for more than two third of
the problems that are too large to be solved to optimality.
Additionally, we give an inexact heuristic algorithm that
computes high-quality solutions for very hard instances in
reasonable time.

Monika Henzinger
University of Vienna, Austria
monika.henzinger@univie.ac.at

Alexander Noe
University of Vienna
alexander.noe@univie.ac.at

Christian Schulz
Heidelberg University, Germany
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CP5

Augmented Sparsifiers for Generalized Hyper-
graph Cuts

A number of recent advances in hypergraph clustering and
related higher-order machine learning tasks rely on mini-
mizing generalized hypergraph cut functions. These assign
different cut penalties for different ways of partitioning the
nodes of a hyperedge. We introduce new techniques for ap-
proximately solving generalized hypergraph cut problems
by reducing a hypergraph to a sparse directed graph on
an augmented set of nodes. We show that this can be ac-
complished by finding piecewise linear approximations to
certain concave functions representing cut penalties. In
addition to producing faster algorithms for the minimum
hypergraph s-t cut problem, our sparsification technique
leads to improved sparsifiers for graphs constructed from
co-occurrence data, as well as faster approximation algo-
rithms for minimizing certain classes of decomposable sub-
modular functions.

Nate Veldt, Austin R. Benson, Jon Kleinberg
Cornell University
nveldt@cornell.edu,
berg@cornell.edu

arb@cs.cornell.edu, klein-

CP6

Parameterized Algorithms for Identifying Gene
Co-Expression Modules via Weighted Clique De-
composition

We present a new combinatorial model for identifying reg-
ulatory modules in gene co-expression data using a decom-
position into weighted cliques. To capture complex interac-
tion effects, we generalize the previously-studied weighted
edge clique partition problem. As a first step, we restrict
ourselves to the noise-free setting, and show that the prob-
lem is fixed parameter tractable when parameterized by
the number of modules (cliques). We present two new
algorithms for finding these decompositions, using linear
programming and integer partitioning to determine the
clique weights. Further, we implement these algorithms in
Python and test them on a biologically-inspired synthetic
corpus generated using real-world data from transcription

factors and a latent variable analysis of co-expression in
varying cell types.
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CP6

BELLA: Berkeley Efficient Long-Read to Long-
Read Aligner and Overlapper

Recent advances in long-read sequencing allow character-
ization of genome structure and its variation within and
between species at a resolution not previously possible. De-
tecting overlap between reads is an essential component of
many long-read genome pipelines, such as de novo genome
assembly. Longer reads simplify genome assembly and im-
prove reconstruction contiguity, but current long-read tech-
nologies are associated with moderate to high error rates.
Here we present BELLA, a novel algorithm for overlap de-
tection and alignment using sparse matrix-matrix multipli-
cation. Furthermore, we present a probabilistic model that
demonstrates the feasibility of using k-mers for overlap de-
tection and shows its flexibility when applied to different
k-mer selection strategies. Based on such a model, we in-
troduce a notion of reliable k-mers. Combining reliable
k-mers with our binning mechanism increases the compu-
tational efficiency and accuracy of our algorithm. Finally,
we introduce a new method based on Chernoff bounds to
separate true overlaps from false positives using a combi-
nation of alignment techniques and probabilistic modeling.
Our goal is to maximize the balance of precision and re-
call. BELLA is among the best F1 scores and exhibits
performance stability than competing software often lacks.
BELLA’s F1 score is consistently within 1.7% of the top
performer. BELLA improves the de novo assembly quality
on synthetic data when coupled with the Miniasm assem-
bler.
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CP6
Elruna : Elimination Rule-Based Network Align-

ment

In this paper, we propose ELRUNA (elimination rule-based
network alignment), a novel network alignment algorithm
that relies exclusively on the underlying graph structure.
Under the guidance of the elimination rules that we de-
fined, ELRUNA computes the similarity between a pair
of cross-network vertices iteratively by accumulating the
similarities between their selected neighbors. The result-
ing cross-network similarity matrix is then used to infer
a permutation matrix that encodes the final alignment of
cross-network vertices. In addition to the novel alignment
algorithm, we improve the performance of local search, a
commonly used postprocessing step for solving the net-
work alignment problem, by introducing a novel selection
method RAWSEM (random walk-based selection method)
based on the propagation of vertices mismatching across
the networks. The key idea is to pass on the initial levels
of mismatching of vertices throughout the entire network
in a random-walk fashion. Through extensive numerical
experiments on real networks, we demonstrate that EL-
RUNA significantly outperforms the state-of-the-art align-
ment methods in terms of alignment accuracy under lower
or comparable running time. Moreover, ELRUNA is robust
to network perturbations such that it can maintain a close
to optimal objective value under a high level of noise added
to the original networks. Finally, the proposed RAWSEM
can further improve the alignment quality compared with
the naive local search method.
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CP7
Sphynx: A Parallel Multi-GPU Graph Partitioner

Graph partitioning has been an important tool to partition
the work among several processors to minimize the commu-
nication cost and balance the workload. While accelerator-
based supercomputers are emerging to be the standard, the
use of graph partitioning becomes even more important
as applications are rapidly moving to these architectures.
However, there is no distributed-memory parallel, multi-
GPU graph partitioner available for applications. We de-
veloped a spectral graph partitioner, Sphynx, using the

portable, accelerator-friendly stack of the Trilinos frame-
work. In Sphynx, we allow using different preconditioners
and exploit their unique advantages. We use Sphynx to
systematically evaluate the various algorithmic choices in
spectral partitioning with a focus on the GPU performance.
We perform those evaluations on two distinct classes of
graphs: regular (such as meshes, matrices from finite ele-
ment methods) and irregular (such as social networks and
web graphs), and show that different settings and precon-
ditioners are needed for these graph classes. The exper-
imental results on the Summit supercomputer show that
Sphynx is the fastest alternative on irregular graphs in
an application-friendly setting and obtains a partitioning
quality close to ParMETIS on regular graphs. Sphynx pro-
vides a good and robust partitioning method across a wide
range of graphs for applications looking for a GPU-based
partitioner.
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CcP7

A Message-Driven, Multi-GPU Parallel Sparse Tri-
angular Solver

Sparse triangular solve is used in conjunction with Sparse
LU for solving sparse linear systems, either as a direct
solver or as a preconditioner. As GPUs have become first-
class compute citizens, designing an efficient and scalable
SpTRSV on multi-GPU HPC systems is imperative. In
this paper, we leverage the advantage of GPU-initiated
data transfers of NVSHMEM to implement and evalu-
ate a Multi-GPU SpTRSV. We create a novel producer-
consumer paradigm to manage the computation and com-
munication in SpTRSV and implement it using two CUDA
streams. Our multi-GPU SpTRSV implementation using
CUDA streams achieves up to a 3.7x speedup when using
up to eighteen GPUs (three nodes) relative to our imple-
mentation on a single GPU, and up to 6.1x compared to
cusparse_csrsv2() with a scale from single GPU to eigh-
teen GPUs. To further explain the observed performance
and explore the key features of matrices to estimate the
potential performance benefits when using multi-GPU, we
extend the critical path model of SpTRSV to GPUs. We
demonstrate the ability of our performance model to under-
stand various aspects of performance and performance bot-
tlenecks on multi-GPU and motivate code optimizations.
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CP7
Parallel Clique Counting and Peeling Algorithms

We present a new parallel algorithm for k-clique count-
ing/listing that has polylogarithmic span (parallel time)
and is work-efficient (matches the work of the best se-
quential algorithm) for sparse graphs. Our algorithm is
based on computing low out-degree orientations, which
we present new work-efficient parallel algorithms for. We
also present new parallel algorithms for approximate clique
counts using graph sparsification. Finally, we design two
new parallel work-efficient algorithms for approximating
the k-clique densest subgraph, the first of which is a 1/k-
approximation and the second of which is a 1/(k(1 + ¢))-
approximation and has polylogarithmic span. Our first al-
gorithm does not have polylogarithmic span, but we prove
that it solves a P-complete problem. In addition to the the-
oretical results, we implement the algorithms and propose
optimizations to improve their practical performance. On a
30-core machine with two-way hyper-threading, our algo-
rithms achieve 13.23-38.99x and 1.19-13.76x self-relative
parallel speedup for k-clique counting and k-clique dens-
est subgraph, respectively. Compared to the state-of-the-
art parallel k-clique counting algorithms, we achieve up
to 9.88x speedup, and compared to existing implementa-
tions of k-clique densest subgraph, we achieve up to 11.83x
speedup. We are able to compute the 4-clique counts on
the largest publicly-available graph with over two hundred
billion edges for the first time.
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CP8

A Dynamic Program for Computing the Joint Cu-
mulative Distribution Function of Order Statistics

We consider the problem of computing the joint cumu-
lative distribution function of d select order statistics of
n > d independent random variables representing m < n
distinct populations. We present an efficient dynamic pro-
gramming algorithm for this problem that is polynomial in
both d and n, though exponential in m, hence most practi-
cal when m < n. Previously, the fastest known algorithms
were exponential in d, and either exponential in m or expo-
nential in n, as well. Like others before us, we reduce the
problem to a combinatorial one of tossing balls into bins,
and then we calculate the probability of satisfying various
bin conditions: i.e., of sufficiently many balls landing in
bins. The key observation that leads to such a significant
speedup is that one need not keep track of the exact con-
figurations of balls in bins to determine if the requisite bin
conditions are satisfied. Instead, the relevant information
can be compressed by merging configurations that satisfy
the same bin conditions.
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CP8

Optimal Portfolio Execution in a Regime-Switching
Market with Non-Linear Impact Costs: Combining
Dynamic Program and Neural Network

Optimal execution of a portfolio have been a challenging
problem for institutional investors. Traders face the trade-
off between average trading price and uncertainty. Tra-
ditional methods suffer from the curse of dimensionality,
and easily become intractable when multiple assets are
considered. Here, we consider a set of discrete chunks,
and propose a four-step numerical framework for the op-
timal portfolio execution problem where multiple market
regimes exist, with the underlying regime switching based
on a Markov process. The market impact costs are mod-
elled with a temporary part and a permanent part, where
the former affects only the current trade while the lat-
ter persists. Our approach accepts impact cost functions
in generic forms, and provides robust strategies for both
CRRA (constant relative risk aversion) and mean-variance
objective functions.

Xiaoyue Li, John Mulvey
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CP9

Efficient Signed Backward Substitution for Piece-
wise Affine Functions via Path Problems in a Di-
rected Acyclic Graph

We introduce an efficient signed backward substitution for
a highly-structured system. More precisely, the problem
is to find a vector u of dimension s that solves the sys-
tem of piecewise affine equations v = ¢+ L|u|, where L
is a strictly lower left triangular s x s matrix, ¢ denotes
a given vector of dimension s, and the notation | - | indi-
cates the component-wise absolute value of a vector. The
novel approach is based on a Neumann series reformula-
tion and attempts to exploit a high degree of parallelism.
We provide an analysis of its parallel run-time and show
that it is suited for large, sparse systems whose triangular
matrix has a small switching depth. The general idea be-
hind this approach which is also used in the convergence
proof is based on modelling the switching depth by a graph
theoretic model. The key observation is that the compu-
tation of the switching depth corresponds to a single-pair
shortest path problem in a directed acyclic graph. The
proposed method is implemented and numerically evalu-
ated using several examples whose problem structures are
representative of various applications in scientific comput-
ing.

Torsten F. Bosse, H. Martin Biicker, Ralf Seidler
Friedrich-Schiller-Universitat Jena
torsten.bosse@uni-jena.de, matrin.buecker.uni-jena.de,
ralf.seidler@uni-jena.de

CP9
Limitations of Chung-Lu Random Graph Genera-
tion

Random graph models play a central role in the study
of social networks and in broader network analysis. The
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Chung-Lu model, which connects nodes v;,v; based on
their expected degrees w;,w; according to the attachment
probabilities gz; , is of particular interest. It is widely

used to generate null-graph models with expected degree
sequences. In addition, these attachment probabilities
implicitly define network measures such as modularity.
Despite its popularity, practical methods for generating
instances of Chung-Lu model-based graphs do relatively
poor jobs in terms of accurately realizing many degree se-
quences. We perform a theoretical analysis of the Chung-
Lu random graph model in order to understand this dis-
crepancy. We approximate the output of the Chung-Lu
random graph model with a linear system and use prop-
erties of this system to predict distribution errors. We
provide bounds on the maximum proportion of nodes with
a given degree that can be reliably produced by the model
for both general and non-increasing distributions. We ad-
ditionally provide an explicit inverse of our linear system
and in cases where the inverse is non-negative, we introduce
a simple method for improving the accuracy of Chung-Lu
graph generation. Our analysis serves as an analytic tool
for determining the accuracy of Chung-Lu random graph
generation as well as correcting errors under certain condi-
tions.

Christopher Brissette, George M. Slota
Rensselaer Polytechnic Institute
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CP9

Multidimensional Included and Excluded Sums

This paper presents algorithms for the included-sums and
excluded-sums problems used by scientific computing ap-
plications such as the fast multipole method. These prob-
lems are defined in terms of a d-dimensional array of N
elements and a binary associative operator @ on the ele-
ments. The included-sum problem requires that the ele-
ments within overlapping boxes cornered at each element
within the array be reduced using &. The excluded-sum
problem reduces the elements outside each box. The weak
versions of these problems assume that the operator has
an inverse, whereas the strong versions do not require this
assumption. In addition to studying existing algorithms to
solve these problems, we introduce three new algorithms.
The bidirectional box-sum (BDBS) algorithm solves the
strong included-sums problem in ©(dN) time, asymptoti-
cally beating the classical summed-area table (SAT) algo-
rithm, which runs in ©(2?N) and which only solves the
weak version of the problem. Empirically, the BDBS al-
gorithm outperforms the SAT algorithm in higher dimen-
sions by up to 17.1x. The box-complement algorithm can
solve the strong excluded-sums problem in O(dN) time,
asymptotically beating the state-of-the-art “corners’ algo-
rithm by Demaine et al., which runs in Q(2?N) time. In 3
dimensions the box-complement algorithm empirically out-
performs the corners algorithm by about 1.4x given similar
amounts of space.
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CP10

RCHOL: Randomized Cholesky Factorization for
Solving Sdd Linear Systems

We introduce a randomized algorithm, namely RCHOL,
to construct an approximate Cholesky factorization for a
given Laplacian matrix (a.k.a., graph Laplacian). The
exact Cholesky factorization for the matrix introduces
a clique in the associated graph after eliminating every
row/column. By randomization, RCHOL keeps a sparse
subset of the edges in the clique using a random sampling
developed by Spielman and Kyng. We prove RCHOL is
breakdown-free and apply it to solving large sparse linear
systems with symmetric diagonally dominant matrices. In
addition, we parallelize RCHOL based on the nested dis-
section ordering for shared-memory machines. Numerical
experiments demonstrated the robustness and the scalabil-
ity of RCHOL. For example, our parallel code scaled up
to 64 threads on a single node for solving the 3D Pois-
son equation, discretized with the 7-point stencil on a
1024 x 1024 x 1024 grid, or one billion unknowns.
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CP10

Algorithmic Techniques for Finding Resistance
Distances on Structured Graphs with an Applica-
tion to Linear 2-Trees

The resistance distance (occasionally referred to as the ef-
fective resistance) of a graph is a measure that quantifies
its structural properties. Resistance distance in graphs has
played a prominent role not only in circuit theory and
chemistry, but also in combinatorial matrix theory and
spectral graph theory. Moreover, resistance distance has
been used in applied settings to sparsify a graphs while
maintaining spectral properties, in the field of distributed
control and estimation, and as a tool for link prediction in
networks. The first half of the presentation will focus on
common methods of determining the resistance distance in
graphs and provide examples of these methods. In particu-
lar, we will discuss the the combinatorial Laplacian, electric
circuit transformations, recursive techniques and spanning
two forests. With each of these techniques we will include
informative examples, as well as potential applications. In
addition to surveying methods for calculating resistance
distance, we will also discuss some results concerning re-
sistance distance on the family of graphs known as linear
2trees. Finally we will close the presentation with several
interesting open conjectures involving resistance distance.
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General Discussion and Q&A

General Discussion.
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CP10

Efficient Parallel Sparse Symmetric Tucker Decom-
position for High-Order Tensors

Tensor based methods are receiving renewed attention in
recent years due to their prevalence in diverse real-world
applications. There is considerable literature on tensor
representations and algorithms for tensor decompositions,
both for dense and sparse tensors. Many applications in
hypergraph analytics, machine learning, psychometry, and
signal processing result in tensors that are both sparse and
symmetric, making it an important class for further study.
Similar to the critical Tensor Times Matrix chain operation
(TTMc) in general sparse tensors, the Sparse Symmetric
Tensor Times Same Matrix chain (S*TTMc) operation is
compute and memory intensive due to high tensor order
and the associated factorial explosion in the number of
non-zeros. In this work, we present a novel compressed
storage format, CSS, for sparse symmetric tensors, along
with an efficient parallel algorithm for the S*TTMec op-
eration. We theoretically establish that S*TTMc on CSS
achieves a better memory vs. run-time trade-off compared
to state-of-the-art implementations. We demonstrate ex-
perimental findings that confirm these results and achieve
up to 2.9x speedup on synthetic and real datasets.
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CP11
The Traveling Firefighter Problem

We introduce the routing problem, L,-TSP, for which the
input includes a set of destinations, the origin, along with
the underlying distances. The objective is to schedule a
traveler, of unit speed, to minimize the Minkowski p-norm
of the consequent vector of visit/service times. For p = co
the problem becomes a path variant of the Traveling Sales-
man Problem and for p = 1 it defines the Traveling Re-
pairman Problem, both at the center of classical combina-
torial optimization. L,-TSP can be formulated as a con-
vex mixed-integer program and enables a smooth interpola-
tion between path-TSP and TRP, corresponding to optimal

routes from the perspective of a server vs. the clients, re-
spectively. p can affect fairness or efficiency of the solution.
Case p = 2 models the scenario when the cost/damage due
to delay in service is quadratic in time, which we term as
the Traveling Firefighter Problem and provide a 5.65 ap-
proximation for it, on general metrics. We also provide a
reduction of L,-TSP to segmented-TSP, resulting PTAS
for the Euclidean and tree metrics, for any p. We fur-
ther study all-norm-TSP, in which the objective is to find
a route that is near optimal concerning the minimization
of any norm of the visit times. We improve the competi-
tive/approximation bound for this problem to 8, for gen-
eral metrics, and introduce a first impossibility bound. We
leave open several interesting directions to further develop
this line of research.
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CP11

Search and Evacuation with a Near Majority of
Faulty Agents

There are n > 3 unit speed mobile agents placed at the
origin of the infinite line. In as little time as possible, the
agents must find and evacuate from an exit placed at an
initially unknown location on the line. The agents can
communicate in the wireless mode in order to facilitate the
evacuation (i.e. by announcing the target’s location when
it is found). However, among the agents are a subset of
at most f crash faulty agents who may fail to announce
the target when they visit its location. In this paper we
study this aforementioned problem for the specific case that
n = 2f+ 1. We introduce a novel type of search algorithm
and analyze its competitive ratio — the supremum, over all
possible target locations, of the ratio of the time the agents
take to evacuate divided by the initial distance between the
agents and the target. In particular, we demonstrate that
the competitive ratio of evacuation is at most 7.437011 for
(n, f) = (3,1); at most 7.253767 for (n, f) = (5,2) and
(7,3); and at most 7.147026 for (n, f) = (9,4). For larger
values of n = 2f + 1 we prove an asymptotic upper bound
of 4 +2v/2. We also adapt our evacuation algorithm for
(n, f) = (3,1) to the problem of search by three agents
with one byzantine fault, i.e. the faulty agent may also lie
about finding the target. In doing so we improve the best
known upper bound on this search problem from 8.653055
to 7.437011.
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CP11
On the Request-Trip-Vehicle Assignment Problem

The request-trip-vehicle assignment problem is at the heart
of a popular decomposition strategy for online vehicle rout-
ing. In this framework, assignments are done in batches in
order to exploit any shareability among vehicles and in-
coming travel requests. We study a natural ILP formu-
lation and its LP relaxation. Our main result is an LP-
based randomized rounding algorithm that, whenever the
instance is feasible, leverages mild assumptions to return
an assignment whose: i) expected cost is at most that of
an optimal solution, and ii) expected fraction of unassigned
requests is at most 1/e. If trip-vehicle assignment costs are
a-approximate, we pay an additional factor of o in the ex-
pected cost. We can relax the feasibility requirement by
considering the penalty version of the problem, in which a
penalty is paid for each unassigned request. We find that,
whenever a request is repeatedly unassigned after a num-
ber of rounds, with high probability it is so in accordance
with the sequence of LP solutions and not because of a
rounding error. We additionally introduce a deterministic
rounding heuristic inspired by our randomized technique.
Our computational experiments show that our rounding al-
gorithms achieve a performance similar to that of the ILP
at a reduced computation time, far improving on our the-
oretical guarantee. The reason for this is that, although
this assignment problem is hard in theory, its natural LP
relaxation tends to be very tight in practice.
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MSo
Performance Analysis of HPC Applications

We present a method for performance analysis of dis-
tributed HPC applications. The method is based on repre-
senting application trace as a DAG of communication calls,
function calls and kernel calls. For applications running on
up to 16 GPUs the application graph normally has several
millions of nodes and arcs. The application graph allows
to estimate concurrency across kernels, overlap of compu-
tations and communications, overhead due to synchroniza-
tions. The application graph can be mapped on future ar-
chitectures to predict performance of the application. We
will list a few problems that impede application analysis:
detecting loop nests (graph FFT), identifying irreducible
core of the application graph, calculating the skeletones,
deleting shortcuts and DAG visualizations.
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MSo0
What’s left in dictionary design?

The last two decades have seen phenomenal advances in
the design of external-memory dictionaries, largely driven
by the needs of internet-scale big-data companies, such as
Google and Facebook. This talk will outline a few research
questions for where to go next in the design of dictionary
data structures. Surprisingly, there may still be an order-
of-magnitude of performance on the table, but we’re prob-

ably going to have to start looking at the actual data in
order to grab it.
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MSO0

Next Generation of Parallel and Distributed Graph
Mining Algorithms: Theory and Practice

We present two approaches to scaling up graph algorithms
in theory and practice. First, we show how to take ad-
vantage of a distributed hash table to obtain a more pow-
erful model of distributed computation [SPAA’19]. In this
model, we give new algorithms for fundamental graph prob-
lems, such as connected components, minimum spanning
tree, maximum matching and maximal independent set,
which use much fewer rounds in theory and work up to
7x faster in practice [VLDB’20]. Second, we present our
single-machine algorithms capable of clustering 1B edge
graphs in under 2 minutes, which uses shared-memory
parallelism. To do so, we apply GBBS framework, and
also present fast parallel algorithms for a range of graph
clustering problems, e.g., linear-time algorithms with poly-
logarithmic depth for min-size clustering, and hierarchical
clustering [ICML’21,Arxiv].
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MSO0

Mixed Integer Programming - A Confluence of Al-
gorithms

Mixed Integer Programming (MIP) is a powerful technol-
ogy that is used in a variety of applications. While people
often ask what algorithm is used to solve MIP models, the
reality is that a modern MIP solver combines algorithms
from a wide range of domains, including linear algebra,
number theory, polyhedral mathematics, numerical anal-
ysis, graph theory, parallel computing, group theory, ...
The underlying MIP problem is NP-hard, so the best we
can expect from each ingredient is to chip away at some
part of the imposing whole. We’ll talk about some of the
techniques that go into a modern MIP solver, and discuss
the extent to which each is able to manage the task put in
front of it.

Edward Rothberg
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MTO

An Introduction to Combinatorial Scientific Com-
puting

Graph algorithms have played an important role in numer-
ical methods since at least 1961 when Parter noted that
graphs could be used to describe the structure of sparse ma-
trix algorithms. Through the intervening decades, graphs
have been used to encode a wide variety of concepts in
scientific computing and have played key roles in sparse
factorizations, parallel algorithms, algorithmic differentia-
tion, mesh generation and many other problems. In the
early 2000s, researchers in this field coalesced around the
name Combinatorial Scientific Computing (CSC). A series
of STAM Workshops on CSC has now been folded into the



140

SIAM Conference on Applied and Computational Discrete Algorithms (ACDA21)

new ACDA Conference. This minitutorial will provide an
accessible introduction to CSC with a focus on three illus-
trative research topics: (i) applications of graph matching
for entity pairing, (ii) large-scale graph partitioning for load
balancing, and (iii) graph models in algorithmic differentia-
tion for computing exact derivatives of computer-generated
functions. Through these exemplar problems we will touch
on some of the recurring elements of CSC including: Graph
abstractions in numerical algorithms Practical approxima-
tion algorithms for expensive graph operations Empirical
performance studies Performance on modern and emerg-
ing computer architectures Connections between scientific
computing and data mining

Assefaw Gebremedhin
Washington State University
assefaw.gebremedhin@wsu.edu

MTO

Combinatorial Frontiers in Computational Biology

There are numerous subfields of computational biology
and bioinformatics where important mathematical ques-
tions arise that require a combinatorics or graph theory
toolbox. This tutorial will introduce some biological prob-
lems that are ripe for collaboration opportunities with the
ACDA community. We will provide a high-level overview of
the landscape and then focus on two emerging ”hot topic”
areas protein-protein interaction networks and single cell
sketching. For the first topic, we will provide an overview
of network science methods in protein-protein interaction
networks, which will set the stage for the ACDA21 plenary
talk by Prof. Lenore Cowen. The second topic area will
be on the challenge of representing, denoising, and ulti-
mately sketching single cell data. This work includes ap-
plications of spectral graph theory and manifold learning
to denoise and model cellular systems faithfully for predic-
tive insight. This mini-tutorial aims to introduce a set of
biologically-important yet mathematically deep problems
in an accessible way to applied mathematicians with little
prior engagement with biology.

Christine Heitsch

School of Mathematics

Georgia Institute of Technology
heitsch@math.gatech.edu

MTO

Combinatorial Frontiers in Computational Biology

There are numerous subfields of computational biology
and bioinformatics where important mathematical ques-
tions arise that require a combinatorics or graph theory
toolbox. This tutorial will introduce some biological prob-
lems that are ripe for collaboration opportunities with the
ACDA community. We will provide a high-level overview of
the landscape and then focus on two emerging “hot topic”
areas protein-protein interaction networks and single cell
sketching. For the first topic, we will provide an overview
of network science methods in protein-protein interaction
networks, which will set the stage for the ACDA21 plenary
talk by Prof. Lenore Cowen. The second topic area will
be on the challenge of representing, denoising, and ulti-
mately sketching single cell data. This work includes ap-
plications of spectral graph theory and manifold learning
to denoise and model cellular systems faithfully for predic-
tive insight. This mini-tutorial aims to introduce a set of
biologically-important yet mathematically deep problems
in an accessible way to applied mathematicians with little

prior engagement with biology.

Xiaozhe Hu
Tufts University
xiaozhe.hu@tufts.edu

MTO

Combinatorial Frontiers in Computational Biology

There are numerous subfields of computational biology
and bioinformatics where important mathematical ques-
tions arise that require a combinatorics or graph theory
toolbox. This tutorial will introduce some biological prob-
lems that are ripe for collaboration opportunities with the
ACDA community. We will provide a high-level overview of
the landscape and then focus on two emerging ”hot topic”
areas protein-protein interaction networks and single cell
sketching. For the first topic, we will provide an overview
of network science methods in protein-protein interaction
networks, which will set the stage for the ACDA21 plenary
talk by Prof. Lenore Cowen. The second topic area will
be on the challenge of representing, denoising, and ulti-
mately sketching single cell data. This work includes ap-
plications of spectral graph theory and manifold learning
to denoise and model cellular systems faithfully for predic-
tive insight. This mini-tutorial aims to introduce a set of
biologically-important yet mathematically deep problems
in an accessible way to applied mathematicians with little
prior engagement with biology.

Smita Krishnaswamy
Yale University
smita.krishnaswamy@yale.edu

MTO

An Introduction to Combinatorial Scientific Com-
puting

Graph algorithms have played an important role in numer-
ical methods since at least 1961 when Parter noted that
graphs could be used to describe the structure of sparse ma-
trix algorithms. Through the intervening decades, graphs
have been used to encode a wide variety of concepts in
scientific computing and have played key roles in sparse
factorizations, parallel algorithms, algorithmic differentia-
tion, mesh generation and many other problems. In the
early 2000s, researchers in this field coalesced around the
name Combinatorial Scientific Computing (CSC). A series
of STAM Workshops on CSC has now been folded into the
new ACDA Conference. This minitutorial will provide an
accessible introduction to CSC with a focus on three illus-
trative research topics: (i) applications of graph matching
for entity pairing, (ii) large-scale graph partitioning for load
balancing, and (iii) graph models in algorithmic differentia-
tion for computing exact derivatives of computer-generated
functions. Through these exemplar problems we will touch
on some of the recurring elements of CSC including: Graph
abstractions in numerical algorithms Practical approxima-
tion algorithms for expensive graph operations Empirical
performance studies Performance on modern and emerg-
ing computer architectures Connections between scientific
computing and data mining

Fredrik Manne
University of Bergen, Norway
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MTO
Combinatorial Frontiers in Computational Biology

There are numerous subfields of computational biology
and bioinformatics where important mathematical ques-
tions arise that require a combinatorics or graph theory
toolbox. This tutorial will introduce some biological prob-
lems that are ripe for collaboration opportunities with the
ACDA community. We will provide a high-level overview of
the landscape and then focus on two emerging "hot topic”
areas protein-protein interaction networks and single cell
sketching. For the first topic, we will provide an overview
of network science methods in protein-protein interaction
networks, which will set the stage for the ACDA21 plenary
talk by Prof. Lenore Cowen. The second topic area will
be on the challenge of representing, denoising, and ulti-
mately sketching single cell data. This work includes ap-
plications of spectral graph theory and manifold learning
to denoise and model cellular systems faithfully for predic-
tive insight. This mini-tutorial aims to introduce a set of
biologically-important yet mathematically deep problems
in an accessible way to applied mathematicians with little
prior engagement with biology.

James Murphy
Tufts University
jmurphy@math.jhu.edu

MTO

An Introduction to Combinatorial Scientific Com-
puting

Graph algorithms have played an important role in numer-
ical methods since at least 1961 when Parter noted that
graphs could be used to describe the structure of sparse ma-
trix algorithms. Through the intervening decades, graphs
have been used to encode a wide variety of concepts in
scientific computing and have played key roles in sparse
factorizations, parallel algorithms, algorithmic differentia-
tion, mesh generation and many other problems. In the
early 2000s, researchers in this field coalesced around the
name Combinatorial Scientific Computing (CSC). A series
of STAM Workshops on CSC has now been folded into the
new ACDA Conference. This minitutorial will provide an
accessible introduction to CSC with a focus on three illus-
trative research topics: (i) applications of graph matching
for entity pairing, (ii) large-scale graph partitioning for load
balancing, and (iii) graph models in algorithmic differentia-
tion for computing exact derivatives of computer-generated
functions. Through these exemplar problems we will touch
on some of the recurring elements of CSC including: Graph
abstractions in numerical algorithms Practical approxima-
tion algorithms for expensive graph operations Empirical
performance studies Performance on modern and emerg-
ing computer architectures Connections between scientific
computing and data mining

Christian Schulz
Heidelberg University, Germany
christian.schulz@informatik.uni-heidelberg.de

PPO

1 - Families of Optimization Problems Related to
Network Centrality

Networks (or graphs) are widely used to model relation-

ships in numerous real-world applications, and network
analysis aims to unveil hidden information or patterns in
the structure of those networks. Centrality measures indi-
cate the importance of a vertex (or edge) in the network
and are widely used for network analysis. Numerous mea-
sures exist, some based on shortest paths, others consider
paths of arbitrary lengths none is universal and appro-
priate for all applications. In this poster, we present our
research on three families of centrality-related optimization
problems: - group centrality maximization - centrality im-
provement - graph robustness Our solution methods are
designed for specific centrality measures; yet, the generic
optimization problems can be parameterized with any such
measure. The resulting approximation algorithms are able
to scale to much larger instances than the state of the art,
while the solution quality in practice is often comparable.

Henning Meyerhenke, Eugenio Angriman, Alexander Van
Der Grinten, Maria Predari

Humboldt-Universitat zu Berlin
meyerhenke@hu-berlin.de, angrimae@hu-berlin.de,
avdgrinten@hu-berlin.de, predarim@hu-berlin.de

PPO
2 - Analytic Solutions to Quadratic Programs

In 2011, a fascinating paper appeared in the Journal of
Portfolio Management. Its authors (Clarke, De Silva &
Thorley 2011) produced an analytic expression for a mini-
mum variance portfolio without short sales. The expression
solved an important special case of a problem in optimiza-
tion theory. While the formula of Clarke et al. (2011)
had no rigorous proof, contained an error and had a nar-
row scope, it supplied a new result. Unfortunately, the
focus of the authors and the journal on portfolio theory
obscured this novel contribution to the field of numerical
optimization generally, and quadratic programming in par-
ticular. We extend the results of Clarke et al. (2011) es-
tablishing a rigorous theoretical foundation. Specifically,
we develop analytic expressions for solutions to quadratic
programs constrained to a standard simplex currently only
solvable numerically. Our approach uses fixed point the-
ory to characterize the solution in a way that reveals its
geometric properties. The associated fixed-point maps are
discontinuous necessitating an analysis that does not rely
on contraction properties. When the objective matrix has a
factor structure, our fomulae also yield highly efficient algo-
rithms. The iterates of these algorithms behave very differ-
ently from those produced by traditional numeric solvers.
We analyze the complexity of our algorithms, develop a
corresponding convergence theory, and benchmark them
against state-of-the-art.

Alex Bernstein, Alex Shkolnik
University of California, Santa Barbara
bernstein@pstat.ucsb.edu, shkolnik@ucsb.edu

PPO

3 - A Dynamic Programming Heuristic for Dense
Hessian Chain Bracketing

Second derivatives of mathematical models for real-world
phenomena are fundamental ingredients of a wide range of
numerical simulation methods including parameter sensi-
tivity analysis, uncertainty quantification, nonlinear opti-
mization and model calibration. The evaluation of such
Hessians often dominates the overall computational effort.
Various combinatorial optimization problems can be for-
mulated based on the highly desirable exploitation of the
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associativity of the chain rule of differential calculus. The
fundamental HESSIAN ACCUMULATION problem aiming to
minimize the number of floating-point operations required
for the computation of a Hessian turns out to be NP-
complete. The restriction to suitable subspaces of the
exponential search space proposed in this paper ensures
computational tractability while yielding improvements by
factors of ten and higher over standard approaches based
on second-order tangent and adjoint algorithmic differenti-
ation. This paper focusses on bracketing of dense Hessian
chain products with the aim of minimizing the total num-
ber of floating-point operations to be performed. The re-
sults from a given dynamic programming algorithm for op-
timized bracketing of the underlying dense Jacobian chain
product are used to reduce the computational cost of the
corresponding Hessian. Minimal additional algorithmic ef-
fort is required.

Uwe Naumann

RWTH Aachen University

Software and Tools for Computational Engineering
naumann@stce.rwth-aachen.de

Shubhaditya Burela
RWTH Aachen University
shubhaditya.burela@rwth-aachen.de

PPO

4 - Parallel Nearest Neighbors in Low Dimensions
with Batch Updates

We present a set of parallel algorithms for computing ex-
act k-nearest neighbors in low dimensions. Most k-nearest
neighbor algorithms in the literature use either a kd-tree
or the Morton ordering of the set of points: our algo-
rithm combines these approaches. We present a variant
of our algorithm specialized for computing the k-nearest
neighbor graph of an entire point set, and one for gen-
eral queries. Furthermore, both of these variants support
batch-dynamic insertions to the original data structure; to
our knowledge, these are the first k-nearest neighbor algo-
rithms to support batch-dynamic updates. We benchmark
our algorithms against existing parallel nearest neighbor
algorithms, experimenting on tree-based implementations
as well as implementations based on the Morton ordering.
Our experimental results show that our implementations
are generally faster than all the algorithms we use to bench-
mark, as well as achieving 75x speedup for calculating all
nearest neighbors on 144 cores. Our batch-dynamic inser-
tions achieve 1072 speedup per element for a batch of size
5 million.

Magdalen Dobson
MIT
mrdobson@andrew.cmu.edu

Guy Blelloch

Computer Science Department
Carnegie Mellon University
guyb@cs.cmu.edu

PPO
5 - Robust Problems in General Norms

We initiate study of robust combinatorial optimization
problems in general norms. The contribution is as follows:
- we develop a general framework based on LP formulation
that is applicable to several instances of combinatorial op-
timization problems including shortest paths and matroid

optimization, - we prove that problems falling into our
framework can be solved efficiently with arbitrary small
error in polynomial time for general perturbation norms,
e.g., Lpy-norms, - we present a more efficient instantiation of
our framework in the case of Li-norm, - we derive a pos-
sible approach how to handle multi-objective versions of
robust problems. To the best of our knowledge, no frame-
work this general has been developed before. Previous re-
search focuses on specific problems, e.g., shortest paths, or
matroid optimization, and/or is limited to specific pertur-
bation norms, e.g., L.

Krzysztof Fleszar
University of Warsaw
krzysztof.fleszar@mimuw.edu.pl

Marek Adamczyk
University of Wroclaw
marek.adamczyk@cs.uni.wroc.pl

Marcin Mucha

University of Warsaw

Faculty of Mathematics, Informatics and Mechanics
mucha@mimuw.edu.pl

Piotr Sankowski
Institute of Informatics, University of Warsaw
sank@mimuw.edu.pl

PPO
6 - Spectral Hypergraph Partitioning Revisited

Most state-of-the-art hypergraph partitioning algorithms
follow a multilevel approach that constructs a hierarchy of
coarser hypergraphs that in turn are used to drive partition
refinements. These partitioners are widely accepted as the
current standard, as they have proven to be quite effective.
On the other hand, spectral partitioners are considered to
be less effective in cut quality, and too slow to be used
in industrial applications. In this work, we revisit spec-
tral hypergraph partitioning and we demonstrate that the
use of appropriate solvers eliminates the running time defi-
ciency. In fact, spectral algorithms can compute competing
solutions in a fraction of the time needed by standard par-
titioning algorithms, especially on larger designs. We also
introduce several novel modifications in the common spec-
tral partitioning workflow, that enhance significantly the
quality of the computed solutions. We run our partitioner
on FPGA benchmarks generated by an industry leader,
generating solutions that are directly competitive both in
runtime and quality.

loannis Koutis

New Jersey Institute of Technology
New Jersey Institute of Technology
ikoutis@njit.edu

Bodhisatta Pramanik
Towa State University
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8 - A Framework for Efficient Line Graph Compu-
tation for Hypergraphs

Hypergraphs are increasingly becoming important in data
science applications due to their capability for robust data
representation. However, their computational complexity
can be high. To reduce this complexity, lower order approx-
imations of hypergraph to compute relevant structures are
often employed. Line graphs, in particular, higher order
s-line graphs for s > 1, of hypergraphs can be considered
as a critical tool for this purpose. Such line graphs are suf-
ficient to capture important hypergraph properties, while
leveraging fine-tuned graph algorithms on the s-line graphs
to approximate different hypergraph metrics. Obtaining
high order s-line graphs is highly compute-intensive. In
this work, we present a framework for s-line graph compu-
tations, including efficient, parallel algorithms to acceler-
ate s-line graphs computation, and demonstrate approxi-
mately 1.4x to 9X speedup compared to a prior state of
the art algorithm proposed recently. To the best of our
knowledge, ours is the first framework for high order line
graph computation of hypergraphs.

Xu T. Liu

Washington State University

Pacific Northwest National Laboratory
xu.liu2@wsu.edu

Jesun S. Firoz
Pacific Northwest National Lab
jesun.firoz@pnnl.gov
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University of Washington
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PPO

7 - Theoretical Study of DenseNet Scheduling on
Heterogeneous System Architecture

This paper discusses the scheduling problem for DenseNet
on a heterogeneous system. DenseNet is a promising net-
work topology for Al learning. It has extensive data depen-
dency, so it is very challenging to schedule the tasks among
processing units. Modern computing systems have hetero-
geneous processors for different computing needs, and com-
munication among processors is expensive. Therefore, it is
essential to scheduling the computation tasks to the suit-
able processors while reducing the communication among
them. We show that the DenseNet scheduling problem is
NP-Complete when the number of heterogeneous proces-
sors is n?, where n is the size of the DenseNet. Never-
theless, we show that when there are only two heteroge-
neous processors, dynamic programming can schedule the
DenseNet computation optimally in O(n) time by a series
of optimizations. This heterogeneous system model is con-

sistent with the current computer systems, which mostly
have one CPU and one GPU as the primary resources for
AT computation. We also implement these algorithms and
compare their timing results. The dynamic programming
relies on two keen observations to improve the time com-
plexity. First, we observe that the delay effect due to com-
munication will not affect later tasks assigned to the same
processor. Second, we observe that we can simplify the de-
pendency by considering one task at a time in increasing
time order and perform an amortized cost analysis over all
tasks.

Pangfeng Liu, Yu-Che Cheng
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9 - MTK: A Composable Graph Transformation
System for Equation-Based Modeling

Not available
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PPO

10 - Classifying E-Commerce Product Listings us-
ing Word Co-Occurrence Graphs

We consider the problem of classifying short sentences,
where the sentences correspond to titles of products in e-
commerce marketplaces such as Amazon, Etsy, and eBay.
Automated product categorization is of interest because
sellers may upload information corresponding to multiple
listings, and may not be aware of the category tree the
marketplace is using. It may be difficult for sellers to man-
ually enter the appropriate category for each listing. A
popular approach to solve such natural language process-
ing (NLP) problems is to learn vector representations of
words, subwords, or sentences and build classifiers. The
subword model-based classifier in the fastText library is
shown to be significantly faster than several deep neural
network-based models and achieves comparable accuracy
for a variety of NLP tasks, including single-sentence classi-
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fication. In this work, we develop an alternate method that
does not require learning vector representations of words.
Our method works by constructing multiple weighted word
co-occurrence graphs, one for each category. Given a new
sentence/listing, we look for occurrences of the words in
this sentence in each of the graphs, and predict the category
based on a scoring heuristic. We show that for two publicly
available datasets with millions of listings (from Etsy and
Amazon), our approach achieves performance that is very
close to a classifier built using the fastText library.
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PPO

11 - Reducing Memory Requirements of Quantum
Optimal Control

N/A

Sri Hari Krishna Narayanan, Paul Hovland, Jan
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PPO

12 - Fast Tree-Based Algorithms for Dbscan on
GPUs

DBSCAN is a well-known density-based clustering algo-
rithm to discover clusters of arbitrary shape. The efforts
to parallelize the algorithm on GPUs often suffer from high
thread execution divergence (for example, due to asyn-
chronous calls to range queries). In this poster, we pro-
pose a new general framework for DBSCAN on GPUs, and
propose two tree-based algorithms within that framework.
Both algorithms fuse neighbor search with updating clus-
tering information, and differ in their treatment of dense
regions of the data. We show that the cost of computing
clusters is at most twice the cost of neighbor determination
in parallel. We compare the proposed algorithms with ex-
isting GPU implementations, and demonstrate their com-
petitiveness and excellent performance in the presence of
a fast traversal structure (bounding volume hierarchy). In
addition, we show that the memory usage can be reduced
by processing the neighbors of an object on the fly without
storing them.

Andrey Prokopenko
Oak Ridge National Laboratory
prokopenkoav@ornl.gov

PPO
13 - Temporal Analysis of Epidemiology Indicators

and Air Travel Data for Covid-19

Coronavirus Disease 2019 (Covid-19) is an ongoing out-
break and the latest threat to global health. It is imper-
ative to understand the implications of social interaction
on Covid-19 indicators in order to help formulate policies
and guidelines by governments and local authorities. We
present a case-study of curating state-level Covid-19 indi-
cators such as Active Cases, Deaths, Hospitalization Rate,
etc. for the United States. We also curate open source
domestic USA air travel data and present its impact on
Covid-19 indicators. We also perform a time-series analysis
of the dataset using Independent Temporal Motif (ITeM)
to find weekly trends in the data. We publish the dataset
and the results for further exploration by the research com-
munity.
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PPO

14 - Scalable Approaches to Selecting Key Entities
in Networked Infrastructure Systems

This work aims at bringing advances in discrete optimiza-
tion algorithms to solving practical engineering problems
at scale. Often times, in many engineering design prob-
lems, there is a need to select a small set of influential or
representative elements from a large ground set of entities
in an optimal fashion. Submodular optimization provides
for a formal way to solve such problems. Common exam-
ples with infrastructure systems involve sensor placement
and identification of key entities with certain objectives.
However, scaling these approaches to large infrastructure
systems can be challenging. In this work, we explore a well-
studied and widely-applicable paradigm, namely leader-
selection in a multi-agent networked setting in the context
of scalable methodologies. We demonstrate novel frame-
works that utilize variations of accelerated submodular op-
timization algorithms along with linear-algebraic methods
that can help accelerate the oracle computations. We fur-
ther explore this combination in conjunction with graph
partitioning paradigms to take advantage of the accelerated
algorithms in a distributed setting. Finally we demonstrate
the key findings on a practical problem in a traffic control
application, where we seek k = 200 key intersections. This
problem can be solved in a serial setting in just under 5
hours providing more than 2 orders of magnitude speed-up
over methods that do not consider acceleration techniques.
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15 - Towards Better Renyi Entropy Estimation

Estimation of Rényi entropy is of fundamental importance
to many applications in cryptography, statistic or machine
learning. This paper addresses some of the challenges with
existing estimators, particularly the question about the
sample size. The contribution is a novel analysis of the
generalized ”birthday paradox” collision estimator. The
analysis is considerably simpler than in prior works, gives
clear formulas and strengthens existing bounds. We use
the improved bounds to study adaptive estimation, and
show that it outperforms previous methods, particularly
in regimes of low or moderate entropy. Last but not least,
to demonstrate the usefulness of our techniques, a number
of applications concerning theoretical and practical prop-
erties of "birthday estimators” is discussed.

Maciej Skorski

University of Luxembourg
University of Luxembourg
maciej.skorski@gmail.com
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16 - Linear Time Algorithms for Edge Clique Cover
of Graphs with Bounded Degeneracy

A set of cliques C is an edge clique cover of a graph if every
edge of the graph is contained in at least one of the cliques
in C. Finding minimum cardinality edge clique cover is
an NP-hard problem, and the problem does not admit
constant-factor approximation algorithm unless P = NP.
Edge clique cover is an abstraction of many real world
problems, and for many of these problems, fast polyno-
mial time algorithms are of paramount importance. We
define a type of edge clique cover that admits desirable
properties. Using theoretical foundations of the proper-
ties, we design a new framework of heuristic algorithms for
computing edge clique cover. We describe fast instantia-
tions of the framework. For a graph with degeneracy d
and m edges, one such algorithm takes O(md + |C|d?) time
and O(m + |C|d) space. We further show that for many
graph families, the algorithm can compute their solutions
in O(md) time, using O(m) space. Our experiments show
that our algorithms significantly outperform state-of-the-
art heuristic algorithms for the problem, both on minimum
cardinality objective and execution time. For real-world
graphs (social networks, brain networks, gene regulatory
networks) with billions of edges, the algorithms show linear
dependence of computation time on number of edges. We
also have applied the algorithms on a problem of improving
neighbourhood communication patterns in MPI (message
passing interface) library.
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PPO
17 - Conditional Preconditioning

In the field of combinatorial optimization preconditioning
methods prove to be of crucial importance. We present a
generic way of modifying some of these methods so that
they are more effective in reducing the problem size. As
an example we use the k-clique decision problem and two
sets of kernelization methods. One set is based on coloring
the neighborhood of a node or edge, the other is based
on dominance of neighborhoods. We show that we can
not only delete edges but put them back and thus delete
more nodes and edges from the graph in the end. The
presented method is versatile and can possibly be used in
other examples as well.

Sandor Szabo

Institute of Mathematics and Informatics
University of Pecs

sszabo7@hotmail.com

Bogdan Zavalnij
Alfred Renyi Institute of Mathematics
bogdan@renyi.hu



Conference on

SIAJL.
2@2] Control and Its Applications

SIAM Conference on Control and Its Applications (CT21)

Abstracts are shown as submitted by authors.

SidlTL.

3600 Market Street, 6th Floor
Philadelphia, PA 19104-2688 U.S.
Telephone: 800-447-7426 (U.S. & Canada) +1-215-382-9800 (Worldwide)
meetings@siam.org


www.siam.org
mailto:meetings@siam.org
https://www.siam.org/conferences/cm/conference/ct21

SIAM Conference on Control and Its Applications (CT21)

147

IP1

Opening Remarks and Presentation: Exploiting
Redundancy in Nonlinear Optimal Control

Optimal Control provides the foundation for highly suc-
cessful computational controller design methods such as
model predictive control (MPC) or reinforcement learn-
ing (RL). However, even sophisticated computational ap-
proaches can only work if the complexity of the underlying
optimal control problem is not too high. Methods that
are able to tackle large-scale problems induced, e.g., by
networked control systems or by discretized partial differ-
ential equations require some kind of redundancy of the
underlying problem in order to be efficient. In this talk we
will revisit two classical redundancy properties in nonlinear
control and show why they are beneficial for modern com-
putational methods. In the case of MPC, we will consider
the turnpike property, a classical property of optimal con-
trol problems whose discovery goes back at least until the
1920s. We will show that the turnpike property explains
why the receding horizon paradigm behind MPC works
and that it allows for rigorous statements about stability,
feasibility and near-optimal performance of MPC schemes.
Concerning RL, we will argue that small-gain conditions,
that are classical in linear control and were established in
nonlinear control since the 1990s, can explain why deep
neural networks can overcome the curse of dimensionality.
We will investigate this property rigorously for a prototype
problem of computing Lyapunov functions for nonlinear
systems.

Lars Grune
University of Bayreuth, Germany
lars.gruene@uni-bayreuth.de

P2
Robustness in Machine Learning

Machine Learning (ML) hold a huge promise in many im-
portant applications, reshaping every aspect of our lives.
Despite the promise and successful outcomes in applica-
tions that involve stationary environments, many existing
ML algorithms fail drastically when data inputs or task
objectives change from those used during algorithm train-
ing. Developing ML methods with robustness guarantees
against such changes becomes even more crucial in the
context of the safety critical applications. This talk will
give an overview of ML methods and algorithms that can
maintain performance in the presence of perturbations and
gracefully adapt to changes in input data, task objectives
and domain shifts. We will present new formulations and
efficient training algorithms with both optimization and
generalization guarantees that would be essential for safe
and reliable deployment of ML technologies.

Asu Ozdaglar
MIT
asuman@mit.edu

IP3

Nevertheless it Persisted: Analyzing the Behavior
of Epidemic Processes over Networks

The study of epidemic processes has been of interest over a
wide range of fields for the past century, including in math-
ematical systems, biology, physics, computer science, social
sciences and economics. There has been a resurgent inter-
est in the study of epidemic processes focused on the spread
of viruses over networks, motivated largely by recent out-

breaks of infectious diseases, but also by the rapid spread
of opinions over social networks, and the security threats
posed by computer viruses. Many of the models consid-
ered in recent studies have been focused on network models
with static network structures, however, frequently the sys-
tems being considered have inherently dynamic structures.
In this talk we will discuss data-informed modeling, equi-
libria and convergence analysis results for epidemic pro-
cesses over both static and time-varying networks, with
the goal being to elucidate the behavior of such spread
processes. Multi-strain/multi-virus models will also be dis-
cussed. Simulations and issues arising from the use of data
from ongoing viral outbreaks will be reviewed to conclude
the talk.

Carolyn Beck
University of Illinois, Urbana-Champaign, U.S.
beck3@illinois.edu

IP4

Closing Remarks and Presentation: A Unified Ap-
proach to Convergence Analysis of Policy Update
Methods for Control

Motivated by the widely used ”policy gradients” and re-
lated methods that update a policy based on its observed
cost (especially in reinforcement learning), the applica-
tion of these methods to classical control design problems
has been a recent focus of study. We start by examining
these methods—their convergence and optimality—for the
infinite-horizon Linear Quadratic Regulator (LQR), where
we show that despite nonconvexity, gradient update meth-
ods converge to the optimal policy under mild assump-
tions. Next, we make a connection to classical convexifi-
cation techniques, such as Youla parameterization—which
leads to a unified way to prove similar results for a whole
host of control design problems, as long as they admit a
semidefinite programming representation.

Maryam Fazel

University of Washington
Electrical Engineering
mfazel@ee.washington.edu

SP1

Best SICON Paper Prize Lecture #1: An Inex-
act Bundle Algorithm for Nonconvex Nonsmooth
Minimization in Hilbert Space

We develop and analyze an inexact bundle method for non-
smooth nonconvex minimization on closed convex sets in
infinite-dimensional Hilbert spaces. The proposed method
requires only approximate (i.e., inexact) values of the cost
function and of an element of the generalized differential.
A quadratic term in the bundle subproblem allows to in-
corporate curvature information. We present a global con-
vergence theory in a suitable infinite-dimensional Hilbert
space setting. The method requires to control the inex-
actness in function evaluations and subproblem solves via
accuracy conditions that are implementable. We illustrate
our framework by applications to the optimal control of
obstacle problems and present some numerical results.

Lukas Hertlein
Technical University of Munich, Germany
lukas.hertlein@ma.tum.de
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SP2

Best SICON Paper Prize Lecture #2: Controlla-
bility for Coupled Linear Parabolic PDEs

Coupled parabolic PDEs abound in the study of practical
dynamical systems; for example, in atmospheric, epidemic,
and biological system modeling. When tasked with regu-
lating such systems, it is seldom the case that controls en-
ter every equation within the system. This underactuation
elicits the problem of determining whether such systems
are controllable. Our work studies this controllability prob-
lem for systems governed by coupled linear parabolic PDEs
that are controlled by interior inputs, where actuation is
available on a limited number of subsystems, and where
couplings appear as spatiallydistributed reaction and ad-
vectionlike terms. We provide an easily-verifiable sufficient
controllability condition reminiscent of the Kalman rank
condition for finite-dimensional systems, and in doing so,
advance a control design technique that can be utilized to
reduce the number of controls needed.

Drew Steeves
University of California, San Diego, U.S.
dsteeves@eng.ucsd.edu
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SP3

SIAG/CST Prize Lecture: Capture the Structure:
Parameter-free Analysis and Control of Dynamic
Behaviours

Dynamical networks are composed of several subsystems
that interact according to an interconnection topology.
This broad class of systems includes not only multi-agent
systems in engineering, but also natural systems in biol-
ogy, ecology, epidemiology. Structural analysis aims at re-
vealing properties of a dynamical network that are exclu-
sively based on its structure (i.e., its topology along with
qualitative assumptions) and are independent of parameter
values, which are often uncertain or unknown. In partic-
ular, structural approaches can explain the extraordinary
robustness that biological systems exhibit despite huge un-
certainties and environmental fluctuations. We will intro-
duce the BDC-decomposition as a local and global tool for
structural analysis, which allows us to find criteria to struc-
turally assess important properties, including the stability
of equilibria and the sign of steady-state input-output in-
fluences. We will also discuss a structural classification of
oscillatory and multistationary behaviours in systems that
can be seen as the sign-definite interconnection of subsys-
tems with suitable qualitative properties. We will finally
illustrate how structural properties can be exploited for
control purposes, and for the design of systems that are
guaranteed to exhibit the desired behaviour even in highly
uncertain environments.

Giulia Giordano
University of Trento

Italy
giulia.giordano@unitn.it

JP1

Joint Plenary Speaker with the 2021 STAM Annual
Meeting (AN21): Spiking Control Systems

Spikes are the heart beats of neuronal circuits, event-based
cameras, and neuromorphic chips. How shall we control
such systems? How shall we make them robust to uncer-
tainty? How shall we design artificial spiking systems that
will come even close to the efficiency, resilience, and learn-
ing capabilities of natural spiking systems? The control
theory of spiking systems is in infancy. Neither analog,
nor digital, nor hybrid theories properly acknowledge the
distinct feature of spiking. This talk will discuss some of
the core questions of spiking control and the potential of
spiking communication for the future of control and com-
putation.

Rodolphe Sepulchre
University of Cambridge
Cambridge, UK
r.sepulchre@eng.cam.ac.uk

CP1

Error Bounds for Carleman Linearization of Gen-
eral Nonlinear Systems

In 1932, Carleman proposed his celebrated linearization
method for transforming (lifting) a finite-dimensional non-
linear system with an analytic right-hand side into an
equivalent infinite-dimensional linear system. One of the
outstanding challenges with this method is that one usually
has to deal with linear systems with unbounded operators,
where a common approach to address this issue is to con-
struct finite truncation of the infinite-dimensional system.
It has been observed that the trajectory of the truncated
system eventually diverges from the solution of the original
nonlinear system, which raises several questions: what is
the proper truncation size? How well does the truncated
system approximate the original system? How long do the
trajectories stay close to each other? This work provides
explicit theoretical error bounds for the truncated system
and proves that its trajectories stay close to the original
nonlinear system over a quantifiable time interval. More-
over, if the original nonlinear system is asymptotically sta-
ble, the error vanishes as time goes to infinity. Our results
hold for general time-varying nonlinear dynamical systems
with analytic right-hand sides. To support our theoretical
estimates, we will present several numerical case studies.

Arash Amini
Lehigh University
ara416@lehigh.edu

CP1

Converse Lyapunov Theorems for Exponential Sta-
bility of Lipschitz Continuous Nonlinear Systems

It is proven that a necessary and sufficient condition for ex-
ponential stability of the zero equilibrium point of a Lip-
schitz continuous nonlinear system is existence of a Lya-
punov function that is linearly bounded, and decreases
monotonously along the system trajectories. This state-
ment holds for both discrete and continuous time systems.
Moreover, two different small gain theorems for discrete
and continuous perturbed systems are given to demon-
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strate the potential of the given converse Lyapunov the-
orems. The addressed systems and Lyapunov functions
are allowed to be nonsmooth. Hence, the present work can
also be seen a contribution to nonsmooth analysis.

Cumhur Baspinar

RheinMain University of Applied Sciences
Faculty of Engineering
cumhur.baspinar@hs-rm.de

CP1

Online Inner Approximation of Reachable Sets of
Nonlinear Systems with Diminished Control Au-
thority

This work presents a method of efficiently computing in-
ner approximations of forward reachable sets for nonlinear
control systems with diminished control authority, given
an a priori computed reachable set for the nominal sys-
tem. The method functions by shrinking a precomputed
convex reachable set based on a priori knowledge of the sys-
tem’s trajectory deviation growth dynamics. The trajec-
tory deviation growth dynamics determine an upper bound
on the minimal deviation between two trajectories emanat-
ing from the same point that are generated by control in-
puts from the nominal and diminished set of control inputs,
respectively. These growth dynamics are a function of a
given Hausdorff distance bound between the nominal con-
vex space of admissible controls and the possibly unknown
impaired space of admissible controls. Because of its rel-
ative computational efficiency compared to direct compu-
tation of the off-nominal reachable set, this procedure can
be applied to on-board fault-tolerant path planning and
failure recovery. We consider the implementation of the
approximation procedure by way of numerical integration
and a root finding scheme, and we present two illustrative
examples, namely an application to a control system with
quadratic nonlinearities and aircraft wing rock dynamics.

Hamgza El-Kebir
Dept. of Aerospace Engr., University of Illinois at U-C
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CP1

A Modified Fixed Point Methods for Controlling
Dynamical Systems

In this work we treat in general non-linear dynamical sys-
tems. We give some results about the stable solutions
of this type of equations and use a modified fixed point
method to stabilize and control the system. In deed the res-
olution of the equations begins with an initial guess (that
we don’t know), we build a sequence that converge to the
stable solution of our system if it exists. To have a good
accuracy for the solution we treat, we apply an implicit
scheme to this equation and use a modified fixed point
technique to linearize our problem with a generalized non-
linear reaction and diffusion equation. Next, we apply this
methods in particular to the the dynamical system of some
chemical process. Several test-cases of analytical problems
illustrate this approach and show the efficiency of the pro-
posed new method.

Amattouch Mohamed Ridouan

FST Mohammedia
amattouch36@gmail.com

Belhadj Hassan
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CP1

A Temporal Logic-Based Hierarchical Network
Connectivity Controller

In this paper, we consider networks of static sensors with
integrated sensing and communication capabilities. The
goal of the sensors is to propagate their collected informa-
tion to every other agent in the network and possibly a
human operator. Such a task requires constant communi-
cation among all agents which may result in collisions and
congestion in wireless communication. To mitigate this is-
sue, we impose locally non-interfering communication con-
straints that must be respected by every agent. We show
that these constraints along with the requirement of prop-
agating information in the network can be captured by a
Linear Temporal Logic (LTL) framework. Existing tempo-
ral logic control synthesis algorithms can be used to design
correct-by-construction communication schedules that sat-
isfy the considered LTL formula. Nevertheless, such ap-
proaches are centralized and scale poorly with the size of
the network. We propose a hierarchical LTL-based algo-
rithm that designs communication schedules that deter-
mine which agents should communicate while maximiz-
ing network usage. We show that the proposed algorithm
is complete and demonstrate its efficiency and scalability
through numerical experiments.

Hans M. Riess

University of Pennsylvania

Department of Electrical and Systems Engineering
hmr@seas.upenn.edu

CP1

Saddle Flow Dynamics: Observable Certificates
and Separable Regularization

This paper proposes a certificate, rooted in observabil-
ity, for asymptotic convergence of saddle flow dynamics
of convex-concave functions to a saddle point. This ob-
servable certificate directly bridges the gap between the
invariant set and the equilibrium set in a LaSalle argu-
ment, and generalizes conventional conditions such as strict
convexity-concavity and proximal regularization. We fur-
ther build upon this certificate to propose a separable reg-
ularization method for saddle flow dynamics that makes
minimal requirements on convexity-concavity and yet still
guarantees asymptotic convergence to a saddle point. Our
results generalize to saddle flow dynamics with projections
on the vector field and have an immediate application as a
distributed solution to linear programs.

Pengcheng You, Enrique Mallada
Johns Hopkins University
pcyou@jhu.edu, mallada@jhu.edu

CP2

Observer Design and Temperature Regulation of
a Catalytic Reverse Flow Reactor Distributed Pa-
rameter Model

In this work, control and estimation problems have been



150

SIAM Conference on Control and Its Applications (CT21)

studied for a catalytic reversal flow reactor (CFRR). A
stabilizing compensator is developed on the basis of the
infinite-dimensional state-space description of the CFRR.
Linear-quadratic technique is used to design both an opti-
mal state-feedback controller and an output injection op-
erator. The developed compensator is tested numerically
for the catalytic combustion of lean methane emissions.

Ilyasse Aksikas
Qatar University
aksikas@qu.edu.qa

CP2

Approximate Controllability of Nonlocal and Im-
pulsive Integro-Differential Equations of Finite De-
lay

In this lecture, we derive sufficient conditions for the ap-
proximate controllability of nonlocal and impulsive integro-
differential equations of finite delay using the resolvent op-
erator theory in a Hilbert space. For this, we first convert
the controllability problem into a fixed point problem to
show the existence of a mild solution of the system and
then establish the approximate controllability of the sys-
tem. The main tools applied in our analysis are semigroup
theory, the resolvent operator theory, fractional power the-
ory, Krasnoselskii’s fixed point theorem, and Schauder’s
fixed point theorem. Finally, we provide an example to
show the application of our main results.

Kamal Jeet, Dwijendra Narain Pandey
IIT Roorkee
kamaljeetp2@gmail.com, dwij@ma.iitr.ac.in

CP2

Viscosity Solutions of Hamilton-Jacobi-Bellman
PDEs for Fractional-Order Systems

We consider optimal control problems for systems governed
by fractional differential equations of Caputo type. In ad-
dition to memory properties due to fractional derivatives,
we suppose that the vector fields and costs depend on
past histories of state trajectories. We define value func-
tions as functionals of past state trajectories and show that
they satisfy path-dependent dynamic programming prin-
ciples. Using co-invariant derivatives of fractional type,
we propose a viscosity solution notion for nonlinear PDEs
with co-invariant derivatives of fractional type. We show
that the value functionals are unique viscosity solutions
for Hamilton-Jacobi-Bellman PDEs derived from the path-
dependent dynamic programming principles.

Hidehiro Kaise, Yuta Masuda

Graduate School of Engineering Science, Osaka University
kaise@kumamoto-u.ac.jp, ymasuda@sigmath.es.osaka-
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CP2

Approximate Controllability from the Exterior of
Space-Time Fractional Parabolic-Elliptic Coupled
Systems

We study the approximate controllability of the following
parabolic-elliptic coupled system involving the fractional

Laplacian (—A)®, s € (0,1),

atu+ (7A)Su = au+bv in Q x (O,T)7
(=A)’v=cu+dvin Qx (0,T), (1)
u=glo,v=0in (RV\ Q) x (O T)
in

u(.,0) = u°

’

n 2,

and of a similar system to (1) with the following exterior
Dirichlet condition u = 0, v = hle in (RV\Q)x (0, T') with
a,b,c,d € R. The controls g and h are located on a non-
empty open subset O of the complementary of the open
bounded domain  in RY. For this reason, the approxi-
mate controllability is said to be exterior. To obtain the
controllability properties, we first prove the existence and
uniqueness of the series solution of the studied systems and
their dual. Then we state a unique continuation principle
for the dual equation which follows from a unique continu-
ation property for the eigenvalues of (—A)® with the homo-
geneous exterior Dirichlet condition. Finally, we show that
for any s € (0,1) and any control in Cg°(O x (0,7")), un-
der certain conditions on the coefficients, the approximate
controllability at any time 7" > 0 holds.

Carole Louis-Rose
Université des Antilles
carole.louis-rose@Quniv-antilles.fr

CP2

Mixed Monotone Iterative Technique for Impulsive
Hilfer Fractional Evolution Equations

The well established mixed monotone iterative technique
that is used to study the existence and uniqueness of frac-
tional impulsive system is extended to Hilfer fractional
order in this paper. The results are derived by using
the method of upper and lower quasi-solution and Co-
semigroup. Also, conditions on non-compactness of mea-
sure is used effectively to prove the main result. An il-
lustrative example is also presented. Recent results from
the work of “Haide Gou, Monotone iterative technique for
Hilfer fractional evolution equation with non-local condi-
tions” and “Jing Zhao & Rui Wang, Monotone iterative
technique for fractional impulsive evolution equations” are
used as main references.

Divya Raghavan
Indian Institue of Technology, Roorkee.
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CP2

Approximate Controllability of Riemann-Liouville
Fractional Order Systems with Non-Instantaneous
Impulses

The study is dedicated towards Riemann-Liouville frac-
tional order differential equations with non-instantaneous
impulses. Firstly, the uniqueness and existence of solutions
are proven using fixed point approach. Then approximate
controllability for the system is examined. The motiva-
tion of the work is mainly due to two reasons, one is the
property of non-instantaneous impulses which starts all at
once but holds for a finite time interval. The other is lesser
availability of literature on study of non-instantaneous im-
pulses associated with Riemann-Liouville derivatives. The



SIAM Conference on Control and Its Applications (CT21)

151

considered system is:
D= () = A=(t) + Bu(t) + g(t, 2(1)),
2(t) = Qu(t, 2(t;)),  t € (tipil,
I7"2(t)] =0 = 20 € Z,

i=1,2,...,n,

where D] denotes the Riemann-Liouville derivative of or-
der 1, 0 < 1 < 1, the constants p; and t; satisfy the relation
O0=po=to<ti1 <p1<te<..<pn<tpy1 =T, and
Sy and g are functions to be specified later. A : D(A) C
Z — Z is the infinitesimal generator of a Cop-semigroup
T(t)(t > 0) on the Banach space Z. B is a linear oper-
ator and z(t) and wu(t) belong to Banach spaces Z and U
respectively.
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CP3
Quantitative Resilience of Linear Driftless Systems

This paper introduces the notion of quantitative resilience
of a control system. Following prior work, we study linear
driftless systems enduring a loss of control authority over
some of their actuators. Such a malfunction results in actu-
ators producing possibly undesirable inputs over which the
controller has real-time readings but no control. By defini-
tion, a system is resilient if it can still reach a target after a
partial loss of control authority. However, after such a mal-
function, a resilient system might be significantly slower to
reach a target compared to its initial capabilities. We quan-
tify this loss of performance through the new concept of
quantitative resilience. We define such a metric as the max-
imal ratio of the minimal times required to reach any target
for the initial and malfunctioning systems. Nave computa-
tion of quantitative resilience directly from the definition
is a complex task as it requires solving four nested, possi-
bly nonlinear, optimization problems. The main technical
contribution of this work is to provide an efficient method
to compute quantitative resilience. Relying on bang-bang
control theory and on two novel geometric results we re-
duce the computation of quantitative resilience to a single
linear optimization problem. We demonstrate our method
on an opinion dynamics scenario.

Jeanbaptiste Bouvier

Aerospace Engineering Department
University of Illinois at Urbana-Champaign
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CP3

Time-Optimal Coordination for Connected and
Automated Vehicles at Adjacent Intersections

Traffic congestion has become a significant concern in big
metropolitan areas. By 2050, it is expected that 68% of

the population will reside in urban areas. In 2017, conges-
ion in urban areas in the US caused drivers to spend an

n
t € Uio(pi, t“']gxtra 8.8 billion hours on the road and purchase an extra

3.3 billion gallons of fuel resulting in $166 billion cost. In
addition, about 35K people in the US lose their lives in
traffic accidents each year. One of the promising ways to
mitigate congestion and improve safety is the integration
of information and communication technologies with cities.
Using connected and automated vehicles (CAVs) is one of
the intriguing ways towards transitioning to smart cities.
In this talk, we present a decentralized optimal control
framework for CAVs crossing two adjacent intersections.
The framework consists of an upper-level scheduling prob-
lem and a low-level optimal control problem. The solution
of the upper-level problem designates the optimal time of
each CAV aimed at minimizing its travel time to cross the
intersections. The outcome of the upper-level scheduling
problem becomes the input of the low-level problem, the
solution of which yields the optimal control input (accelera-
tion/deceleration) of each CAV to exit the intersections at
the time specified in the upper-level scheduling problem.
We demonstrate the effectiveness of the proposed frame-
work through numerical simulation.

Behdad Chalaki
University of Delaware
Phd candidate
bchalaki@Qudel.edu
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CP3

Mean Field Models to Regulate Carbon Emission
Levels in Electricity Production

The most serious threat to ecosystems is the global cli-
mate change fueled by the uncontrollable increase in the
carbon emission levels. In this project, mean-field control
and mean-field game models are proposed to analyze the
decision of electricity producers on how much nonrenew-
able and renewable energy resources to use in the elec-
tricity generation and the influence of carbon tax policies
imposed by a regulator on this decision. The trade-off be-
tween higher levels of revenue from electricity production
and the negative effects of carbon emission on the environ-
ment affects electricity producers decisions to choose how
much cheaper, reliable but polluting nonrenewable energy
or clean but random renewable energy to use in production.
We compare these decisions under two different settings
where the producers are competitive (Nash Equilibrium)
or cooperative (Social Optimum) and we further analyze
the Stackelberg Equilibrium with the addition of a regula-
tor that decides on the carbon tax levels.

Gokce Dayanikli
Princeton University
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CP3

Learning Shape Control of Multi-Agent Systems
with Lagrangian Neural Networks

Shape control of double integrator agents can be seen as a
stabilization system whose evolution can be described by
forced Euler-Lagrange equations. If agents are subject to
unknown disturbances, desired shapes can not be achieved
with the classical controllers. We propose a Neural Net-
work for forced Lagrangian systems to learn the unknown
disturbances, and we use the learning to re-design the con-
troller to achieve the desired shape. A numerical example
highlights the effectiveness of the proposed learning-based
control law.

Manuela Gamonal Fernandez, Leonardo J. Colombo
Instituto de Ciencias Matemaéticas
(CSIC-UAM-UCM-UC3M)
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CP3

Resource Allocation for Prioritization and Gating
of Memory Traces in Linear Systems

When presented with stimuli, internal processes within the
brain must somehow determine which, if any, of this infor-
mation to retain, and which to ignore in order to prevent
redundancy or exceed its available resources. The process
and mechanisms the brain uses to vet the stimuli it re-
ceives is still greatly unknown and a long-standing research
question in brain science. Here, we use a linear dynami-
cal systems framework, treating the state trajectory as a
memory trace of prior inputs, to study hypothetical mech-
anisms for how neural circuits might allocate resources to
incoming stimuli. We propose and formulate the concept
of importance of stimuli as a quantitative representation of
relevance to anticipated events. Using this notion of im-
portance as well as the size of incoming signals, we define a
cost function to be used by the system to balance the need
to gather important stimuli with the demands of practical-
ity. Minimizing this cost, we derive a decision policy that
allows the network to determine whether and how a given
input should impinge on the system, allocating its finite
resources optimally. We show that this decision policy is
biophysically interpretable, insofar as subnetworks can in-
dependently accept or reject each stimulus and still achieve
the global optimal solution.

BethAnna Jones
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CP3

A Nonzero-Sum Game Formulation for a Markov

Regime-Switching Portfolio Strategy

We apply dynamic programming principle to discuss an
optimal investment problems by nonzero-sum stochas-
tic game approach in a continuous-time Markov regime-
switching environment. We represent different states of an
economy or investors floating levels of psychologica by a D-
state Markov chain. We formulate a nonzero-sum stochas-
tic differential portfolio game as the sensitivity of two in-
vestors terminal gains.We derive regime-switching Hamil-
tonJacobiBellmanlsaacs equations and obtain explicit opti-
mal portfolio strategies with FeynmanKac representations
of value functions.We illustrate our results in a two-state
special case and observe the impact of regime switches by
comparative results.
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Middle East Technical University
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CP4

On the Rare-Event Simulations of Diffusion Pro-
cesses Pertaining to a Chain of Dynamical Systems
with Small Random Perturbations

In this talk, we consider an importance sampling problem
for a certain rare-event simulations involving the behavior
of a diffusion process pertaining to a chain of dynamical
systems with small random perturbations. Here we as-
sume that the dynamical system formed by n-subsystems
- in which a small random perturbation enters in the first
subsystem and then subsequently transmitted to the other
subsystems - satisfies an appropriate Hérmander condition.
We provide an efficient importance sampling estimator for
the asymptotics of the probabilities of the rare events in-
volving such a diffusion process that ensures a minimum
relative estimation error in the small noise limit. The
framework for such an analysis relies on the connection
between the probability theory of large deviations and the
values functions for a family of stochastic control problems
associated with the underlying system, where such a con-
nection provides a computational paradigm - based on an
exponentially-tilted biasing distribution - for constructing
efficient importance sampling estimators for the rare-event
simulation. As a by-product, the framework allows us to
derive a family of Hamilton-Jacobi-Bellman for which we
also provide a solvability condition for the corresponding
optimal control problem. Moreover, the applicability of the
proposed framework is demonstrated through diffusion pro-
cesses pertaining to an opioid epidemic dynamical model
with small random perturbations.

Getachew K. Befekadu
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CP4

Nonlinear Two-Time-Scale Stochastic Approxima-
tion: Convergence and Finite-Time Performance

Two-time-scale stochastic approximation, a generalized
version of the popular stochastic approximation, has found
broad applications in many areas including stochastic con-
trol, optimization, and machine learning. Despite of its
popularity, theoretical guarantees of this method, espe-
cially its finite-time performance, are mostly achieved for
the linear case while the results for the nonlinear coun-



SIAM Conference on Control and Its Applications (CT21)

153

terpart are very sparse. Motivated by the classic control
theory for singularly perturbed systems, we study in this
paper the asymptotic convergence and finite-time analy-
sis of the nonlinear two-time-scale stochastic approxima-
tion. Under some fairly standard assumptions, we provide
a formula that characterizes the rate of convergence of the
main iterates to the desired solutions. In particular, we
show that the method achieves a convergence in expecta-
tion at a rate O(1/k*?), where k is the number of itera-
tions. The key idea in our analysis is to properly choose
the two step sizes to characterize the coupling between the
fast and slow-time-scale iterates.

Thinh T. Doan
Virginia Tech
thinhdoan@vt.edu

CP4
Inverse Stochastic Optimal Controls

We study an inverse problem of the stochastic control
of general diffusions with performance index having the
quadratic penalty term of the control process. Under mild
conditions on the drift, the volatility, the cost functions of
the state, and under the assumption that the optimal con-
trol belongs to the interior of the control set, we show that
our inverse problem is well-posed. Then, with the well-
posedness, we reduce the inverse problem to some root
finding problem of the expectation of a random variable
involved with the value function, which has a unique solu-
tion. Based on this result, we propose a numerical method
for our inverse problem by replacing the expectation above
with arithmetic mean of observed optimal control processes
and the corresponding state processes. Several numerical
experiments show that the numerical method recover the
unknown weight parameter with high accuracy.

Yumiharu Nakano

Graduate School of Innovation Management
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CP4

Execution Shortfall
Switching

Algorithms under Regime

This paper is concerned with the problem of trading a large
position in the market place when the stock price follows
a regime-switching process. In this work, we are partic-
ularly interested in trading algorithms that minimize the
execution shortfall. The underlying problem is formulated
as a discrete-time stochastic optimal control problem with
resource constraints. The value function and optimal trad-
ing strategies are derived in closed-form. Numerical sim-
ulations with market data are reported to illustrate the
pertinence of these results.

Moustapha Pemy

Towson University
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CP4

Optimal Multi-Target Path Planning in Markov
Decision Processes

Visiting multiple targets is a common path planning sce-
nario in various autonomous missions. In this work, we

model the environment as a Markov decision process, and
aim to find a control policy that minimizes the expected
time to reach a set of target states. By reducing our prob-
lem to a Hamiltonian path problem, we show that ours is
at least NP-complete. Using Bellman’s optimality equa-
tion, we present an optimal algorithm that is exponential
in the number of target states. Then, we trade-off optimal-
ity for time complexity by presenting an algorithm that is
polynomial at each time step. We prove that the proposed
suboptimal procedure generates optimal policies for certain
types of Markov decision processes. We compare the per-
formance of our algorithms with previous approaches, and
show that ours produce better results on random Markov
decision processes, as well as on a gridworld environment
inspired by autonomous underwater vehicles operating in
an ocean.

Farhad Nawaz Savvas Sadiq Ali
Graduate Student
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CP5

A New Perspective for Offline LQ Optimal Control:
the LQ Reproducing Kernel and Its Relation to the
Dual Riccati Equation

We provide an interpretation of the dual differential Riccati
equation of Linear-Quadratic (LQ) optimal control prob-
lems. Adopting a novel viewpoint, we show that LQ opti-
mal control can be seen as a regression problem over the
space of controlled trajectories, and that the latter has
a very natural structure as a reproducing kernel Hilbert
space (RKHS). When initial and final times are fixed, the
corresponding LQ kernel shines a new light on classical
control notions, such as the Gramian of controllability.
When the initial time changes, the dual Riccati equation
describes the evolution of the values of the LQ reproducing
kernel. Whereas the solution J(-,T") of the differential Ric-
cati equation maps the optimal trajectory Z(-) to its adjoint
vector p(-), the kernel K(-,t0) maps an initial covector po
to the optimal trajectory Z(-). This effectively inverts the
graph of the relation between Z(-) and p(-). The inversion
performed is related to a general change of perspective,
from an online and differential approach to an offline and
integral one, more suitable for optimal synthesis. This un-
veils new connections between control theory and kernel
methods, a field widely used in machine learning.

Pierre-Cyril Aubin-Frankowski
MINES ParisTech
pierrecyrilaubin@gmail.com

CP5

Toward Analytical Solutions of Constraint-Driven
Optimal Planning Problems

In this work, we present our recent results in optimal
planning for constraint-driven agents. There has been a
growing interest in constraint-driven systems recently, i.e.,
energy-minimizing agents with a feasible action space that
describes the admissible control actions. This approach is
advantageous for long-duration autonomy tasks, where an
agents behavior is closely tied to the uncertain dynamics
of the environment. To this end, we have derived sev-
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eral key results for energy-optimal planning by constraint-
driven agents. First, we demonstrate that differential flat-
ness, i.e., invertibility of the agent dynamics, is sufficient
to decouple the forward-backward equations that emerge
from Hamiltonian analysis. This result enables the agent
to generate the energy-optimal trajectory independent of
the costate dynamics, reducing the agents computational
load. Next, we show that continuity in the control input is
an equivalent optimality condition for integrator systems
in some instances. This result allows us to decouple the
boundary and interior conditions from the costate dynam-
ics; thus, numerical shooting methods become a feasible
technique to generate energy-optimal trajectories with con-
straint activations. We also present a class of self-relaxing
constraints that improve the robustness of the constraint-
driven optimal control approach. Finally, we demonstrate
our results in simulation using a multi-agent environment.

Logan E. Beaver
Marquette University
lebeaver@udel.edu
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CP5

Deep Reinforcement Learning Initialization and
Acceleration of Direct Collocation Optimal Con-
trol Problems Solvers

Direct collocation has become one of the main approaches
we use to solve optimal control problems in practice. High
accuracy requirements create the demand to make such
solvers as performant as possible. However, the accuracy
and convergence rate of direct collocation solvers is known
to depend on the quality of their initialization. Recently
we saw the successful application of deep reinforcement
learning algorithms to several optimal control tasks. Such
algorithms provide an efficient method for fast initializa-
tion near globally optimal solutions. We thus propose the
use of deep Q networks to generate initial solutions for col-
location algorithms.

Christoph Hoeppke
University of Oxford
christoph.hoeppke@gmail.com

CP5

Optimal Time Trajectory and Coordination for
Connected and Automated Vehicles

Connected and automated vehicles (CAVs) provide the
most intriguing opportunity for enabling users to better
monitor transportation network conditions and make bet-
ter operating decisions to improve safety and reduce pollu-
tion, energy consumption, and travel delays. As we move
to increasingly complex emerging mobility systems, new
control approaches are needed to optimize the impact on
system behavior of the interplay between vehicles at differ-
ent traffic scenarios. In this talk, I will present a decentral-
ized control framework for coordination of CAVs in differ-

ent traffic scenarios, e.g., merging at roadways and round-
abouts, crossing unsignalized intersections. The framework
includes: (1) an upper-level optimization that yields for
each CAV its optimal path, including the time and lane, to
pass through a given traffic scenario by alleviating conges-
tion; and (2) a low-level optimization that yields for each
CAV its optimal control input (acceleration/deceleration)
to achieve the optimal path and time derived in the upper-
level. I will present a geometric duality framework using
hyperplanes to prove strong duality of the upper-level op-
timization problem and the condition under which the op-
timal solution always exists. Strong duality implies that
the optimal path for each CAV does not activate any of
the state, control, and safety constraints of the low-level
optimization, thus allowing for online implementation.

Andreas Malikopoulos

Energy & Transportation Science Division
Oak Ridge National Laboratory
andreas@udel.edu

CP5

Results on Optimal Control for Abstract Semilin-
ear Second-Order Systems

The article provides sufficient conditions for optimal con-
trol of the second-order semilinear system in abstract
space. In this article, we convert the second-order sys-
tem into a first-order simultaneous system of equations and
derive sufficient conditions for the optimal control of the
first-order system. As both the systems are equivalent, the
second-order system also follows the optimal control. Also,
time-optimal control is discussed.

Rohit Patel
Rajkiya Engineering College Kannauj
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CP5

Well-Posedness of History/State-Dependent Im-
plicit Sweeping Processes

This talk is devoted to present a new class of implicit state-
dependent sweeping processes with history-dependent op-
erators. Based on the methods of convex analysis, we
prove the equivalence of the history/state dependent im-
plicit sweeping process and a nonlinear differential equa-
tion, which, through a fixed point argument for history-
dependent operators, enables us to prove the existence,
uniqueness, and continuous dependence of the solution in
a very general framework. Moreover, we present some
new convergence results with respect to perturbations in
the data, including perturbations of the associated moving
sets. Finally, the theoretical results are applied to prove
the well-posedness of a history-dependent quasi-static con-
tact problem.

Emilio Vilches
O’Higgins University
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MS1

Error Bounds for Port-Hamiltonian Reduced-
Order Controllers

Linear quadratic Gaussian (LQG) control design for port-
Hamiltonian systems is studied. A recently proposed
method from the literature is reviewed and modified such
that the resulting controllers have a port-Hamiltonian (pH)
realization. Based on this new modification, a reduced-
order controller is obtained by truncation of a balanced
system. The approach is shown to be closely related to clas-
sical LQG balanced truncation and shares a similar a priori
error bound with respect to the gap metric. With regard to
this error bound, a theoretically optimal pH-representation
is derived. Consequences for pH-preserving balanced trun-
cation model reduction are discussed and shown to yield
two different classical Hoo-error bounds.

Tobias Breiten
University of Graz
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MS1

Optimal Feedback Law Recovery by Gradient-
Augmented Sparse Polynomial Regression

A sparse regression approach for the computation of high-
dimensional optimal feedback laws arising in deterministic
nonlinear control is proposed. The approach exploits the
control-theoretical link between Hamilton-Jacobi-Bellman
PDEs characterizing the value function of the optimal con-
trol problems, and first-order optimality conditions via
Pontryagin’s Maximum Principle. The latter is used as
a representation formula to recover the value function and
its gradient at arbitrary points in the space-time domain
through the solution of a two-point boundary value prob-
lem. After generating a dataset consisting of different
state-value pairs, a hyperbolic cross polynomial model for
the value function is fitted using a LASSO regression. An
extended set of low and high-dimensional numerical tests in
nonlinear optimal control reveal that enriching the dataset
with gradient information reduces the number of training
samples, and that the sparse polynomial regression consis-
tently yields a feedback law of lower complexity.
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MS1
Balanced Truncation Model Reduction via Nonlin-
ear Energy Functions

Balanced truncation model reduction uses the input and
output energies of a systems to determine which states

are relatively more important than others. The theoretical
foundation proposed by Scherpen in the 1990s defines input
and output energy functions and shows that they can be
computed by solving Hamilton-Jacobi partial differential
equations. The computation of balancing transformations
for nonlinear large-scale systems remains an immense chal-
lenge. In this talk, we discuss polynomial approximation-
based computation of the energy functions and nonlinear
state transformations, which are scalable via tensor meth-
ods to large-scale systems. We then derive reduced-order
models. We present numerical results on Burgers equation
and other nonlinear test problems.
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MS1

Model Reduction of Monotone Nonlinear Systems
by Dc Gains

In this presentation, we develop data-driven model reduc-
tion methods for monotone nonlinear control systems based
on a nonlinear version of the dc gain. The nonlinear dc
gain is a function of the amplitude of the input and can
be used to evaluate the importance of each state variable.
In fact, the nonlinear dc gain is directly related to the
infinity-induced norm of the system as well as a notion of
output reachability. Given the dc gain, model reduction is
performed by either truncating not-so-important state vari-
ables or aggregating state variables having similar impor-
tance. Under such truncation and clustering, monotonicity
and boundedness of the nonlinear dc gain are preserved;
moreover, these two operations can be approximately per-
formed based on simulation or experimental data alone.
This empirical model reduction approach is illustrated by
an example of a gene regulatory network.

Yu Kawano
Kyoto Univ.
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MS2

Regularized and Distributionally Robust Data-
Enabled Predictive Control

We study the problem of finite-time constrained optimal
control of unknown systems. We propose a novel distri-
butionally robust data-enabled predictive control (DeePC)
algorithm which uses noise-corrupted input/output data
to predict future trajectories and compute optimal control
inputs while satisfying output chance constraints. The al-
gorithm is based on (i) a non-parametric representation of
the subspace spanning the system behaviour, where past
trajectories are sorted in Page or Hankel matrices; and (ii)
a distributionally robust optimization formulation which
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gives rise to strong probabilistic performance guarantees.
We show that for certain objective functions, DeePC ex-
hibits strong out-of-sample performance, and at the same
time respects constraints with high probability. We illus-
trate our results with nonlinear noisy simulations and ex-
periments in an aerial robotics case study.

Jeremy Coulson
Swiss Federal Institute of Technology
jcoulson@control.ee.ethz.ch

MS2

Wasserstein Distributionally Robust Risk Map for
Learning-Based Motion Planning and Control: A
Semidefinite Programming Approach

Motion planning and control are considered to be funda-
mental problems in today’s robotics as robots are making
their way into the cluttered urban environment where hu-
mans inhabit. Therefore, a crucial task is constructing a
path for the robot and controlling it to track the given ref-
erence, considering the dynamic and possibly uncertain be-
havior of the environment. State-of-the-art learning tech-
niques enable predicting the uncertainties in the perceived
information about surroundings, making the operation of
the robots more intelligent. The difficulty arises when the
environment changes rapidly and predictions about its fu-
ture realizations might be inaccurate. To tackle this is-
sue, we present a novel risk map for learning-based mobile
robots, that is robust against distributional uncertainties
of the environment. The proposed tool first learns the ob-
stacles’ unknown motion from observations using Gaussian
Process Regression, then limits the risk of unsafety of the
system given the learning results. This is accomplished by
considering the worst-case risk of collision within an am-
biguity set constructed as a statistical ball centered at the
learned distribution. The resulting risk map, formulated
as a semidefinite program, can be used in various motion
planning and control algorithms, such as RRT* and MPC
to ensure the safe navigation of the robot.

Astghik Hakobyan

Seoul National University
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MS2

Improved Decision Rule Approximations for Multi-
Stage Robust Optimization via Copositive Pro-
gramming

We study decision rule approximations for generic multi-
stage robust linear optimization problems. We consider
linear decision rules for the case when the objective coeffi-
cients, the recourse matrices, and the right-hand sides are
uncertain, and consider quadratic decision rules for the case
when only the right-hand sides are uncertain. The resulting
optimization problems are NP-hard but amenable to copos-
itive programming reformulations that give rise to tight
conservative approximations. We further enhance these ap-
proximations through new piecewise decision rule schemes.
Finally, we prove that our proposed approximations are
tighter than the state-of-the-art schemes and demonstrate
their superiority through numerical experiments.

Guanglin Xu
The University of North Carolina at Charlotte
gxu7@uncc.edu

Grani Hanasusanto
The University of Texas at Austin
grani.hanasusanto@utexas.edu

MS2

Towards Integrated Perception and Motion Plan-
ning with Distributionally Robust Risk Constraints

Safely deploying robots in uncertain and dynamic environ-
ments requires a systematic accounting of various risks,
both within and across layers in an autonomy stack from
perception to motion planning and control. Many widely
used motion planning algorithms do not adequately incor-
porate inherent perception and prediction uncertainties,
often ignoring them altogether or making questionable as-
sumptions of Gaussianity. This talk describes a distribu-
tionally robust incremental sampling-based motion plan-
ning framework that explicitly and coherently incorporates
perception and prediction uncertainties. The framework
produces output feedback policies based on moment-based
ambiguity sets of distributions to enforce probabilistic col-
lision avoidance constraints under the worst-case distribu-
tion in the ambiguity set. Our solution approach, called
Output Feedback Distributionally Robust RRT*(OFDR-
RRT*), produces asymptotically optimal risk-bounded tra-
jectories and policies for robots operating in dynamic, clut-
tered, and uncertain environments, explicitly incorporating
mapping and localization error, stochastic process distur-
bances, unpredictable obstacle motion, and uncertain ob-
stacle locations. The talk will discuss emerging issues in-
cluding nonlinear control and filtering algorithms, dynamic
ambiguity sets, and incorporation of learning algorithms.

Tyler Summers
University of Texas at Dallas
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MS3
Uniqueness and Structure of Kinematic Chains

Kinematic chains play a central role in the design and cali-
bration of industrial robotics. In essence, industrial robots
attach their ”end effector” to an object, reposition and re-
orient the object, and then release it; repeating any number
of such operations as determined by a program. That is,
they generate sequences of displacements in R®. In many
cases the physical motion is implemented by a “chain”,
consisting of rigid links connected, one to the next, using
a motorized single degree of freedom joint. If there are six
such joints, and if the attachment angles are sufficiently
different, then such a device can generate a rich subset of
the set of all elements of SE(3), the six-dimensional Eu-
clidean group. As is standard, we associate with a rigid
displacement of the form x +— Ox + d a matrix
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This leads to the description of the motion generated
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with x; representing the programmable joint angles and
the A;, elements of the Lie algebra of SE(3), determined
by the geometry of the chain.
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MS3

Practical Reinforcement Learning for Robotics in
the Presence of Symmetries

When a mechanical system exhibits a symmetry, the sys-
tem’s dynamics can often be realized in a reduced form that
simplifies the interpretation of these dynamics or facilitates
the synthesis of relevant control policies. The mathemati-
cal formalism for reduction in the presence of symmetries
was developed in the context of systems with fully mod-
eled dynamics, but a system’s dynamics can be known to
exhibit a symmetry associated, for instance, with an obvi-
ous conservation law even if an explicit dynamic model is
unavailable. A control policy for a system with unmodeled
dynamics can often be developed algorithmically though
some form of reinforcement learning, but the practical suc-
cess of such an approach depends on its computational
complexity, which depends in turn on issues of dimension-
ality, motivating dimensional reduction whenever possible.
When reinforcement learning is applied in the context of a
robotic system, the system’s dynamics and the control ob-
jective may exhibit distinct independent symmetries, both
of which affect reducibility. This talk will outline basic fea-
tures of this problem, illustrated with examples involving
both continuous and discrete symmetries.
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MS3
Why Is Geometric Control Theory So Difficult?

Problems in geometric control theory having to do with the
structure of the reachable set are notoriously challenging.
While a great deal of progress has been made, and im-
portant and general theorems have been proved to answer
certain questions, e.g., the Orbit Theorem, the fact remains
that a comprehensive understanding of some of the most
fundamental questions remains absent. In this talk we will
discuss some reasons why such problems as controllabil-
ity, stabilisability, and optimality remain unresolved. The
emphasis is on difficulties associated with flows.
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MS3

Liouville Geometry and Control of Thermody-
namic Systems

Since the early 1970s contact geometry has been recog-
nized as a natural framework for the geometric formula-
tion of classical thermodynamic systems. As initiated one
can go further by replacing the intensive variables by their
homogeneous coordinates, and thus formulating thermo-
dynamics on the cotangent bundle of the space of external
variables. This construction, known in differential geom-
etry, has several advantages, including the unification of
the energy and entropy representation of thermodynamic
systems. Furthermore, it leads to the definition of port-
thermodynamic systems. The underlying geometry can be
called Liouville geometry, since all notions (submanifolds,

vector fields, ports) are defined in terms of the Liouville
form on the cotangent bundle. We consider the control of
thermodynamic systems by shaping by feedback the system
into a desired thermodynamic system.
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MS4

Fast and Safe Charging of Li-Ion Batteries via
Closed-Loop Control

This talk presents a closed-loop control strategy based on
Reference Governors (RG) for safe and fast charging of
lithium-ion batteries and its experimental validation. Al-
though battery rapid charging has been the subject of much
research in recent years, mitigating battery aging while
charging has been barely accounted for. The latter is-
sue is overriding if degradation mechanisms like lithium
plating occur, which can compromise the safe use of the
battery. The proposed control scheme consists of two
parts, both of them exploiting a reduced electrochemical
model. The first part uses a linear quadratic regulator to
push the battery (fast) charging performance. The sec-
ond part resorts to a RG to handle electrochemical con-
straints that enforce the proper (safe) operation of the
battery. Since these constraints define a nonconvex re-
gion, a novel computationally efficient formulation of the
RG was derived. The proposed feedback charge strategy
was experimentally validated and contrasted with commer-
cially available and widely used charging strategies such as
constant-current/constant-voltage (CCCV). The proposed
approach charges the battery faster than a high current
CCCV while degrading its capacity as much as a mild cur-
rent CCCV over one hundred full charge/discharge cycles.
These encouraging results highlight the conservativeness
and even dangerousness of standard charging strategies
obtained from empirical evidence with respect to physics-
based control theoretic approaches.
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MS4

Real-Time Detection and Estimation of Thermal
Faults in Batteries

This talk will present online algorithm for detection and
estimation of thermal faults in batteries. Batteries are
promising candidates for energy storage solutions in renew-
able power grids, electrified transportation and consumer
electronics. However, the current battery technologies still
suffer from safety issues. Online battery management al-
gorithms have the potential to significantly improve bat-
tery safety. In this context, we will discuss how to design
real-time algorithms for battery diagnostics by combining
system-theoretic tools and physics-based battery models.
Specifically, the algorithm is based on Partial Differential
Equation (PDE) filtering techniques and distributed pa-
rameter thermal model that captures temperature distri-
bution in battery cells. We will illustrate the effectiveness
of the algorithms via experimental and simulation studies.
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MS4

Analysis and Optimization of Input and Output
Data for Estimation of Battery States and Param-
eters

Estimation of battery internal states and parameters is one
of the most important tasks of battery management. Es-
timation typically involves 3 basic elements, i.e. model,
algorithm and data (e.g. current, voltage, and tempera-
ture measurements). While substantial efforts have been
devoted to model development and algorithm design, our
interest focuses on exploring the role of data in estimation,
e.g. what are the optimal data pattern that would yield
the best estimation accuracy? We will first demonstrate
data optimization using the Fisher information criterion,
which is the traditional gold standard for optimal experi-
ment design, based on our analytically derived sensitivity
expression of battery parameters. We will then show that
such approach suffers major limitations including inabil-
ity to address system uncertainties. We will then present
our recently discovered data structures that relate estima-
tion errors to system uncertainties. By incorporating these
data structures for data optimization, the accuracy of esti-
mation can be dramatically improved under system uncer-
tainties (by up to 1 order of magnitude). Based on these
data structures, we are developing a new set of criteria and
framework applicable to a variety of data-optimization-for-
estimation problems, including optimal experiment design
and parameter management for system identification, and
data selection/mining (from passive data stream) for online
estimation.
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MS4

PDE Observer for All-Solid-State Batteries via an
Electrochemical Model

All-solid-state batteries (ASSB) are one of the most
promising candidates for next-generation energy storage
devices capable of delivering higher specific energy. Sig-
nificant efforts have been spent on understanding and con-
trolling the degradation mechanisms associated with den-
drite formation, while energy management and model-
based control/estimation for solid-state batteries has re-
ceived very limited attention. This talk presents a par-
tial differential equation (PDE) state estimation scheme
for a one-dimensional electrochemical all-solid-state bat-
tery model, using only voltage and current measurements.
Knowledge on real-time electrochemical information will
enable high-fidelity internal state estimation and optimal
control in advanced battery management systems. By as-
suming a uniform lithium-ion concentration in solid elec-
trolyte and compensating the neglected component with a
boundary disturbance in the electrode dynamics, we pro-
pose an asymptotically convergent state estimation algo-
rithm using concepts from active disturbance rejection con-
trol and PDE backstepping technique. The key novelty lies
in proposing the first PDE estimator for electrochemical
model-based monitoring that identifies physical variables
for all-solid-state batteries.
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MS5

High-Dimensional Hamilton-Jacobi PDEs with
State-Dependent Hamiltonians Arising from Cer-
tain Optimal Control Problems

We present analytical solutions for certain optimal con-
trol problems, where the running cost depends on the
state variable. An analogue of the Lax-Oleinik representa-
tion formula is provided for the corresponding Hamilton-
Jacobi PDEs, where the Hamiltonian also depends on the
state variable. We propose efficient optimization-based al-
gorithms for solving these optimal control problems and
Hamilton-Jacobi PDEs in high dimensions. Numerical ex-
periments show that our algorithms are suitable for nu-
merically solving these optimal control problems in high-
dimensional real-time applications.
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MS5

Improving Reliability in Neural Network Optimal
Feedback Control Design

Recent work has demonstrated the potential of super-
vised learning as an effective method for solving high-
dimensional Hamilton-Jacobi-Bellman equations, which
arise in optimal feedback control. In this talk we discuss
further developments to these methods to improve robust-
ness during learning and enhance stability properties of the
learned controller. Concretely, we augment neural network
controllers with linear quadratic regulators to improve lo-
cal stability and scaffold learning. We apply the proposed
method to design candidate optimal feedback controllers
for high-dimensional and unstable nonlinear systems, and
through these examples, demonstrate improved reliability
and accuracy compared to existing neural network formu-
lations.
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MS5
Interior Point Differential Dynamic Programming

This work introduces a novel Differential Dynamic Pro-
gramming (DDP) algorithm for solving discrete-time finite-
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horizon optimal control problems with inequality con-
straints. Two variants, namely Feasible and Infeasible In-
terior Point Differential Dynamic Programming (IPDDP)
algorithms, are developed using primal-dual interior-point
methodology, and their local quadratic convergence proper-
ties are characterised. We show that the stationary points
of the algorithms are the perturbed KKT points, and thus
can be moved arbitrarily close to a locally optimal solution.
While general purpose primal-dual interior-point methods
are successful in practice, there were no extension of the
DDP algorithm accommodating primal-dual interior-point
techniques reported so far. Owur aim is to fill this gap.
The proposed IPDDP framework is a natural extension
to DDP. It requires neither modifying the objective func-
tion nor identifying active/inactive constraints by a sep-
arate procedure. Being free from the burden of active-set
methods, it can handle nonlinear state and input inequality
constraints without a discernible increase in its computa-
tional complexity relative to the unconstrained case. The
performance of the proposed algorithms is demonstrated
using numerical experiments on three different problems:
control-limited inverted pendulum, car-parking, and uni-
cycle motion control and obstacle avoidance. This work
is accepted for application in the IEEE Transactions on
Control Systems Technology.
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MS5

Tropical Dynamic Programming for Discrete Time
Stochastic Optimal Control Problems

In this talk, we consider discrete time stochastic optimal
control problems with finite independent noises and Lips-
chitz continuous costs and dynamics. We present an iter-
ative algorithm which approximates the value function at
each time step by both max-plus and min-plus linear com-
binations of basic functions. If the basic functions added at
each iteration are tight and valid, then we have an asymp-
totic convergence result. We illustrate numerically this
convergence result on a toy example with linear dynam-
ics and polyhedral costs.
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MS6
Event-Triggered Safety-Critical Control for Sys-

tems with Unknown Dynamics

Solutions to optimal control problems subject to safety-
critical constraints have been shown to be obtained through
a sequence of Quadratic Programs (QPs) making use of
Control Barrier Functions (CBFs). A key challenge in this
approach is obtaining accurate system dynamics, which is
especially difficult in multi-agent systems where one agent
may not have adequate data to estimate other agents dy-
namics. We propose to define nominal dynamics that are
adaptively updated through real-time measurements and a
high-order CBF that captures a safety requirement based
on the nominal dynamics and error states. This leads to
a sequence of QPs whose solution is triggered by specific
events. We derive a condition that guarantees the satis-
faction of the CBF constraint between events and illus-
trate how this approach works compared to the conven-
tional time-driven approach for an adaptive cruise control
problem.

Christos Cassandras
Boston University
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MSe6

Resource-Aware Control for the Design of Acceler-
ated Optimization Algorithms

This talk takes a dynamical systems and control approach
to the design of fast optimization solvers in machine learn-
ing. Recent work in the machine learning and optimization
communities seeks to shed light on the behavior of acceler-
ated optimization methods via high-resolution differential
equations. These differential equations are continuous-time
counterparts of discrete-time optimization algorithms and,
remarkably, their convergence properties can be character-
ized using the powerful tools provided by classical Lya-
punov stability analysis. An outstanding open question of
pivotal importance is how to discretize these continuous
flows while maintaining their convergence rates. We pro-
vide an answer to this question by employing ideas from
resource-aware control. The main idea is to take advan-
tage of the Lyapunov functions employed to characterize
the rate of convergence of high-resolution differential equa-
tions to design variable-stepsize discretizations that pre-
serve by design the convergence properties of the original
dynamics.

Jorge Cortes
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MSe6

Event-Triggered Control for Time-Varying Sys-
tems using a Positive Systems Approach

We provide new event-triggered control methods, using the
notions of interval observers and positive systems. We
cover time-varying linear systems, output feedback, and
robustness with respect to uncertainty in the dynamics. In
each case, our methods ensure global exponential stability
of the closed loop system. Our illustrations include a curve
tracking system from marine robotics
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MS6

Event-Triggered Control
Design

and Scheduling Co-

Event-triggered control plays a prominent role in current
research in control and optimization, owing to its potential
to reduce the computational burden as compared with tra-
ditional continuous time or zero-order hold control meth-
ods. This talk will provide an overview of recent advances
in event-triggered control, including a timing model ap-
proach that co-designs controls and priority assignments
to resolve contentions in networked systems, and an appli-
cation to traffic management.
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MS7

Joint Optimization of Sensor Placement and Con-
stant Luenberger Observers Gains

This paper is concerned with a sensor location problems for
“optimal” state estimation based on Luenberger observers.
The framework is fairly general and applies to both finite
and infinite dimensional systems. We consider a general
system define on a Hilbert space Z of the form

4(t) = Az(t) + Guw(t), (2)

with measured outputs
y(t) = Clg)z(t) + v(t), 3)

where ¢ € Q C R? is a parameterization of the output
operator that determines the location of the sensor and the
operators G : R™ — Z and C(q) : Z — RP are Hilbert-
Schmidt. Given the system above a (time independent)
Luenberger observer is a linear dynamical system driven
by the measured output has the form

Ze(t) = Aze(t) + Fly(t) — C@)ze ()] + Guw(t),  (4)

where F' € %(Rm,Z). The goal is to find F' and ¢ so
that the error e(t) = e(t, F,q) = z.(t, F,q) — z(t) is “as
small as possible”. We employ different cost functions and
formulate several optimization problems to simultaneously
optimize sensor location and observer gains. Examples are
given to illustrate the ideas and to compare this approach
to other methods.
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MS7

Optimal Control of the 2d Evolutionary Navier-
Stokes Equations with Measure Valued Controls

In this talk, we consider an optimal control problem for
the two- dimensional evolutionary Navier-Stokes system.
Looking for sparsity, we take controls as functions of time
taking values in a space of Borel measures. The cost func-
tional does not involve directly the control but we assume
some constraints on them. We prove the well-posedness
of the control problem and derive necessary and sufficient
conditions for local optimality of the controls.
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MS7

Control of PDEs with Actuator Guidance Con-
strained over Time-Varying Reachability Sets

This work focuses on the guidance of mobile actuators
employed for the control of PDEs. A practical aspect
on the implementation of the actuator guidance consid-
ers the mechanical constraints of the mobile platforms
carrying the actuators. Terrain platforms cannot behave
as point masses without inertia; instead they must sat-
isfy constraints which are adequately represented as path-
dependent reachability sets When control algorithm com-
mands a mobile platform to reposition itself in a different
spatial location within the spatial domain, this does not oc-
cur instantaneously and for the most part the motion is not
omnidirectional. This constraint is combined with a com-
putationally feasible and suboptimal control policy with
mobile actuators to arrive at a numerically viable control
and guidance scheme. The control decision comes from a
continuous-discrete control policy whereby the mobile ac-
tuator platform is repositioned at discrete times and dwells
in a specific position for a certain time interval. Moving to
a subsequent spatial location and computing its associated
path over a physics-imposed time interval, a set of candi-
date positions and paths is derived using a path-dependent
reachability set. The scheme is demonstrated with a 2D
PDE having two sets of collocated actuator-sensor pairs.

Michael A. Demetriou
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MS7

Analysis and Approximations to the Dirichlet
Boundary Control of Stokes Equations

We study Dirichlet boundary control of Stokes flows in
2D polygonal domains. We consider cost functionals with
two different boundary control regularization terms: the
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L? norm and an energy space seminorm. We prove well-
posedness and regularity results for both problems, develop
finite element discretizations for both problems, and prove
finite element error estimates. The motivation to study
the energy space problem follows from our analysis: we
prove that the choice of the control space L*(I') can lead
to an optimal control with discontinuities at the corners,
even when the domain is convex. We observe this phe-
nomenon in numerical experiments. This behavior does
not occur in Dirichlet boundary control problems for the
Poisson equation on convex polygonal domains, and may
not be desirable in real applications. For the energy space
problem, we derive the first order optimality conditions,
and show that the solution of the control problem is more
regular than the solution of the problem with the L*(T)
regularization. We also prove a priori error estimates for
the control in the energy norm, and present several numer-
ical experiments for both control problems on convex and
nonconvex domains.
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MS8

Ergodic Linear-Quadratic Control for Systems with
a Rosenblatt Noise

A control problem for an ergodic quadratic cost functional
for a two dimensional system driven by a Rosenblatt pro-
cess is formulated and a solution is given. Rosenblatt pro-
cesses are a family of non-Gaussian processes that have
a useful stochastic calculus. The noise in many physical
control systems has been shown to be non-Gaussian and
Rosenblatt processes seem to be a useful family of contin-
uous non-Gaussian processes for modelling non-Gaussian
noise in physical systems.
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MS8

Computable Bound for Almost Sure Convergence
Rate of Ratio Consensus Algorithms

Reaching average consensus using only local communica-
tion along a network is a fundamental building block in the
area of distributed computing, leading to applications such
as sensor fusion and distributed optimization. Maintaining
precision despite communication deficiencies is a key chal-
lenge, to tackle asynchronous message passing occurring,
the concept of ratio consensus (also named push-sum) has
been proposed by Kempe, Dobra, and Gehrke (2003). Be-
sides precision for applicability one needs speed. In the
current work we prove a bound on the almost sure conver-
gence rate that is also computable for a class of ratio con-
sensus algorithms. This extends on the works of Tutzeler,
Ciblat and Hachem (2013) on similar bounds but in a more
restrictive setup and conclusion, and complements the re-
sults of Gerencsr and Gerencsr (2019) identifying the ex-
act convergence rate but providing no computable access

or approximation.
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MS8

Stochastic Chemostat Models: Modeling, Long-
Time Behavior, Optimal Controls, and Applica-
tions to Wastewater Treatment

In this talk, we consider the stochastic chemostat models.
First, the system is formulated as a hybrid switching diffu-
sion. Then, a complete characterization of the asymptotic
behavior of the system is provided. The rate of convergence
is also obtained. Moreover, we consider an application to
wastewater treatment and numerical examples are given
to illustrate our results. Next, controlled diffusions with a
long-run average objective function are treated. The asso-
ciated HamiltonJacobiBellman (HJB) equation is derived
and the existence of an optimal Markov control is estab-
lished. The techniques and methods of analysis in this pa-
per can be applied to many other stochastic Kolmogorov
systems.
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MS8

Distributed Filtering for Gaussian Channels with
Feedback: Continuous-Time Scenarios

This paper provides a new perspective for distributed fil-
tering based on the information-theoretic analysis of filter-
ing problems by Mitter and Newton. We design real-time
encoding strategies for Gaussian channels with feedback
and provide optimality conditions for inferring states of
stochastic systems.
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MS9

Bilinear Dynamic Mode Decomposition for Quan-
tum Control

Data-driven methods for establishing quantum optimal
control (QOC) using time-dependent control pulses tai-
lored to specific quantum dynamical systems and desired
control objectives are critical for many emerging quantum
technologies. We develop a data-driven regression proce-
dure, bilinear dynamic mode decomposition (biDMD), that
leverages time-series measurements to establish quantum
system identification for QOC. The biDMD optimization
framework is a physics-informed regression that makes use
of the known underlying Hamiltonian structure. Further,
the biDMD can be modified to model both fast and slow
sampling of control signals, the latter by way of strobo-
scopic sampling strategies. The biDMD method provides
a flexible, interpretable, and adaptive regression framework
for real-time, online implementation in quantum systems.
Further, the method has strong theoretical connections to
Koopman theory, which approximates nonlinear dynamics
with linear operators. In comparison with many machine
learning paradigms minimal data is needed to construct a
biDMD model, and the model is easily updated as new data
is collected. We demonstrate the efficacy and performance
of the approach on a number of representative quantum
systems with control.
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MS9

A Data-Driven Approach to Lifting Polynomial
Systems

We study the impact of different lifting transformations,
that equivalently transform a dynamical system with poly-
nomial nonlinearity into a quadratic-bilinear (QB) system.
This is performed for the computation of reduced-order
models (ROMs) in the Loewner QB framework. This is a
data-driven interpolation-based approach that computes a
ROM whose generalized transfer functions (approximately)
interpolate those of the original system. An attractive fea-
ture of the Loewner framework is that the ROM is com-
puted using only data and does not require explicit access
to the system matrices. We present different lifting for-
mulations and their impact on the transfer functions as-
sociated with the resulting QB system. The scope is to
provide guidelines for selecting lifting transformations in
an automatic way; of course, this might heavily depend on
the application. Although the main method of our study
is the Loewner framework, the choice of lifting transforma-
tions could also be relevant for other reduced-order mod-
eling approaches.
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MS9

Data-Driven Feedback Control Design and Stabil-
ity Analysis for Complex Dynamical Systems

Recent developments in data-driven interpolatory meth-
ods has shown fantastic efficiency in model approximation,
allowing to construct linear and nonlinear reduced order
surrogate models based on input-output data. In this pre-
sentation, this data-driven framework is used to address
(i) the linear and nonlinear controller design, and (ii) the
stability analysis for applications where model description
is not accessible or of infinite dimension (or not at a rea-
sonable cost). Broad applications including both academic
and industrial irrational infinite dimensional models and
data collected on fluidic benchmark are used to illustrate
the versatility and efficiency of the proposed method. The-
oretical properties, limitations and numerical issues are
also described.
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MS9

A Matrix Oriented HIB-POD Method for the Con-
trol of PDEs on a Tree Structure

The classical Dynamic Programming (DP) approach to op-
timal control problems is based on the characterization of
the value function as the unique viscosity solution of a
Hamilton-Jacobi-Bellman (HJB) equation. We will discuss
a new approach for finite horizon optimal control problems
where we compute the value function on a tree structure
constructed directly by the time discrete dynamics and we
do not use a space triangulation to solve the HJB equa-
tion. We will also apply a novel matrix-oriented reduc-
tion process (Two-sided POD-DEIM) leading to an effec-
tive, structure aware low order approximation of the orig-
inal problem. Furthermore, we provide an error estimate
which guarantees the convergence of the proposed method.
Finally, we show the efficiency of the method through nu-
merical tests on linear and nonlinear PDEs.

Luca Saluzzi
University of Bath
1s2498@bath.ac.uk

Maurizio Falcone
Universita di Roma “La Sapienza’, Italy
falcone@mat.uniromal.it

Gerhard P. Kirsten
University of Bologna



SIAM Conference on Control and Its Applications (CT21)

163

gerhard . kirsten2@unibo.it

MS10

Wasserstein Distributionally Robust Constrained
Optimization: Reformulations and Consistency

This talk will focus on distributionally robust risk- and
chance-constrained programs. The ambiguity set defin-
ing the distributional robustness is given as a Wasserstein
neighborhood of the empirical distribution constructed
from data. The first part of the talk will cover reformula-
tions of these problems. Focussing on distributionally ro-
bust chance-constrained programs (DRCCP), we provide
an exact finite-dimensional reformulation of the problem
for a general class of constraint functions. We then study
the convex inner approximation of the DRCCP using dis-
tributionally robust risk-constrained programs (DRRCP).
We present a tractable exact reformulation of the DRRCP
when the constraint function is affine in both the decision
variable and the uncertainty. We then study computational
strategies for solving DRRCP when the constraint function
is convex or concave in the uncertainty. For the second part
of the talk, we focus on asymptotic consistency of DR-
CCP and DRRCP. Under the assumption that the data is
drawn i.i.d from an underlying distribution and that the
constraint function satisfies mild technical conditions, we
show that the optimal value and optimizers of the distribu-
tionally robust versions of these problems converge to the
respective quantities of the original problems (defined for
the underlying distribution), as the sample size increases
and the radius of the ambiguity set decreases. The talk
will conclude with applications of our results.
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MS10

Chance-Constrained Set Covering with Wasser-
stein Ambiguity

We study a generalized distributionally robust chance-
constrained set covering problem (DRC) with a Wasser-
stein ambiguity set, where both decisions and uncertainty
are binary-valued. We establish the NP-hardness of DRC
and recast it as a two-stage stochastic program, which facil-
itates decomposition algorithms. Furthermore, we derive
two families of valid inequalities. The first family targets
the hypograph of a ”shifted” submodular function, which
is associated with each scenario of the two-stage reformu-
lation. We show that the valid inequalities give a complete
description of the convex hull of the hypograph. The sec-
ond family mixes inequalities across multiple scenarios and
gains further strength via lifting. Our numerical experi-
ments demonstrate the reliability of the DRC model and
the effectiveness of our proposed reformulation and valid
inequalities.
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MS10

Online Learning and Optimization in Uncertain
Dynamical Environments with Performance Guar-
antees

The ongoing development of online optimization meth-
ods is changing the way dynamical systems are character-
ized and controlled, focusing on online-data integration to
achieve responsive system with performance guarantees un-
der uncertainty. Examples include robotic-system learning
in unknown environments and as well as online portfolio
selections under extreme fluctuations in equity markets.
In this talk, we discuss how our online learning and op-
timization frameworks were developed, by leveraging the
modern measure concentration results on Wasserstein am-
biguity sets. Two frameworks will be briefly outlined: 1)
We focus on designing online learning algorithms that allow
us to obtain high-confidence models for uncertain dynam-
ical systems, and 2) We simultaneously learn the system
while making online and optimized decisions in a quantifi-
ably robust manner. The two frameworks are illustrated
with applications to motion planning of robotic systems
in various uncertain environments, and to online portfolio
learning and optimization in equity markets. The proposed
frameworks are unique in that they pave the way for on-
line learning algorithms with rigorous performance bounds
for control and optimization of dynamical systems, which
brings a significant advancement of the state of the art.
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MS10

A General Framework for Optimal Data-Driven
Optimization

We consider data-driven optimization problems where a
decision-maker cannot observe the distribution of its ex-
ogenous uncertainties but rather must base its decision on
a finite set of data. Recently, many such data-driven de-
cision formulations have been considered in literature. In
the face of so much choice, the question of whether some
decision formulations should be preferred over others be-
comes pressing. We develop a general framework which al-
lows us to compare decision formulations in terms of their
statistical power. In particular, our framework allows the
characterization of decision formulations which are optimal
in a precise sense. Here the optimal decision formulation
is characterized as the least conservative decision formula-
tion which can guarantee that the probability of a disap-
pointment event in which the cost of the proposed decision
exceeds its predicted value decays sufficiently fast as more
data becomes available. We show that under certain mild
technical assumptions closely related to the existence of a
sufficient statistic satisfying a large deviation principle, the
optimal decision enjoys an intuitive separation into an es-
timation and a subsequent robust optimization step. The
optimization step is robust with respect to an ambiguity
set induced by the large deviation rate function of the con-
sidered estimator and is hence indirectly adapted to the
underlying data-generating process.

Bart Van Parys
Massachusetts Institute of Technology



164

SIAM Conference on Control and Its Applications (CT21)

vanparys@Qmit.edu

MS11

Deep Learning as Optimal Control and Structure
Preserving Deep Learning

Over the past few years, deep learning has risen to the fore-
ground as a topic of massive interest, mainly as a result of
successes obtained in solving large-scale image processing
tasks. There are multiple challenging mathematical prob-
lems involved in applying deep learning. We consider re-
cent work of Haber and Ruthotto 2017 and Chang et al.
2018, where deep learning neural networks have been inter-
preted as discretisations of an optimal control problem sub-
ject to an ordinary differential equation constraint. We re-
view the first order conditions for optimality, and the con-
ditions ensuring optimality after discretisation. There is a
growing effort to mathematically understand the structure
in existing deep learning methods and to systematically de-
sign new deep learning methods to preserve certain types
of structure in deep learning. Examples are invertibil-
ity, orthogonality constraints, or group equivariance, and
new algorithmic frameworks based on conformal Hamilto-
nian systems and Riemannian manifolds. References Deep
learning as optimal control problems: models and numeri-
cal methods Martin Benning, Elena Celledoni, Matthias J.
Ehrhardt, Brynjulf Owren, Carola-Bibiane Schnlieb Struc-
ture preserving deep learning Elena Celledoni, Matthias J.
Ehrhardt, Christian Etmann, Robert I McLachlan, Bryn-
julf Owren, Carola-Bibiane Schnlieb, Ferdia Sherry
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MS11

Geometric Integration of Second-Order Kinematic
Vehicle Models in Route-Relative Coordinates

We propose a numerical integrator for second-order kine-
matic vehicle models defined in route-relative frame, often
employed for decision and motion planning of au- tonomous
vehicles. Under the assumption of piece-wise constant con-
trol inputs, we derive an exact spatial integrator based
on simple geometric reasoning. Unlike standard numeri-
cal ODE methods, the proposed integrator has no approx-
imation error, avoids singularities typical for route-frame
integration, and is simple and efficient to implement. The
method is evaluated through both open-loop simulations
and optimal control through standard least-squares trajec-
tory optimization. Based on em- pirical comparison with
other integrators, we show that the developed geometric
integrator is robust to edge-cases such as route-frame map-
ping singularities and zero velocities and also to the choice
of initial guess for the optimization. This suggests that the
proposed method could be a reliable choice for real-time
autonomous vehicle planning and control applications.
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MS11
Geometric Numerical Integration in Simulation
and Optimal Control

Studying nonlinear mechanical systems from a geometric
point of view, one finds that symmetries and invariants con-

tain valuable information on their behaviour. These struc-
tural properties play a fundamental role when designing
numerical methods leading to so called structure preserv-
ing simulation tools. For example variational integrators
yield symplectic-momentum conserving approximate tra-
jectories. The benefits of structure preserving algorithms
are widely accepted in forward dynamic simulations and in
the numerical solution of optimal control problems using
e.g. DMOCC (Discrete Mechanics and Optimal Control for
Constrained Systems). On the one hand, the fidelity of the
approximate solution is improved compared to standard
methods by representing symmetries and invariants cor-
rectly. On the other hand, their preservation stabilises the
numerical integration and thus enables coarser time grids
and longterm simulation. Further, the use of symplectic in-
tegrators for the dynamics in a direct transciption method
for optimal control problems leads to a special structure
for the complete problem approximation.
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MS11

Reconstruction Theory: a Tool for Trajectory Gen-
eration

The connection between the dynamics in relative periodic
orbits of equivariant vector fields with respect to noncom-
pact symmetry groups, and periodic control for certain
class of nonholonomic control systems on Lie groups, has
promising implications and applications. We advocate the
relevance, for trajectory generation problem in these type
of control systems, of the qualitative properties of the dy-
namics in relative periodic orbits. The dynamics in rel-
ative orbits of noncompact groups can be only be of two
types: either quasi-periodic, or a drift, that is the motion
leave any compact subset of the relative periodic orbit as
t — oo, moreover, in a given group, one of the two be-
haviors may be predominant, and this aspect only depends
on the group. Having in mind underwater applications,
we focus on the system of the hydrodynamic Chaplygin
sleigh, investigating which trajectories can be obtained, at
least asymptotically, by controlling some of the coordinates
(shape-control variables) and using reconstruction theory
from relative periodic orbits.
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MS12

Optimal Design of Graded Electrodes for Li-Ion
Batteries

As Li-ion battery technology continues to mature, there is a
growing need to optimise current battery designs. Doing so
will improve battery power densities and lifespans without
relying upon new material discovery. One recent innova-
tion in battery design is graded electrodes which have con-
trolled variations through the electrode thickness of the rel-
ative fractions of active particles, carbon and binder. Find-
ing the optimal graded electrode design remains a challenge
and experimental approaches have proven to be either too
limited, too expensive or to take too long. To acceler-
ate this process, this work introduces a model-driven ap-
proach to optimise graded electrode designs. The optimal
designs were generated by solving a convex semi-definite
programme to minimise the variation in the overpotential
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through the electrode thickness, with the optimised de-
signs for Li-ion half-cells with graded LiFePO4 cathodes
then being built using a spray forming process. Compared
to slurry-cast electrodes with the same weight fraction of
active material, the optimised graded electrodes demon-
strated a 44.7% increase in capacity and a 50.2% reduc-
tion in degradation rate when cycled at 1C. These results
highlight the potential for model-driven approaches to ef-
ficiently and effectively optimise battery designs.
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MS12

Advanced Battery Management
Informed Machine Learning

via Physics-

Advanced battery management is of central importance for
today’s lithium-ion battery systems in ensuring their safety,
performance and longevity. By nature, it is data-driven in-
teraction with the physics of batteries. Machine learning,
extending its proven success for various data understand-
ing tasks, holds significant potential for high-performance
battery modeling and control. This talk will discuss our
recent journey in this emerging field. The focus will be
on developing physics-aware machine learning methods to
build battery models with low complexity but high pre-
dictive accuracy. We will also discuss data-based battery
model identification techniques. The talk will further give
an outlook the future landscape of this field by showing
some potential opportunities and challenges.
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MS12

Learning and Controls for Battery Management
System

With the aim of minimum time charging without damaging
the cells, we propose an optimal-charging procedure based
on deep reinforcement learning. In particular, we focus
on a policy gradient method to cope with continuous sets
of states and actions. First, we assume full state measure-
ments from the Doyle-Fuller-Newman (DFN) model, which
is projected to a lower-dimensional feature space via Prin-
cipal Component Analysis. Subsequently, this assumption
is removed and only output measurements are considered
as the agent observations. Finally, we show the adaptabil-
ity of the proposed policy to changes in the environment’s
parameters. The results are compared with other method-
ologies presented in the literature, such as the reference
governor and proportional-integral-derivative approach.
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MS13

The Reduction from Ergodic to Discounted Infinite
Horizon Stochastic Zero-Sum Games Problems

We consider zero-sum stochastic games with finite state
and action spaces, perfect information, and mean payoff
criteria. When the Markov chains associated to strategies
satisfy some connectivity and acyclicity assumptions, the

value of the game can be computed either by using policy
iteration algorithm, or by using relative value iterations.
In a previous work, we introduced a transformation of the
mean-payoff problem to a discounted problem with state
dependent discount rates, depending on the first hitting
times of a distinguished state, which combines a Doob h-
transform with a deflation technique. We shall show how
this transformation allows one to transfer some recent tech-
niques or results from the discounted framework to the er-
godic one, and in particular how it allows : — to relax the
conditions under which policy iterations, or value iterations
can be applied; — to obtain complexity bounds for both
policy and value iterations; — to apply recent techniques of
variance reduced random value iterations.
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MS13

Lifting Non-Quadratic Regulator Problems to
Games via Semiconvex Duality

Finite horizon linear quadratic regulator (LQR) prob-
lems represent a rare class of optimal control problems
for which the associated non-stationary Hamilton-Jacobi-
Bellman (HJB) partial differential equation (PDE) has an
explicit solution. This explicit solution is quadratic, and
its Hessian is the solution of a differential Riccati equation
(DRE) with terminal data determined by the Hessian of
the terminal cost. The introduction of non-quadratic cost
terms, nonlinear state dynamics, or state constraints into
an LQR problem destroys this quadratic structure, so that
a general HJB PDE must again be solved. Such solutions
are computationally expensive to obtain, often intractably
so, as the numerical methods involved suffer from a curse-
of-dimensionality. In this work, as a means of preserving
quadratic structure, semiconvex duality is exploited to re-
lax problematic terms in a class of non-quadratic regula-
tor problems to yield a corresponding class of games. In
these games, the two players involved select actions that
correspond to the open-loop optimal controls defined in
the original regulator problem, and to dual variables that
select the appropriate quadratic forms that locally repre-
sent the aforementioned problematic terms. By virtue of
the quadratic representations introduced, solutions of these
games again involve DREs. Feedback policies for the ac-
tions of the two players are available, leading to new solu-
tion techniques for such non-quadratic regulator problems.
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Ambitropical Convexity: The Geometry of Fixed
Points Sets of Shapley Operators

Shapley operators of undiscounted zero-sum two-player
games are order-preserving maps that commute with the
addition of a constant. The fixed points of these Shap-
ley operators play a key role in the study of games with
mean payoff: fixed points that differ, up to an additive
constant, determine different optimal stationary strategies.
We provide a series of characterizations of fixed point sets
of Shapley operators in finite dimension (i.e., for games
with a finite state space). Some of these characterizations
are of a lattice theoretical nature, whereas some other rely
on metric or tropical geometry. More precisely, we show
that fixed point sets of Shapley operators are special in-
stances of hyperconvex spaces: they are sup-norm non-
expansive retracts, and also lattices in the induced partial
order. Moreover, they retain properties of convex sets, with
a notion of “convex hull’ defined only up to isomorphism.
We finally study the special case of deterministic games
with finite action spaces, in which these results become
computational. Then, fixed point sets have a structure of
polyhedral complex, encompassing both tropical polyhe-
dra and their duals. These polyhedral complexes have a
cell decomposition attached to stationary strategies of the
players, in which each cell is an alcoved polyhedron of A,

type.
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Conversion of Nonlinear Second-Order Hamilton-
Jacobi PDE Problems into Exact and Approximate
Nonlinear First-Order Problems

A class of nonlinear, stochastic staticization control prob-
lems (including minimization problems with smooth, con-
vex, coercive payoffs) driven by diffusion dynamics with
constant diffusion coefficient is considered. The nonlinear-
ities are addressed through stat duality. The second-order
Hamilton-Jacobi partial differential equations (HJ PDE) is
converted into a first-order HJ PDE in the dual variable,
which contains a correction term. Approximations to the
correction term will be indicated. In the subclass of cas