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IP1

Strong Stability Preserving Methods for Evolution
of Hyperbolic Pdes

Strong stability preserving (SSP) RungeKutta methods are
desirable when evolving in time problems that have dis-
continuities or sharp gradients and require nonlinear non-
inner-product stability properties to be satisfied. However,
SSP method suffer from many barriers and bounds. This
talk will present the state of the art in SSP theory, includ-
ing results for various types and classes of numerical meth-
ods, such as multi-step, multi-stage, and multi-derivative
methods, as well as additive methods and integrating fac-
tor methods. This overview of the topic will allow users to
determine if SSP methods are suitable for their own needs,
and highlight open problems in the area.

Sigal Gottlieb
Department of Mathematics
University of Massachusetts Dartmouth
sgottlieb@umassd.edu

IP2

To the Exascale and Beyond: Computing Chal-
lenges in Hpc

As we stand at the precipice of the exascale era, the fu-
ture of traditional High-Performance Computing (HPC)
remains shrouded in uncertainty. The landscape is evolv-
ing as practitioners navigate the complexities of height-
ened parallelism, memory bandwidth constraints, and the
intricate hierarchies of modern memory architectures. Yet,
the horizon brings both challenges and opportunities. The
meteoric rise of artificial intelligence presents a tantalizing
array of lower-precision computational methods, promising
breakthroughs if we can adapt our algorithms. Simultane-
ously, the conclusion of Moores Law ushers in a new era
where power efficiency becomes paramount, necessitating
a shift towards programming that is both power-conscious
and performance-optimized. In this presentation, I will
explore these transformative challenges through the lens
of lattice quantum chromodynamics (LQCD) calculationsa
top HPC application. I will delve into strategies for nav-
igating this evolving landscape and optimizing computa-
tional deployment in this new frontier, offering insights into
how we can harness emerging paradigms to drive the next
wave of computational excellence.

Kate Clark
NVIDIA
mclark@nvidia.com

IP3

Virtual Lungs in Respiratory Medicine: Multiscale
Pulmonary Models and Clinical Applications

Mechanical ventilators proved crucial in the clinical man-
agement of acute respiratory failure during the recent
COVID-19 pandemic. However, mortality rates of COVID-
19 ventilated patients reached up to 90% during the most
critical times. While the cause is multifactorial, such high
mortality underscores the need for personalized solutions
to improve clinical outcomes. One frequent problem is the
heterogeneity found in the patients response to mechanical
ventilation, which is hard to predict using current medi-
cal technology. Can multiscale models of the lungs elu-
cidate whole-lung behavior from alveolar-level microstruc-
tural features? Can image-informed numerical simulations
of the respiratory system explain variability during me-

chanical ventilation? In this talk, I will explore some of
these questions by presenting a finite-deformation homog-
enization framework for lung poromechanics. I will also
show how non-linear finite-element simulations based on
this framework predict key clinical variables that charac-
terize the response of human lungs. Finally, I will discuss
our current work toward creating personalized virtual lungs
and how we use them to simulate the lung response during
mechanical ventilation.

Daniel Hurtado
Pontificia Universidad Católica de Chile
daniel.hurtado@uc.cl

IP4

Physics-Based Model Reduction in the Age of Dig-
ital Twins

Digital twins rely on the two-way interaction between a
physical system and its digital counterpart. Data from
the physical system is assimilated into the digital model,
and predictions from the digital twin inform decisions and
actions onto the physical system. Fundamental to this
bidirectional interaction is the ability to solve the forward
model rapidly and accurately. However, the solution of
forward problems to a desired accuracy often comes with
great computational cost, particulary for systems governed
by partial differential equations. One way to address this
problem is through projection-based, parametric model or-
der reduction (MOR). MOR has been shown to provide
physics-based, accurate yet inexpensive predictions for a
large class of problems. In this talk, we will begin with a
brief introduction to projection-based MOR. We will then
delve into some recent developments in projection-based
model order reduction for parametrized partial differential
equations, highlighting the limitations, challenges, and op-
portunities in their use for digital twins.

Karen Veroy-Grepl

TU/e Eindhoven University of Technology
k.p.veroy@tue.nl

IP5

What Happens to a Dream Deferred? Chasing
Language-Based Parallel Programming for HPC
and AI

In 1951, Harlem Renaissance poet Langston Hughes asked
this talk’s titular question at the outset of a poem enti-
tled ”Harlem.” Six years later, IBM mathematician John
Backus developed Fortran, the world’s first widely used
high-level programming language. Backus later explored
functional programming and highlighted the functional
style in his Turing Award lecture in 1977, a year that also
demarcates what one might consider the end of the classical
era of Fortran. Building on a vision the presenter first con-
ceived around the turn of the 21st century while teaching
in Harlem, this talk will demonstrate how Fortran 2023 can
finally deliver on Backus’s functional programming dream
in traditional high-performance computing (HPC) domains
such as partial differential equation (PDE) solvers and in
emerging domains such as artificial intelligence (AI). For
PDE solvers, the talk will describe language facilities for
asynchronously evaluating expressions that apply discrete,
parallel, purely-functional differential operators to software
abstractions that model continuous mathematical abstrac-
tions. For AI, the talk will demonstrate that Fortran’s
native concurrent loop iterations can combine with side-
effect-free, pure procedures to facilitate automatically par-
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allelizing deep-learning inference and training algorithms
on processors and accelerators. The talk will provide up-
dates on an ongoing effort by Berkeley Lab’s Fortran team
to realize this dream by through our work at multiple lev-
els in the software stack, including applications, compiler
runtime libraries, and networking middleware. Along the
way, the talk will highlight ways in which programs pro-
moting inclusivity in science facilitated significant aspects
of the presented work.

Damian W. Rouson
Lawrence Berkeley National Laboratory, U.S.
rouson@lbl.gov

IP6

Computational Modelling of Coupled Thermo-
Poro-Elastic Deformation of Fractured Rocks in the
Context of the Energy Transition

The processes governing fracture growth in complex media
and their interactions with smaller-scale and larger-scale
discontinuities and material variations are crucial to var-
ious natural and engineered systems. This talk presents
numerical modeling results of the deformation in three-
dimensional fractured rock masses, which feature non-
planar, geomechanically-grown fractures at multiple scales
with spatially-varying apertures and fluid flow through
both the matrix and fractures. The simulations are based
on the solution of fully coupled finite element-based dis-
cretization of the poro-thermo-elasticity equations. Frac-
tures are represented numerically as lower-dimensional
manifolds, resulting in a mixed-dimensional system that
capture the coupled hydromechanical deformation of both
the matrix and fractures. Fracture geometry is modeled us-
ing NURBS surfaces, discretized with triangles or quadri-
laterals, while the matrix is discretized with isoparamet-
ric tetrahedra and/or hexahedra. Friction along contact-
ing fracture surfaces is resolved using an Augmented La-
grangian approach with the Uzawa iteration method. Ma-
trix heterogeneities are incorporated as material property
variations within the mesh, and the fracture geometry dis-
cretization adapts as the fracture grows. Examples include
applications to nuclear waste disposal, induced seismicity
quantification during cyclic hydrogen storage, and thermal
shock fracturing. The complex three-dimensional fracture
geometries generated by geomechanical processes in our
simulations resemble field-observed and experimentally ob-
served patterns. Our results indicate that fracture inter-
actions rapidly lead to growth across scales, driven by in-
tersection and coalescence. Fractures hydromechanically
interact during growth, functioning as larger features be-
fore intersection occurs.

Adriana Paluszny
Imperial College
apaluszn@imperial.ac.uk

IP7

Artificial Intelligence: Applications in Scientific
and Domain-Rich Fields

Everyone has had the opportunity to interact with AI
through chat interfaces, but how can it be applied to accel-
erate scientific innovation and automate domain-rich pro-
cesses? This talk will cover some of the common con-
cepts in modern AI applications, including retrieval aug-
mented generation, fine tuning, synthetic data generation,
and chain of thought. It will then explore potential use
cases in materials science, innovation mapping, and build-

ing design that show how to go beyond simple chat in-
terfaces to a deeper collaboration between domain experts
and AI.

Julia Ling
Google X
julialing11@gmail.com

IP8

Randomized Linear Algebra in Scientific Comput-
ing

Randomized algorithms are becoming increasingly popular
in matrix computations. Recent software efforts, such as
RandLAPACK, demonstrate that randomization is on the
verge of replacing existing deterministic techniques for sev-
eral large-scale linear algebra tasks in scientific computing.
The poster child of these developments, randomized SVD,
is now one of the state-of-the-art approaches for perform-
ing low-rank approximation. In this talk, we will go beyond
the randomized SVD and illustrate the great potential of
randomization to not only speed up existing algorithms,
but to also yield novel and often simple algorithms for
solving notoriously difficult problems. Examples covered
in this talk include reduced order modeling, acceleration
of Krylov subspace methods, joint diagonalization, large
null space computation, and spectral density estimation.
A common theme of these developments is that random-
ization helps to transform linear algebra results that only
hold generically into robust and reliable numerical algo-
rithms.

Daniel Kressner
EPFL, Switzerland
daniel.kressner@epfl.ch

SP1

SIAG/CSE Best Paper Prize Lecture: Tensor-
Tensor Algebra for Optimal Representation and
Compression of Multiway Data

To Come

Misha E. Kilmer
Mathematics Department
Tufts University
misha.kilmer@tufts.edu

SP2

SIAG/CSE Early Career Prize Lecture: Solving
High-Dimensional Partial Differential Equations
using Deep Learning: Original Insights and Recent
Progress

For a long time, solving high-dimensional partial differen-
tial equations (PDEs) has posed significant computational
challenges, primarily due to the notorious ”curse of dimen-
sionality.” Since the introduction of the Deep BSDE (back-
ward stochastic differential equation) method in 2017, deep
learning-based algorithms have made substantial progress
in overcoming this obstacle, providing promising solutions
for a variety of applications, including physics, engineer-
ing, machine learning, economics, and finance. This talk
will review the original insights behind the Deep BSDE
method, which connects the nonlinear Feynman-Kac for-
mula involving SDEs with stochastic optimization in deep
learning. In recent years, neural networks have become a
routine tool for approximating functions in PDEs. Nev-
ertheless, the original insight into linking stochastic meth-
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ods with PDE solutions remains instrumental, as it has
inspired various methods that adopt flexible loss functions
and tailored sampling strategies. These aspects are often
key to the success of deep learning for high-dimensional
PDEs. The talk will also introduce recent developments in
this direction, such as the Deep Picard Iteration method,
which reformulates neural network training objectives into
regression tasks involving function values and gradients,
improving both accuracy and scalability.

Jiequn Han
Flatiron Institute
jhan@flatironinstitute.org

SP3

Ivo Renata Babuka Prize Lecture

To Come

Omar Ghattas
The University of Texas at Austin
omar@oden.utexas.edu

SP4

James H. Wilkinson Prize in Numerical Analysis
and Scientific Computing: Mixed Precision Nu-
merical Linear Algebra

Support for arithmetic in multiple precisions and number
formats is becoming increasingly common in emerging ar-
chitectures. Mixed precision capabilities are already in-
cluded in many machines on the TOP500 list and will be a
crucial hardware feature going forward. From a computa-
tional scientist’s perspective, our goal is to determine how
and where we can safely exploit mixed precision computa-
tion in our codes to improve performance. This requires
both an understanding of performance characteristics as
well as a rigorous understanding of the theoretical behav-
ior of algorithms in finite precision arithmetic. We discuss
the challenges of designing mixed precision algorithms and
give three cases where low precision can often safely be used
to improve performance. One such case, common in com-
putational science, is when there are already other signif-
icant sources of ”inexactness” present, e.g., discretization
error, measurement error, or algorithmic approximation er-
ror. In this instance, analyzing the interaction of these dif-
ferent sources of inexactness can give insight into how the
finite precision number formats should be chosen in order
to ”balance” the errors, potentially improving performance
without a noticable decrease in accuracy. We present a few
recent examples of this approach, which demonstrate the
potential for the use of mixed precision in numerical linear
algebra.

Erin C. Carson
Charles University MFF
carson@karlin.mff.cuni.cz

SP5

SIAM/ACM Prize in Computational Science En-
gineering Lecture

To Come

Scott Hansen
Iowa State University

shansen@iastate.edu

MS1

Nonlinear Feedback Control of the Fluidic Pinball

We develop and present a range of feedback control laws for
the fluidic pinball control problem. This control problem
seeks to control the vortex shedding behind three cylinders
where cylinder rotation is the actuation mechanism. This
benchmark problem has been used to demonstrate several
machine learning control strategies. In this talk, we present
an approach that uses interpolatory model reduction to
build a polynomial approximation to the perturbation of
the Navier-Stokes flow from the steady-state solution that
maps the three control inputs to twenty-four output mea-
surements taken downstream of the cylinders. Using this
model, we use polynomial approximations to Hamilton-
Jacobi-Bellman equations to create a quadratic feedback
control law. Numerical simulations of this feedback law (a
closed-loop simulation performed using FEniCS) demon-
strate that we can completely stabilize the steady-state
solution (i.e. no vortex shedding) over a range of low
Reynolds number flows. We will comment on the sensi-
tivity of the controller to boundary conditions.

Ali Bouland, Jeff Borggaard
Virginia Tech
bouland@vt.edu, jborggaard@vt.edu

MS1

Nonlinear Feedback Control Design Using Poly-
topic Autoencoders in Approximative LPV Em-
beddings

Polytopic autoencoders ensure that latent variables and re-
constructed states reside within a polytope, which allows
their latent variables to be directly used as the time-varying
parameters in polytopic linear parameter-varying (LPV)
systems. In this work, we design nonlinear feedback control
systems using polytopic autoencoders, approximate LPV
embeddings, and second-order series expansions of the so-
lution to the state-dependent Riccati equation. We explain
each part of the design and demonstrate that this approach
generalizes and outperforms the standard linear-quadratic
design in a numerical case study of fluid flows.

Yongho Kim
MPI for Dynamics of Complex Technical Systems
ykim@mpi-magdeburg.mpg.de

Jan Heiland
TU Berlin, Germany
heiland@mpi-magdeburg.mpg.de

Steffen W. R. Werner
Virginia Tech
steffen.werner@vt.edu

MS1

Data-Driven Control with Reduced-Order Model-
ing

High-dimensional, complex systems are often difficult to
model and sometimes necessitate convoluted codes, posing
a challenge for model-based control. To tackle the chal-
lenges of controlling these complex systems, techniques in
data-driven control allow engineers to bypass modeling and
design control directly through data from the system. One
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such technique is semidefinite programming (SDP), which
allows for the design of a convex optimization problem us-
ing system data to yield a stabilizing feedback controller.
Although SDPs can be solved in polynomial time, they of-
ten exhibit numerical issues impeding their use in many
practical applications for complex problems. To address
this issue, we present a discussion of how model reduction
can be used to reduce the problem size without sacrificing
stability guarantees.

Steven C. Nguyen
UC San Diego
stn030@ucsd.edu

MS1

Data Efficient Low-Dimensional Controller Infer-
ence Via Adaptive Sampling

Stabilizing dynamical systems in science and engineering
poses a significant challenge, especially in scenarios where
only limited data are available. The quality and quantity of
information within the data related to the task at hand are
crucial factors to consider. This is particularly true when
dealing with unstable dynamics, as the presence of insta-
bilities typically leads to redundant or destructive system
behavior, making it difficult to collect large amounts of in-
formative data. In our new approach, we address the issue
of generating small yet informative data sets for the stabi-
lization of dynamical systems. The key lies in the adaptive
construction of suitable input signals for the data genera-
tion via intermediate low-dimensional controllers that sta-
bilize the system dynamics over limited subspaces. Numer-
ical experiments with chemical reactors and fluid dynamics
behind obstacles demonstrate that the proposed approach
stabilizes systems reliably after observing about ten data
samples even though the dimension of states is orders of
magnitude higher.

Steffen W. R. Werner
Virginia Tech
steffen.werner@vt.edu

Benjamin Peherstorfer
Courant Institute of Mathematical Sciences
New York University
pehersto@cims.nyu.edu

MS1

Data-Driven Frameworks for Global Storm Surge
Prediction

Coastal hazards pose significant societal risks, particularly
storm surges, which are abnormal rises in sea levels caused
by hurricanes and typhoons. While high-fidelity models
like the ADvanced CIRCulation (ADCIRC) model predict
storm surges accurately, they are computationally expen-
sive. To address this, we are developing data-driven sur-
rogate models for storm surge prediction. Initially, our
models consisted of simple feed-forward networks trained
on a dataset of 446 synthetic hurricanes in the Texas coast
region, and predicted storm surge levels to within 30 cen-
timeters. We have now generated a global dataset with over
48,000 synthetic hurricanes, including more than 13,000 in
the North Atlantic basin. This expanded dataset enables
our models to predict storm surges worldwide. Preliminary
results with the expanded dataset for the North Atlantic re-
gion indicate a reduced error of 10 centimeters. The train-
ing framework has also been upgraded from single-GPU
to a distributed approach. This shift has the potential to

provide a unified model applicable to coastal regions glob-
ally, particularly those lacking robust storm surge predic-
tion systems. Our current focus is on developing a multi-
node operator learning model on unstructured mesh grids
for this dataset. We will compare the global and regional
predictive accuracy, as well as the computational cost of
training and evaluating the operator learning framework,
the current feed-forward approach, and the high-fidelity
model.

Jinpai Zhao, Benjamin Pachev
Oden Institute - The University of Texas at Austin
max.zhao@utexas.edu, benjaminpachev@utexas.edu

Prateek Arora
Civil and Urban Engineering, New York University
pa2178@nyu.edu

Carlos del-Castillo-Negrete
Oden Institute for Computational Engineering and
Sciences
University of Texas at Austin
cdelcastillo21@gmail.com

Eirik Valseth
Oden Institute, UT Austin
eirik@utexas.edu

Clint Dawson
Institute for Computational Engineering and Sciences
University of Texas at Austin
clint@ices.utexas.edu

MS2

Modeling Heterogeneous Piezo1 Activity in Collec-
tive Keratinocyte Migration

During wound reepithelialization, the mechanically-
activated ion channel PIEZO1 has been identified as an
inhibitory factor in healing, regulating wound edge retrac-
tion and disrupting coordinated directionality in the collec-
tive migration of keratinocytes. PIEZO1 exhibits hetero-
geneous channel activity among cells during this process.
However, the impact of cellular mixtures with varying lev-
els of PIEZO1 activity on wound healing remains elusive.
In this study, we developed an integrative two-dimensional
mathematical model to investigate the wound closure dy-
namics of mixtures containing two distinct cell types. Each
cell type is governed by its own set of partial differential
equations and parameters, reflecting its specific PIEZO1
activity level and interacting through mechanisms includ-
ing cell-cell adhesion, volume-filling effects, and wound
edge retraction. Simulations with various cell mixtures re-
veal that cells with higher PIEZO1 activity are generally
underrepresented at the wound edge and are associated
with wound edge retraction. Moreover, the model shows
that mixing mutually repulsive cells enhances wound clo-
sure more effectively than homogeneous populations, with
this effect being amplified by the heterogeneity of the mix-
ture.

Jinghao Chen
Institute for the Advanced Study of Human Biology
Kyoto University
chen.jinghao.3n@kyoto-u.ac.jp

John Lowengrub
Department of Mathematics
University of California, Irvine
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lowengrb@math.uci.edu

Medha Pathak
Department of Physiology and Biophysics
University of California, Irvine
medhap@uci.edu

MS2

Simulation and Control of Inward Solidification in
Cryobiology

Mathematical models that predict a cells response to en-
croaching ice have, for many years, played an important
role in developing cryopreservation protocols. It is clear
that information about the cellular state as a function of
cooling rate can be used to improve cryopreservation pro-
tocols and explain reasons for cell damage during freez-
ing. However, previous work has ignored the interaction
between the important solutes, the effects on the state of
the cell being frozen and encroaching ice fronts. In this
talk, I will introduce and summarize our work on this prob-
lem and examine the cryobiologically relevant setting of a
spherically symmetric model of a biological cell separated
by a ternary fluid mixture from an encroaching solidliq-
uid interface. I will illustrate our work on a simplified
1-D problem and demonstrate how the thermal and chem-
ical states inside the cell is influenced and can potentially
be controlled by altering cooling protocols at the external
boundary.

Dan Anderson
GMU
danders1@gmu.edu

James Benson
University of Saskatchewan
james.benson@usask.ca

Anthony J. Kearsley
Applied and Computational Mathematics Division
National Institute for Standards and Technology
anthony.kearsley@nist.gov

Jessica Masterson
George Mason University
jmaster6@gmu.edu

MS2

Optimal Bandwidth Selection in Biosensor Field-
Effect Transistor Measurements

The use of stochastic regression to separate signal from
noise produced by Bio-FETs will be discussed in this talk.
The noise realized by BioFETs interferes with quantitative
and qualitative analysis, thus determining optimal band-
width associated with experimental Bio-FET data mea-
surements is an important task. Presented results suggest
consistent across aspect rations and a choice of stochas-
tic regression kernel function and yield what appear to be
good results.

Luis Melara
Shippensburg University
lamelara@ship.edu

MS2

Incorporating Tumor Size in Multistage Clonal Ex-

pansion Model of Cancer Incidence

Recent studies report a rise in early-onset cancer cases (di-
agnosed under 50), raising questions about whether this
trend reflects apparent effects, like over-diagnosis, or true
increases in risk. Traditional Multi-Stage Clonal Expan-
sion (MSCE) models assume cancer is detected at first
malignancy. SEER data show a decreasing trend in tu-
mor size at diagnosis, suggesting an apparent effect. To
consider this trend, we extend the MSCE model by incor-
porating tumor size at diagnosis to account for detection
advancements and distinguish between apparent and true
effects on cancer incidence. We developed a model with a
time-dependent probability function based on a birth pro-
cess for malignant cells, resolving non-identifiability issues
in the classic model and improving parameter estimation.
This approach was applied to different cancer types allow-
ing for an evaluation of cancer risk changes while consid-
ering detection improvements. Findings indicate that re-
cent cohorts show accelerated carcinogenesis in early and
mid-life, while the traditional model is less sensitive to
these changes. Our analysis also highlights distinct screen-
ing impacts: colorectal cancer screening reduces incidence
in those over 50 by removing precancerous polyps, while
breast cancer screening increases early detection in women
over 40. These results emphasize the importance of ac-
counting for tumor size at diagnosis in cancer modeling,
supporting a true increase in early-onset cancer risk in re-
cent years.

Navid Mohammad Mirzaei
Columbia University
nm3519@cumc.columbia.edu

Wan Yang
Columbia University
Department of Epidemiology
wy2202@cumc.columbia.edu

MS2

Optimization Strategies for Immune Checkpoint
Blockade in Cancer Treatment

Many cancers progress despite our best treatment efforts.
One way cancer cells escape treatment, leading to progres-
sive disease, is by leveraging immune checkpoints. Cancer
cells preferentially bind to inhibitory receptors on the im-
mune cell surface, turning off any immune response that
would otherwise attack them. Immune checkpoint block-
ade is designed to work through competitive hindrance
of inhibitory checkpoints. Namely, therapeutic antibodies
prevent receptors on the cancer cell surface from interact-
ing with receptors on the immune cell surface. However,
there is room for improvement in the clinical success rates
of standard-of-care treatments utilizing this strategy. Here
we frame improving immunotherapy as a mathematical op-
timization problem. We discuss a mathematical model for
immune checkpoint inhibition and immune cell exhaustion,
i.e., overstimulation by cancer cells. We first take the ap-
proach of a combined system leveraging ordinary differen-
tial equations and agent-based modeling to draw conclu-
sions regarding the blockade efficiency necessary to shift
a patients most likely treatment outcome from progressive
disease to stable disease or remission. We then discuss sim-
ulated testing of dosing strategies that allow us to achieve
this desired blockade efficiency. This combined model sys-
tem illustrates the design and utility of multiple modeling
strategies for investigating anticipated cellular behaviors
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and treatment strategies in the tumor microenvironment.

Anne M. Talkington
University of Buffalo
annetalk@buffalo.edu

Anthony J. Kearsley
Applied and Computational Mathematics Division
National Institute for Standards and Technology
anthony.kearsley@nist.gov

MS3

Efficient Physics-Based Anderson Acceleration for
the Robust Solution of Multiphysics Problems

The scope of this work is twofold. On one hand, we provide
an efficient implementation of the Alternating Anderson-
Richardson method with focus on performance, robustness,
and memory reuse. We do this through a specialized imple-
mentation of the QR factorization. On the other hand, we
propose a physics-based acceleration strategy that reduces
numerical artifacts arising from solving multiple physics
monolithically, and also yields a smaller acceleration step.
This methodology is rigorously analyzed, and we provide
simply computable error estimates, which we studied nu-
merically. Surprisingly, these theoretical results are consis-
tent with other estimates arising in randomized sketching
algorithms. The overall solution strategy results in a very
efficient solver, which we compare against other state-of-
the-art solvers in several numerical tests, both linear and
nonlinear, to validate our claims.

Nicolas A. Barnafi
Universidad de Chile
nicolas.barnafi@uc.cl

Massimiliano Lupo Pasini
Computational Sciences and Engineering Division
Oak Ridge National Laboratory
lupopasinim@ornl.gov

MS3

Convergence Analysis of the Alternating
Anderson-Picard Method for Nonlinear Fixed-
Point Problems

Anderson Acceleration (AA) has been widely used to solve
nonlinear fixed-point problems due to its rapid conver-
gence. This work focuses on a variant of AA in which multi-
ple Picard iterations are performed between each AA step,
referred to as the Alternating Anderson-Picard (AAP)
method. Despite introducing ’slow’ Picard iterations, this
method has been shown to be efficient and robust in both
linear and nonlinear cases. However, there is a lack of the-
oretical analysis for AAP in the nonlinear case, which this
paper aims to address. We show the equivalence between
AAP and a multisecant-GMRES method that uses GM-
RES to solve a multisecant linear system at each iteration.
More interestingly, the incorporation of Picard iterations
and AA establishes a deep connection between AAP and
the Newton-GMRES method. This connection is evident
in terms of the multisecant matrix, the approximate Jaco-
bian inverse, search direction, and optimization gain – an
essential factor in the convergence analysis of AA. We show
that these terms converge to their corresponding terms in
the Newton-GMRES method as the residual approaches
zero. Consequently, we build the convergence analysis of
AAP. To validate our theoretical findings, numerical exam-

ples are provided.

Xue Feng
UC Davis
xffeng@ucdavis.edu

Paul Laiu
Oak Ridge National Laboratory
laiump@ornl.gov

Thomas Strohmer
University of California,Davis
Department of Mathematics
strohmer@math.ucdavis.edu

MS3

Improved Convergence Rates of Windowed Ander-
son Acceleration for Symmetric Fixed-Point Itera-
tions

Our presentation discusses the commonly utilized win-
dowed Anderson acceleration (AA) algorithm for fixed-

point methods, x(k+1) = q(x(k)), and showcases the first
proof that when the operator q is linear and symmetric
the windowed AA algorithm, which uses a sliding window
of prior iterates, improves the root-linear convergence fac-
tor over the fixed-point iterations. When q is nonlinear,
yet has a symmetric Jacobian at a fixed point, a slightly
modified AA algorithm is proved to have an analogous
root-linear convergence factor improvement over the fixed-
point method. Simulations verify our observations. Fur-
thermore, experiments with different data models demon-
strate AA is significantly superior to the standard fixed-
point methods for Tylers M-estimation.

Casey Garner
University of Minnesota
garne214@umn.edu

Gilad Lerman
University of Minnesota, Minneapolis
School of Mathematics
lerman@umn.edu

Teng Zhang
University of Central Florida
teng.zhang@ucf.edu

MS3

Leveraging Anderson Acceleration to Improve It-
erative Solvers for Navier-Stokes Equations

In this talk, we investigate enhancements of fixed-point
type iterative methods, focusing on the iterated penalty
Picard (IPP) and ArrowHurwicz (AH) iterations, for solv-
ing the incompressible steady Navier-Stokes equations by
incorporating Anderson acceleration (AA). We examine
these methods in terms of regularity properties of the meth-
ods which allow the AA theory in acceleration to be ap-
plied. We show AA enables the fast convergence of the
IPP with O(1) penalty parameter, even in large scale NSE
problems where the penalty parameter usually needed to be
chosen very small, causing difficulties with linear solvers.
Similarly, we study AH iteration, which is originally de-
signed for general saddle point linear systems and extended
to NavierStokes iterations in the 1970s, and employ re-
cently developed divergence-free finite element methods
which allows us to connect AH to IPP alongside Ander-
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son acceleration to improve AH convergence. Analytical
and numerical results demonstrate that this combination
yields an efficient and effective solver that is competitive
with more commonly used approaches.

Duygu Vargun
Oak Ridge National Laboratory
vargund@ornl.gov

MS4

Energy Conserving, Higher Order Time Discretiza-
tion of Maxwell’s Equations

In this work, our primary contribution is a semi explicit
higher order time discretization of Maxwell’s equations
based only on elementary Taylor series expansion. We
formulate Maxwells equations as a system for (p,E,H)
where p is a fictitious electrical pressure variable that
helps impose discretely exactly the divergence of the elec-
tric field intensity E, and H is the magnetic flux density.
Our method labelled LFR is an extension of the classical
leapfrog scheme to an arbitrary (even) order R time ac-
curate method. Consequently, we use two staggered time
grids, and locate (p,E) and H alternately on them. Under
appropriate initial and boundary conditions, we show that
our discrete energy is conserved and the scheme is stable.
We refer to LFR as being semi explicit in the sense that p
and E are obtained together at a given time step while H
is computed at the next on the other grid explicitly. We
use LFR in conjunction with finite element exterior cal-
culus for a full discretization of Maxwell’s equations. We
then provide a variation of our time discretization that is
fully time implicit, and characterize its stability and energy
conservation. For our LFR schemes, we also provide proofs
of appropriate notions of error convergence for the com-
puted solutions. Finally, we validate our methods through
computations for model problems in two and three dimen-
sions, and we do so for (p,E,H) as well as (E,H) systems
of Maxwell’s equations.

Archana Arya
Indraprastha Institute of Information Technology Delhi,
New Delhi, India
archanaa@iiitd.ac.in

MS4

Shape and Eigenvalue Optimization of Microstruc-
tures Governed by Maxwell’s Equations

This talk is concerned with a class of shape optimization
problems involving optical metamaterial comprised of pe-
riodic nanoscale inclusions. We will first summarize the
underlying microscale model, the corresponding homoge-
nization theory, and the eigenvalue representation that will
serve as a basis for the shape optimization problems. We
will then introduce a deformation field on the cell prob-
lem and the eigenvalue problem. Finally, we will formulate
and solve the shape optimization problems using an adjoint
approach.

Mansi Bezbaruah
Texas A&M university
bezba004@tamu.edu

MS4

Computational Inverse and Optimal Design for
Topological Photonic Crystals

This work is concerned with inverse design of the grat-

ing metasurface over hyperbolic metamaterials (HMMs) in
order to enhance spontaneous emission (SE). We formu-
late the design problem as a PDE-constrained optimization
problem and employ the gradient descent method to solve
the underlying optimization problem. The adjoint-state
method is applied to compute the gradient of the objective
function efficiently. Computational results show that the
SE efficiency of the optical structure with the optimized
metasurface increases by 600% in the near field compared
to the bare HMM layer. In particular, an optimized double-
slot metasurface obtained by this design method enhances
the SE intensity by a factor of over 100 in the observation
region.

Junshan Lin
Auburn University
jzl0097@auburn.edu

MS4

A High-Order Spectral Algorithm for the Numeri-
cal Simulation of Layered Media with Uniaxial Hy-
perbolic Materials

The scattering of electromagnetic waves by threedimen-
sional periodic structures is important for many problems
of crucial scientific and engineering interest. Due to the
complexity and threedimensional nature of these waves,
fast, accurate, and reliable numerical simulation of these
are indispensable for engineers and scientists alike. For
this, HighOrder Spectral methods are frequently employed
and here we describe an algorithm in this class. Our ap-
proach is perturbative in nature where we view the de-
viation of the permittivity from a constant value as the
deformation and we pursue regular perturbation theory.
This work extends our previous contribution regarding the
Helmholtz equation to the full vector Maxwell equations,
by providing a rigorous analyticity theory, both in defor-
mation size and spatial variable (provided that the permit-
tivity is, itself, analytic)

David P. Nicholls
University of Illinois at Chicago
davidn@uic.edu

MS4

A High-Order Perturbation of Envelopes (hope)
Method for Vector Electromagnetic Scattering by
Periodic Inhomogeneous Media

The scattering of electromagnetic waves by three-
dimensional periodic structures is important for many
problems of crucial scientific and engineering interest. Due
to the complexity and three-dimensional nature of these
waves, fast, accurate, and reliable numerical simulation of
these are indispensable for engineers and scientists alike.
For this, High-Order Spectral methods are frequently em-
ployed and in this talk, I present the HOPE method which
is in this class. Our approach is perturbative in nature
where we view the deviation of the permittivity from a
constant value as the deformation and we pursue regu-
lar perturbation theory. More specifically, we expand the
three-dimensional, vector-valued electric field in a Taylor
series in this small deformation parameter, derive recur-
sions that each term in this series must satisfy, invoke a
novel elliptic theory to establish bounds on the size of each
correction, and thereby show that the purported Taylor
series does, in fact, converge. Beyond this, we show that
each of these terms in the Taylor series is jointly analytic
in all three spatial variables by estimating solutions of gov-
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erning equations for derivatives of these terms. Numerical
experiments are also provided to validate the theoretical
results.

Liet Vo
University of Illinois Chicago
lietvo@uic.edu

MS5

Discontinuous Galerkin Solutions of Moving
Boundary Problems Using Arbitrary Lagrangian-
Eulerian Method on GPUs

Flow problems with moving boundaries and interfaces ap-
pear naturally in many applications, such as turbine flow,
flapping flight, etc. Numerical modeling of these flows
poses additional challenges since the numerical grid moves
with time. The arbitrary Lagrangian-Eulerian method
(ALE) is one of the solution strategies for numerically
dealing with moving boundary problems. In this talk, we
present an arbitrary Lagrangian-Eulerian method on GPUs
for moving boundary problems and its implementation to
an open-source discontinuous Galerkin library, libParanu-
mal.

Atakan Aygun, Ali Karakus
Middle East Technical University
atakana@metu.edu.tr, akarakus@metu.edu.tr

MS5

Introduction to Compressible Computational Fluc-
tuating Hydrodynamics

In this talk we consider fluctuating hydrodynamics for mul-
ticomponent compressible ideal gas mixtures. Fluctuating
hydrodynamics augments the compressible Navier-Stokes
equations with stochastic flux terms that represent thermal
fluctuations. We first review the deterministic formulation
then discuss the construction of the stochastic fluxes. We
then examine the equilibrium covariance of the resulting
system of stochastic partial differential equations. Next we
discuss some of the issues that need to be considered in de-
veloping numerical methods for the system and introduce
a staggered-grid discretization based on those considera-
tions. We present numerical results that demonstrate that
the resulting numerical methodology accurately captures
the statistics of fluctuations at equilibrium. Finally, we il-
lustrate some of the phenomena induced by fluctuations in
systems that are out of equilibrium.

John B. Bell
Lawrence Berkeley National Laboratory, U.S.
jbbell@lbl.gov

MS5

An Introduction to Computational Fluctuating Hy-
drodynamics

The intrinsic thermal motion of the molecules in a fluid
result in microscopic fluctuations that are well-understood
at thermodynamic equilibrium. For a fluid in a nonequilib-
rium state, such as in the presence of gradients of tempera-
ture or concentration, these hydrodynamic fluctuations are
qualitatively different, potentially becoming macroscopic
in amplitude and length scale. Thermal fluctuations can
be modeled accurately using a modification of the Navier-
Stokes conservation equations that includes a stochastic
forcing, as was originally proposed by Landau and Lifshitz.
In this fluctuating hydrodynamics (FHD) formulation, a

stochastic flux is added to each dissipative flux associated
with the transport of species mass, momentum and en-
ergy densities in a manner that satisfies the fluctuation-
dissipation balance. This talk will briefly review the back-
ground for the fluctuating hydrodynamic equations. The
basic theory and numerical methods will be illustrated us-
ing the one-dimensional stochastic heat equation.

Alejandro L. Garcia
San Jose State University
Alejandro.Garcia@sjsu.edu

MS5

Analyzing a Mesoscopic Hydrodynamic Simulation
Method Via Its Structure Factors and Correlation
Functions

Unlike macroscopic computational fluid dynamic simula-
tion methods, mesoscopic hydrodynamic simulation meth-
ods have a stochastic nature due to thermal fluctuations.
As a result, the systematic analysis of the latter methods
requires different mathematical tools. In this talk, I in-
troduce the structure factors and correlation functions as
physical quantities that capture the spatio-temporal fluc-
tuational behaviors of a mesoscopic system and discuss
stochastic analysis techniques based on these quantities.
First, I consider the continuum case and demonstrate how
to analyze the time evolution equations given in the form of
stochastic partial differential equations (SPDEs). For ex-
ample, by linearizing these SPDEs, I show that the correct
thermodynamic equilibrium can be attained as predicted
by equilibrium statistical mechanics. Then, I consider the
case where the governing SPDEs are spatially discretized
to form a large set of ordinary differential equations and
discuss how to analyze the resulting numerical scheme. For
example, I demonstrate how to analyze the numerical set-
tings to impose boundary conditions. Finally, I discuss
how to construct the optimal time-integrator based on the
structure factor analysis.

Changho Kim
University of California, Merced
Applied Mathematics
ckim103@ucmerced.edu

MS5

Introduction to Low Mach Number Computational
Fluctuating Hydrodynamics

Fluctuating hydrodynamics (FHD) is an emerging tech-
nique for highly efficient simulation of mesoscopic fluids,
where thermal fluctuations drive microscopic dynamics
that can have profound impacts on macroscopic behavior.
This formulation, originally proposed by Landau and Lif-
shitz, requires the augmentation of each dissipative flux
in a deterministic continuum fluid model with a stochas-
tic flux. Some recent advances in FHD involve the devel-
opment and implementation of low Mach number models
that exploit the separation of scales between acoustic and
bulk convective time scales, offering potentially orders of
magnitude computational speedup over compressible FHD
models, particularly for liquids. The primary challenge in
developing such models is the imposition of a low Mach
number velocity constraint within a spatiotemporal frame-
work that satisfies fluctuation-dissipation balance. In this
talk I give an overview of the low Mach number FHD for-
mulation and numerical implementation. I will briefly de-
scribe applications in multispecies diffusive mixing, chem-
ically reacting flow, electrolytes, and multiphase flow that



10 SIAM Conference on Computational Science and Engineering (CSE25)CSE25 Abstracts 9

effectively leverage this formulation.

Andrew J. Nonaka
Lawrence Berkeley National Laboratory
ajnonaka@lbl.gov

MS6

CUQIpy: Computational Uncertainty Quantifica-
tion for Inverse Problems in Python

In this talk we present CUQIpy (pronounced cookie pie) - a
new computational modelling environment in Python that
uses uncertainty quantification (UQ) to access and quan-
tify the uncertainties in solutions to inverse problems. The
overall goal of the software package is to allow both ex-
pert and non-expert (without deep knowledge of statistics
and UQ) users to perform UQ related analysis of their in-
verse problem while focusing on the modelling aspects. To
achieve this goal the package utilizes state-of-the-art tools
and methods in statistics and scientific computing specif-
ically tuned to the ill-posed and often large-scale nature
of inverse problems to make UQ feasible. We showcase
the software on problems relevant to imaging science such
as computed tomography and partial differential equation-
based inverse problems. CUQIpy is developed as part of
the CUQI project at the Technical University of Denmark
and is available at https://cuqi-dtu.github.io/CUQIpy .

Jakob S. Jorgensen
Technical University of Denmark
jakj@dtu.dk

Amal Alghamdi
Department of Applied Mathematics and Computer
Science
Technical University of Denmark
amaal@dtu.dk

MS6

Uncertainty Quantification for the Koopman Op-
erator

Modeling and analyzing dynamical systems can be chal-
lenging, especially when the evolution is nonlinear. One
approach is through the Koopman op- erator, which mod-
els the evolution of an infinite dimensional functional space
instead of the phase space itself. This turns the problem
from a nonlinear one to a linear, albeit infinite dimensional,
one. Linearity implies that tools from spectral analysis
are available to analyze the underlying dynamical system.
A popular method to approximate the Koopman opera-
tor numerically is Extended Dynamic Mode Decomposition
(EDMD). This method requires to select a set of functions
as a truncated function space basis, and then represents the
operator as a matrix in this basis. In kernel-EDMD, kernel
functions are used to implicitly define this basis set. In
this contribution, we consider learning these kernels from
snapshots of states of a dynamical system. This leads to a
flexible and more accurate approximation of the Koopman
operator. After the optimal kernel is constructed, we then
interpret it as the covariance of a Gaussian process over the
state space. This allows us to perform uncertainty quan-
tification (UQ) on the data from the original system, and
more generally to understand the Koopman operator and
the underlying dynamical system through a UQ lense.

Erik Bolager
Technical University of Munich

erik.bolager@tum.de

MS6

UM-Bridge: User-Friendly, Scalable UQ

Treating uncertainties in models is essential in many fields
of science and engineering. When dealing with complex
and computationally costly numerical models this neces-
sitates a combination of efficient model solvers, advanced
UQ methods and HPC-scale resources. The resulting tech-
nical complexities and software engineering challenges are
holding back many interesting UQ applications. I will in-
troduce UM-Bridge, a flexible, language-agnostic software
interface designed to integrate UQ methods with numerical
models. UM-Bridge can be understood purely as an inter-
face which resolves issues with linking software, it does
not itself implement any UQ algorithms. In this talk, I
will introduce UM-Bridge itself and show how to use it to
integrate UQ methodologies into complex numerical mod-
els. Then, I will present realistic applications from dif-
ferent areas, which scale from laptops to all the way to
large clusters. These include modeling the propagation of
the 2011 Tohoku tsunami using shallow water equations.
The primary objective is to derive precise initial displace-
ment parameters from data collected by two buoys near the
Japanese coast. I introduce a fully parallelized MLMCMC
method implemented in MUQ and connected to the model
code via UM-Bridge.

Anne Reinarz
Durham University
anne.k.reinarz@durham.ac.uk

Linus Seelinger
Karlsruhe Institute of Technology (KIT)
Scientific Computing Center
linus.seelinger@kit.edu

MS7

An Inexact Trust-Region Algorithm for Nons-
mooth Risk-Averse Optimization

Many practical problems require the optimization of sys-
tems (e.g., differential equations) with uncertain inputs
such as noisy problem data, unknown operating condi-
tions, and unverifiable modeling assumptions. In this talk,
we formulate these problems as infinite-dimensional, risk-
averse stochastic programs for which we minimize a quan-
tification of risk associated with the system performance.
For many popular risk measures, the resulting risk-averse
objective function is not differentiable, significantly com-
plicating the numerical solution of the optimization prob-
lem. Unfortunately, traditional methods for nonsmooth
optimization converge slowly (e.g., sublinearly) and con-
sequently are often intractable for problems in which the
objective function and any derivative information is expen-
sive to evaluate. To address this challenge, we introduce
a novel trust-region algorithm for solving large-scale non-
smooth risk-averse optimization problems. This algorithm
is motivated by the primal-dual risk minimization algo-
rithm and employs smooth approximate risk measures at
each iteration. In addition, this algorithm permits and
rigorously controls inexact objective function value and
derivative (when available) computations, enabling the use
of inexpensive approximations such as adaptive discretiza-
tions. We discuss convergence of the algorithm under mild
assumptions and demonstrate its efficiency on various ex-
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amples from PDE-constrained optimization.

Drew P. Kouri
Optimization and Uncertainty Quantification
Sandia National Laboratories
dpkouri@sandia.gov

MS7

Modeling Uncertainties in Large-scale Density-
based Topology Optimization Problems

This work presents the utilization of Matrn random fields in
thermal and solid mechanics topology optimization prob-
lems, with a focus on delivering practical realizations of
realistic models for the imperfections and variations in ex-
ternal excitations and their effects on the optimized de-
signs. The optimization objectives are the mean values of
the thermal and mechanical compliances, which are sub-
ject to constraints on the amount of the distributed solid
material. The objectives are approximated with the help
of Monte Carlo sampling, where every sample requires the
realization of a spatially varying random field throughout
the design domain. Traditionally, these realizations rely
heavily on series expansion techniques based on the clas-
sical KarhunenLove decomposition or convoluting white
noise with a selected filter function. The series expansion
approach requires a prohibitively large number of terms
for Gaussian random fields with small correlation lengths.
White noise filtering resolves the above issue by evalu-
ating the convolution in Fourier space, which limits the
application to simple rectangular domains and prohibits
the precise control of the random fields around the bound-
aries. In contrast, our proposed approach involves the solu-
tion of fractional Stochastic Partial Differential Equations
(SPDE), which is highly efficient and can generate random
fields on complex domains with arbitrary boundary condi-
tions.

Tobias Duswald
CERN, Geneva, Switzerland
tobias.duswald@cern.ch

Brendan Keith
Brown University
brendan keith@brown.edu

Boyan Lazarov
Lawrence Livermore National Laboratory
lazarov2@llnl.gov

Socratis Petrides
Center for Applied Scientific Computing
Lawrence Livermore National Laboratory
petrides1@llnl.gov

B. Wohlmuth
Technical University of Munich, Germany
wohlmuth@ma.tum.de

MS7

Scenario Approximation for PDE-Constrained Op-
timization under Uncertainty

We study statistical guarantees for the scenario approxima-
tion method for PDE-constrained optimization with chance
constraints. This sample-based technique replaces the orig-
inal chance constraint with computationally tractable con-
straints derived from random samples. For example, when

a chance constraint requires that a parameterized PDE
state constraint be satisfied with high probability, the sce-
nario approximation reformulates it into a standard PDE-
constrained optimization problem, where the number of
state constraints equals the number of samples. We derive
estimates for the sample size needed to ensure, with high
confidence, that feasible solutions to the original problem
can be obtained through the scenario approximation. We
then use these results to establish optimality guarantees for
solutions to scenario-based PDE-constrained optimization
problems. Our analysis is applicable to both linear and
nonlinear PDEs with random inputs.

Johannes Milz
Georgia Institute of Technology
H. Milton Stewart School of Industrial & Systems
Engineering
johannes.milz@isye.gatech.edu

MS8

Efficient Execution of Multiphysics Fem Assembly
Using Kokkos::Graph

The computation of elemental system matrices and right-
hand-side vectors and their assembly into sparse linear al-
gebra data structures is a key component of FEM codes.
Multiphysics simulations can involve multiple types of gov-
erning equations that might also change by subdomain
(heterogeneous coefficients, different source terms, different
types of boundary conditions, ). Performing the assembly
within a single kernel can thus be inefficient, both in terms
of memory footprint and computational cost. Therefore,
one might want to specialize the kernels, thus generating
many kernels that need to be created and efficiently sched-
uled, potentially many times (e.g., iterative solver). These
asynchronous kernels must also observe dependencies, thus
leading naturally to a graph-based implementation. In this
talk, we will present how we realised such an implementa-
tion in an in-house FEM code using Kokkos::Graph. In
particular, we will discuss how we designed a polymorphic
hierarchy of functors for performing the assembly on de-
vice and how we map these functors to nodes in the graph,
while avoiding polymorphic calls on device. We will illus-
trate the proposed approach and evaluate the performance
in the context of a computational electromagnetism simu-
lation relevant to diffraction gratings.

Maarten Arnst, Romin Tomasetti
Universite de Liege
maarten.arnst@uliege.be, romin.tomasetti@uliege.be

MS8

Flecsi and Ristra: Task-Based Parallelism De-
signed for Heterogeneous Computing from the
Start

The Flexible Computational Science Infrastructure
(FleCSI) is an open-source C++ framework to assist in
the development of performance portable multiphysics ap-
plications. It can leverage different task-based run-times,
such as Legion or HPX, and make use of Kokkos to offload
work to CPU threads and GPUs of all major vendors. It
supports various types of discretizations through so-called
specializations making application development easy.
Ristra is a broad effort as part of the US Department
of Energy’s Advanced Simulation and Computing (ASC)
program to develop modular and portable physics pack-
ages for simulations in a high-performance computing
environment. A large part of its efforts are based on
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FleCSI. We will discuss the lessons we learned running as
one of the first users on the Grace-Hopper-based Venado
system at Los Alamos National Laboratory and the
MI300A-based systems precursor systems of El Capitan at
Lawrence Livermore National Laboratory. In particular
this will cover the benefits and challenges of the separation
of concerns in our complex software stack and how we
solved problems in interaction with HPC staff and the
vendors.

Philipp V. Edelmann, Ben Bergen
Los Alamos National Laboratory
pedelmann@lanl.gov, bergen@lanl.gov

MS8

Effectively Leveraging Multi-Institution and Multi-
Vendor Relationships to Address Advanced Soft-
ware Needs

This talk will discuss challenges app teams at Sandia Na-
tional Labs have faced when preparing for a new system,
and how we approach triaging and resolving issues across
the DOE complex as well as directly with vendors provid-
ing the system. We will discuss the infrastructure we use,
as well as the general approach that has been effective in 1)
identifying issues, 2) tracking and triaging issues amongst
institutions, 3) understanding the issues and 4) coming to a
resolution. Each step in this process is challenging. DOE’s
NNSA complex spans multiple labs (the ”Tri-labs”), and
each procurement entails multiple vendors. We will discuss
what has worked and discuss existing challenges.

James Elliot
Sandia National Laboratories
jjellio@sandia.gov

MS8

Scaling El Capitan: Early Results from Doe Nnsas
First Exascale Computer

El Capitan will be the DOE National Nuclear Security
Administrations first exascale supercomputer. In collabo-
ration with our vendor partners HPE and AMD through
the El Capitan Center of Excellence (COE), we have spent
several years preparing a variety of scientific applications
such that they are scalable and performant on El Capitan
on Day 1. In this talk, we will overview the application
readiness efforts for El Capitan, discuss the modular soft-
ware strategy employed by LLNL applications to ensure
both performance and portability across modern architec-
tures, and provide an early look at the achievements El
Capitan will enable.

Judith Hill, Ramesh Pankajakshan
Lawrence Livermore National Laboratory
hill134@llnl.gov, pankajakshan1@llnl.gov

MS8

Understanding Grace+Hopper Specificities and
Their Impact on the Development of CEA Codes

Adapting applications to a new supercomputer is always a
challenge. In the June 2024 Top500 list, CEA unveiled its
new supercomputer based on Nvidia Grace+Hopper su-
perchips. The Grace+Hopper superchip offers new ways
to handle memory data between the CPU and the GPU
at the hardware level.To fully maximize the potential and
performance of this type of chip, it is essential to under-
stand the new mechanisms and their impact on applica-

tions. This presentation will detail our approach to ana-
lyzing Grace+Hopper behaviors, particularly focusing on
memory management and data transfers. Additionally, we
will explore their influence on our applications and strate-
gies for adaptation.

Julien C. Jaeger
CEA
julien.jaeger@cea.fr

MS9

GPU Accelerated Linear Solvers for Implicit Time
Integrators in the SUNDIALS Library

The implicit time integration methods in the SUNDIALS
library require a nonlinear system to be solved at every
time step. One of the most robust options for solving this
nonlinear system is some form of Newton iteration, which,
in turn, requires solving a linear system at every itera-
tion. As such, throughout the integration, a linear solver
will be used repeatedly to solve systems with at least the
same general structure. The repeated solves can present
challenges when using linear solver libraries that were not
designed with this use case in mind. With GPUs in the
mix, these challenges can be even harder to overcome effi-
ciently without changes to the linear solver library. In this
presentation, I will discuss experiences interfacing SUNDI-
ALS with linear solver libraries and highlight ways these
libraries can create interfaces that are easier to use and
more efficient in the time integration context. LLNL-ABS-
868851.

Cody J. Balos, David J. Gardner
Lawrence Livermore National Laboratory
balos1@llnl.gov, gardner48@llnl.gov

Daniel R. Reynolds
Southern Methodist University
Mathematics
reynolds@smu.edu

Steven B. Roberts, Carol S. Woodward
Lawrence Livermore National Laboratory
roberts115@llnl.gov, woodward6@llnl.gov

MS9

Rethinking Numerical Linear Algebra for Execu-
tion on GPUs in Re::Solve Library

Recent developments of computational technology, most
notably general purpose graphical processing units
(GPUs), have been strongly driven by the explosion of ar-
tificial intelligence applications (AI). Since most AI algo-
rithms use dense linear algebra, the computational hard-
ware has been optimized for such operations. This trend
has created new computational landscape where traditional
sparse linear algebra algorithms, which are essential for
many scientific computing applications, do not perform
well. These challenges go beyond implementation tech-
niques and require rethinking mathematical algorithms. To
address these challenges, we designed Re::Solve, a portable
sparse linear algebra library, from the ground up. The li-
brarys features include GPU-resident direct and iterative
linear solvers, as well as randomized algorithms, among
others. In this talk we describe the co-design of mathe-
matical algorithms and their implementations in Re::Solve,
which led to efficient performance on heterogeneous hard-
ware. We provide performance analysis results and dis-
cuss differences when evaluating linear solver performance
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in standalone examples as opposed within full application
stack.

Slaven Peles
Oak Ridge National Laboratory
peless@ornl.gov

Katarzyna Swirydowicz
Pacific Northwest National Laboratory
kasia.swirydowicz@pnnl.gov

Maksudul Alam
ORNL
alamm@ornl.gov

Nicholson Koukpaizan
Oak Ridge National Laboratory
koukpaizannk@ornl.gov

MS9

Can Matrix Cores Help Accelerate Iterative
Solvers?

In the last few years, AMD’s matrix cores and Nvidia’s
tensor cores have been extensively used to accelerate dense
linear algebra operations such as dense matrix-matrix mul-
tiplication. These operations are the fastest if low preci-
sion, such as FP16, is used. However, it remains an open
question to what extent are matrix/tensor cores useful for
sparse numerical linear algebra and in a mixed setting,
where both sparse and dense operations are performed. In
those cases, the (overall) performance is typically memory
bound rather than compute bound, which begs a ques-
tion whether using matrix/tensor cores can lead to any
performance improvement. Moreover, in a practical set-
ting, transferring the data (between lower and higher pre-
cision) or aligning the data to to access matrix/tensor cores
efficiently are not free operations, so while performance
gains are expected, there are trade-offs that are hardly ever
considered. We explore practical use of these hardware-
accelerated operations in a complex, realistic, primarily
memory bound application, analyze all the incurred addi-
tional costs, profile its GPU performance and discuss where
and when matrix/tensor cores can (and should) be used to
improve performance.

Katarzyna Swirydowicz
Pacific Northwest National Laboratory
kasia.swirydowicz@pnnl.gov

MS9

Performance Advantages of Using Krylov-Based It-
erative Methods With Sketching

The use of randomized methods in numerical linear alge-
bra has gained popularity over the past several decades as
matrix sizes continue to increase. These methods enhance
the speed and reliability of algorithms for problems such
as approximating solutions to linear systems and approx-
imating the eigenpairs of matrices. One such technique,
“sketching,’ uses dimensionality reduction on least-squares
problems to lower their computational cost with minimal
loss of accuracy. The Rayleigh-Ritz method, which approx-
imates eigenpairs of a matrix A from a basis V , can also
be reformulated as a least-squares problem, enabling it to
be used with sketching. One known challenge of Krylov-
based iterative methods is that in floating point arithmetic,
as the basis is being constructed, numerical error and re-
peated directions can result its condition number growing

exponentially. Reorthogonalizing the basis can mitigate
this issue, but doing this is expensive and may lead to
a computational bottleneck, particularly with large bases.
Sketching allows for the extraction of accurate solutions
from a non-orthonormal basis, provided that its condi-
tion number is below ϵ−1

mach. This work explores the com-
putational and performance trade-offs of using sketching
with two popular Krylov methods, Lanczos and General-
ized Davidson, leveraging the high-performance C99-based
software library PRIMME.

Heather M. Switzer
College of William & Mary
Department of Computer Science
hswitzer2@washcoll.edu

Andreas Stathopoulos
William & Mary
Department of Computer Science
andreas@cs.wm.edu

MS10

Adaptively Regularised Nonlinear Ensemble Trans-
port Filtering and Smoothing with P-Splines

Most contemporary data assimilation algorithms occupy
opposing extreme ends on a line that trades computa-
tional efficiency (linear methods: e.g., EnKF) against sta-
tistical power (fully nonlinear methods: e.g., particle fil-
ter). A way to bridge this divide may be found in en-
semble transport filters and smoothers, which leverage tri-
angular measure transport to generalize the efficient-yet-
simplistic EnKF/EnKS and thereby permit nonlinear up-
dates of varying complexity. These transport methods con-
struct a map from an unknown, potentially non-Gaussian
target distribution - represented only through samples -
to a simple reference distribution, often a standard multi-
variate Gaussian distribution. Inverting this map permits
sampling from the targets conditional distributions, includ-
ing the posterior. The parameterization of this triangular
transport map is a flexible but critical choice for the perfor-
mance of the resulting data assimilation algorithm. More
complex maps may capture increasingly complex distribu-
tional features but risk unfavourable bias-variance trade-
offs. In this presentation, we explore transport maps pa-
rameterized by P-splines. We leverage information theo-
retic metrics to optimize the smoothness of these functions,
ensuring an ideal compromise between expressiveness and
simplicity. We demonstrate the performance of the result-
ing algorithm in a nonlinear setting.

Max Ramgraber
Delft University of Technology
Department of Geoscience & Engineering
m.ramgraber@tudelft.nl

Berent Lunde
Equinor
berl@equinor.com

MS10

Long-time Accuracy of Ensemble Kalman Filters
for Chaotic and Machine-learned Dynamical Sys-
tems

This talk will show theory for long-time accuracy of en-
semble Kalman filters. We introduce conditions on the
dynamics and the observations under which the estimation
error remains small in the long-time horizon. Our theory
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covers a wide class of partially-observed chaotic dynamical
systems, which includes the Navier-Stokes equations and
Lorenz models. In addition, we prove long-time accuracy
of ensemble Kalman filters with surrogate dynamics, thus
validating the use of machine-learned forecast models in
ensemble data assimilation.

Daniel Sanz-Alonso, Nathan Waniorek
University of Chicago
sanzalonso@uchicago.edu, waniorek@uchicago.edu

MS10

Change of Measure for Bayesian Field Inversion
with Hierarchical Hyperparameters Sampling

In this talk, we are interested in estimating a scalar field
from noisy indirect observations. In order to obtain a full
posterior distribution of the quantity of interest, the inverse
problem is formulated in a Bayesian framework along with
Markov chain Monte Carlo sampling. Inferring a field is
expensive with regard to its infinite dimension and to the
forward model computational cost. Our approach relies on
a parametrization based on the Karhunen-Love decompo-
sition. Although attractive since it provides a represen-
tation with a finite number of terms, the KL decomposi-
tion depends on the hyperparameters of its autocovariance
function that are difficult to choose a priori due to lack
of knowledge. Instead of selecting deterministic values, we
propose to deal with hyperparameters prior distributions
in order to test various field shapes during the sampling.
For that purpose, we present a novel approach based on a
change of measure of the decomposition coordinates that
allows a smooth exploration of the hyperparameter space.
Our sampling procedure is accelerated by means of polyno-
mial chaos expansions to replace the data computed from
the forward model. A seismic traveltime tomography case
shows that exploring the hyperparameters space improves
the uncertainty estimation compared to the approach with
fixed hyperparameters.
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MS10

Multiplicative Score-Based Generative Model for
Fluid Dynamics

Accurately estimating the state of a physical system re-
quires integrating numerical model predictions with noisy
observational data. Learning these models is a challenging
task as they must account for the physics of the state un-
der study. In particular, numerical prediction of turbulent
flows should preserve the structure and conserve energy.

We propose a new score-based generative model for turbu-
lent flows, using a skew-symmetric multiplicative noise for
both noising and denoising steps. Inspired from physics
and naturally conserving energy, this transport noise is
the heart of the Kraichnan and Location Uncertainty mod-
els. The noising step transforms the distribution p0 of the
input data into a rotation-invariant distribution in state
space thanks to the skew-symmetric multiplicative noise
and then into a Gaussian distribution. The denoising step
reconstructs first the rotation invariant distribution from
a Gaussian distribution and then the initial distribution
p0 using a backward SDE and a score function learned by
a neural network. This model aims to improve the accu-
racy of turbulent flow predictions by effectively integrating
physical uncertainties.
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MS11

Reduced-Basis Methods for Uncertainty Quantifi-
cation with application to High-Speed Flows

The design and analysis of high-speed flight vehicles is
reliant on computational fluid dynamics (CFD) due to
the expense and difficulty of flight tests and experiments.
Workhorse CFD models are subject to various sources of
modeling uncertainties. Therefore, approaches that effi-
ciently propagate and reduce uncertainties are important
for a robust design cycle. Unfortunately, CFD is compu-
tationally expensive for high-speed flows due to high grid
resolution requirements. Also, forward uncertainty prop-
agation and model calibration are many-query problems
requiring many model evaluations with a wide range of
input parameters. This talk discusses reduced-basis ac-
celerated uncertainty propagation and parameter calibra-
tion of high-speed flows solved with the ReynoldsAveraged
NavierStokes equations. We discuss a greedy algorithm
that leverages novel, easily computable, error estimates
for constructing a reduced basis. We embed our reduced-
order model with multi-fidelity uncertainty quantification
and parameter-calibration workflows. We assess the utility
of the reduced-basis method for more efficiently propagat-
ing parametric uncertainties in the SpalartAllmaras tur-
bulence model and reducing model-form error. Results are
presented on several high-speed turbulent flows. SNL is
managed and operated by NTESS under DOE NNSA con-
tract DE-NA0003525. SAND2024-11411A

Patrick J. Blonigan
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MS11

An Evolve-Filter-Relax Stabilized Reduced Order
Model for the Boussinesq Equations

The classical Galerkin ROM (G-ROM) generally yields
spurious numerical oscillations leading to non-physical so-
lutions in under-resolved or marginally-resolved simula-
tions of convection-dominated flows. Numerical stabiliza-
tion is often used to alleviate these oscillations. In this
study, we investigate an evolve-filter-relax regularized re-
duced order model (EFR-ROM) to add numerical stabiliza-
tion to proper orthogonal decomposition (POD) ROMs for
the Boussinesq equations. The stability and the error anal-
ysis of the full discretization of the model are presented.
Numerical examples illustrate the theoretical results.

Medine Demir
Postdoctoral Researcher
demir@wias-berlin.de

MS11

Physics-Informed Active Learning with Simultane-
ous Weak-Form Latent Space Dynamics Identifica-
tion

The parametric greedy latent space dynamics identification
(gLaSDI) framework has demonstrated promising poten-
tial for accurate and efficient modeling of high-dimensional
nonlinear physical systems. However, it remains chal-
lenging to handle noisy data. To enhance robustness
against noise, we incorporate the weak-form estimation of
nonlinear dynamics (WENDy) into gLaSDI. In the pro-
posed weak-form gLaSDI (WgLaSDI) framework, an au-
toencoder and WENDy are trained simultaneously to dis-
cover intrinsic nonlinear latent-space dynamics of high-
dimensional data. Compared to the standard sparse iden-
tification of nonlinear dynamics (SINDy) employed in
gLaSDI, WENDy enables variance reduction and robust
latent space discovery, therefore leading to more accu-
rate and efficient reduced-order modeling than the strong
form. Furthermore, the greedy physics-informed active
learning in WgLaSDI enables adaptive sampling of optimal
training data on the fly for enhanced modeling accuracy.
The effectiveness of the proposed framework is demon-
strated by modeling various nonlinear dynamical problems,
including viscous and inviscid Burgers’ equations, time-
dependent radial advection, and the Vlasov equation for
plasma physics. With data that contains 5-10% Gaus-
sian white noise, WgLaSDI outperforms gLaSDI by orders
of magnitude, achieving 1-7% relative errors and 121 to
1,779x speed-up compared with the high-fidelity models.

Xiaolong He
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MS11

Bridging Large Eddy Simulation and Reduced
Order Modeling of Convection-Dominated Flows
through Spatial Filtering

The presence of flow phenomena over large spatial and tem-
poral ranges in convection-dominated flows poses signifi-
cant challenges to traditional ROMs: a large number of
modes may be required to accurately describe the fluid dy-
namics, which limits the computational efficiency. On the
other hand, if one chooses to reduce the number of modes
to improve efficiency, a severe loss of information compro-
mises the solution accuracy. We propose to recover stabil-
ity for classical ROMs through closures and stabilizations
that are inspired by Large Eddy Simulation (LES). A key
ingredient for the construction of these ROMs, which we
call LES-ROMs, is spatial filtering, i.e., the same principle
used to build classical LES models. This ensures a mod-
eling consistency between LES-ROMs and the approaches
that generated the data used to train them. We will show
that LES-ROMs are extremely easy to implement, very ef-
ficient, and, when carefully tuned, accurate in capturing
the average physical quantities of interest in challenging
convection-dominated flows.

Annalisa Quaini
Department of Mathematics, University of Houston
quaini@math.uh.edu

MS11

A Parametric Rom Framework for Inverse Prob-
lems in High Speed Flows

Addressing inverse problems in high-speed flow simulations
is critical due to the uncertainties that can impact out-
comes. These problems are central to real-world applica-
tions, where accurate reconstruction or estimation of sys-
tem parameters from observed data is vital for safety, per-
formance, and design in high-speed scenarios. The need
to solve parametric or stochastic partial differential equa-
tions in computational fluid dynamics further complicates
these tasks, requiring significant computational resources
and advanced modeling techniques. Reduced-order model-
ing (ROM) has emerged as a key approach, simplifying the
solution of inverse problems without sacrificing accuracy.
This study introduces a ROM framework for inverse prob-
lems that utilizes an autoencoder (AE) to reduce dimen-
sionality while preserving essential dynamics. The research
compares AE based ROM’s performance with a full-order
model, using Markov Chain Monte Carlo methods to ex-
plore the solution space and quantify uncertainties. Ap-
plying both to the Sod shock tube problem, this study
conducts a parametric analysis to examine how variations
in snapshot numbers impact the ROMs robustness and ac-
curacy. The findings offer valuable insights into the effec-
tiveness of ROM techniques for solving inverse problems in
high-speed flow simulations.

Bipin Tiwari
University of Tennessee at Knoxville
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MS12

Mimetic Metrics for the Dgsem

Free-stream preservation is an essential property for nu-
merical solvers on curvilinear grids. Key to this property
is that the metric terms of the curvilinear mapping sat-
isfy discrete metric identies, i.e., have zero divergence. We
present an alternative approach for discontinuous Galerkin
spectral element methods (DGSEM) that guarantees such
divergence free metric terms. Divergence free metric terms
are furthermore essential for entropy stability on curvilin-
ear grids. Our proposed mimetic approach uses projections
that are compatible with the de Rham Cohomology.
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MS12

Hybrid Learning of Spatiotemporal Neural Opera-
tors for Turbulent Flows

Recent advancements in operator-type neural networks
have shown promising results in approximating the solu-
tions of spatiotemporal PDEs. However, these neural net-
works often entail considerable training expenses, and may
not always achieve the desired accuracy required in many
scientific and engineering disciplines. In this paper, we
propose a new Spatiotemporal Fourier Neural Operator
(SFNO) that learns maps between Bochner spaces, and
a new learning framework to address these issues. This
new paradigm leverages wisdom from traditional numer-
ical PDE theory and techniques to refine the commonly
used end-to-end pipeline. Specifically, in the learning prob-
lems for the turbulent flow modeling by the Navier-Stokes
Equations (NSE), the proposed architecture initiates the
training with a few epochs for SFNO, and then the last
linear spectral convolution layer is fine-tuned without the
frequency truncation. The optimization uses a negative
Sobolev norm for the first time as the loss in operator learn-
ing, defined through a reliable functional-type a posteriori
error estimator. This design allows the neural operators
to effectively tackle low-frequency errors while the relief of
the de-aliasing filter addresses high-frequency errors. Nu-
merical experiments on commonly used benchmarks for the
2D NSE operator learning demonstrate a usage of 1% of
FLOPs training cost of traditional end-to-end pipeline and
achieve up 100000 times more accurate solutions.
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MS12

Siac Filtering for the Stochastic Galerkin Method

In this talk, we present an innovative application of the
SIAC family of filters to enhance a Polynomial Chaos
method for solving wave equations with uncertain coeffi-
cients. By evolving the chaos expansion coefficients using
the discontinuous Galerkin method, we implement SIAC
filtering in the finite element framework. Our theoretical
analysis and numerical experiments reveal significant im-
provements in solution accuracy and reduction of statistical
noise, showcasing the effectiveness of the SIAC filter.
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MS12

High-Order Adaptive Rank Integrators for Multi-
Scale Linear Kinetic Transport Equations in the
Hierarchical Tucker Format

In this talk, I will present a new adaptive rank method
for the linear kinetic transport equation that leverages a
macro-micro decomposition, as well as a discrete ordinates
method that uses tensor product structure in the angu-
lar domain. To address the challenges associated with the
curse of dimensionality, the proposed low-rank method is
cast in the framework of the hierarchical Tucker decomposi-
tion.The adaptive rank integrator is built upon high-order
discretizations for both time and space, and it applies high-
order singular value decomposition (HOSVD) type trun-
cation to therepresentation of the time-dependent kinetic
function in a dimension tree. The methods are applied to
several test problems from the literature, and we compare
the low-rank solutions against their corresponding full-rank
implementations.
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MS13

Extended Galerkin Neural Network Approxima-
tion of Singular Variational Problems with Error
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Control

We present extended Galerkin neural networks (xGNN), a
variational framework for approximating general boundary
value problems (BVPs) with error control. The main con-
tributions of this work are (1) a rigorous theory guiding
the construction of new weighted least squares variational
formulations suitable for use in neural network approxima-
tion of general BVPs (2) an “extended’ feedforward net-
work architecture which incorporates and is even capable
of learning singular solution structures, thus greatly im-
proving approximability of singular solutions. Numerical
results are presented for several problems including steady
Stokes flow around re-entrant corners and in convex cor-
ners with Moffatt eddies in order to demonstrate efficacy
of the method.
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MS13

Enhancing Latent Space Bayesian Optimization
with Latent Data Augmentation for Efficient De
Novo Design

Latent Space Bayesian optimization (LSBO) is emerging as
a powerful approach for de novo design, with applications
in the design of chemical compounds and crystal materials.
By leveraging the expressive power of generative models,
LSBO navigates the complex and high-dimensional design
space more efficiently than traditional methods. In this
framework, a VAE is trained to encode chemical structures
or crystal configurations into a continuous latent space,
capturing essential features and relationships. BO is then
applied within this latent space, using a surrogate model
to iteratively suggest new candidates that maximize a tar-
get property or objective function. This approach demon-
strates significant improvements in optimization efficiency,
offering promising directions for de novo discovery. How-
ever, LSBO faces challenges due to the mismatch between
the objectives of VAE and BO, resulting in poor explo-
ration capabilities and difficulties in ensuring the diversity
and novelty of generated structures. In this study, we in-
troduce the concept of latent consistency/inconsistency as
a crucial problem in LSBO, arising from the VAE-BO mis-
match. To address this issue, we propose a novel usage of
data augmentations in the latent space, which resolves the
problem of latent inconsistencies while accelerating the de
novo design process. We showcase the performance of our
methodologies using both chemical compound and crystal
material design objectives.
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Epistemic Uncertainty Analysis Using Physics In-
formed Surrogates and Dempster-Shafer Theory

In this talk, we introduce the numerical strategy for epis-
temic uncertainty quantification using Dempster-Shafer

(DS) theory, and for sensitivity analysis in the framework
of DS theory. Specifically, the epistemic uncertainty in
the system is represented using non-probabilistic uncertain
variables with belief functions. Using the introduced nu-
merical methods, we quantify the uncertainty in the out-
put quantities of interest and study their sensitivity with
respect to the uncertain inputs. When observational data
is available, the mathematical representation of the uncer-
tainty in inputs can be updated. To reduce the compu-
tational cost, physics informed surrogates are adopted to
serve as approximations for the full simulation.
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MS13

Efficient Uncertainty Quantification for Large-
Scale Scientific Machine Learning Via Ensemble
Kalman Inversion

Uncertainty quantification in scientific machine learning,
particularly for neural network-based methods, has gar-
nered significant attention. However, current inference
techniques often face challenges such as high computational
costs for high-dimensional posterior inference or inade-
quate uncertainty estimates. In this talk, we introduce an
efficient uncertainty quantification framework for physics-
informed neural networks and deep operator learning using
Ensemble Kalman Inversion (EKI). Our findings demon-
strate that the proposed method delivers uncertainty esti-
mates that are as informative as those obtained through
Hamiltonian Monte Carlo (HMC)-based approaches, but
with significantly lower computational costs. Additionally,
we shall discuss the promising ways of extending this ap-
proach to larger-scale networks.
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MS14

Physics-Preserving AI-Accelerated Simulations of
Plasma Turbulence

Countless phenomena in laboratory and astrophysical plas-
mas involve turbulence. Its inherent complexity, involving
the nonlinear dynamics of a large number of degrees of free-
dom in an open (i.e., non-isolated) physical system, cannot
be tackled computationally in a brute-force style even on
emerging exascale platforms. Therefore, efficient models
of turbulent flows are indispensable, and one of the most
popular of these is the Large Eddy Simulation (LES). Here,
only the often most relevant large scales are retained explic-
itly, while small-scale dynamics are described by sub-grid
models. We generalize this approach via Machine Learn-
ing (ML) techniques and apply our ideas to self-driven
plasma turbulence described by the Hasegawa-Wakatani
equations, which can be reduced to the Navier-Stokes equa-
tions in a certain limit. The combination of a potential-
based ML subgrid model with temporally consistent train-
ing allows us to remove large parts of the inertial range and
to reduce the computational effort by three orders of mag-
nitude while retaining the statistical physical properties of
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the turbulent system. We also explore the key question if
the learning can be restricted to selected points in parame-
ter space, which would further enhance the method’s value
and open new doors for future applications.
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MS14

Variational Auto-Encoders for Surrogate Models of
2D Turbulence

Turbulent transport represents one of the major topics in
plasma physics, especially taking into account its impact on
the performance of nuclear fusion devices. Since modelling
turbulence requires long-time simulations, the use of surro-
gate models might represent a good compromise between
computational cost and physical accuracy. We present a
Generative Artificial Intelligence Turbulence (GAIT) sur-
rogate model for 2D plasma turbulence described by the
Hasegawa-Wakatani (HW) set of equations. The proposed
GAIT model is able to perform fast and long-time tur-
bulent transport computations. It employs a combination
of a convolutional variational autoencoder (CVAE) and a
densely connected deep neural network (DNN). The CVAE
is used to encode snapshots of computed HW turbulence
states into a reduced latent space. The DNN is trained to
reproduce the time evolution of turbulence in the latent
space. Once the GAIT model is trained, new turbulence
states are obtained by decoding the latent space dynamics
generated by the DNN. The AI generation process is about
500 times faster than the direct numerical integration of
the HW model. Several tests, based on both Eulerian and
Lagrangian metrics, are presented to show the excellent fi-
delity of the model. To better understand the encoding of
the CVAE, the topology of the turbulent training dataset
in the latent space is explored, emphasizing the impact of
its dimension on the time evolution of the GAIT-generated
turbulence.
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MS14

Latent Space Mapping: Revolutionizing Predictive
Models for Exhaust Control in Fusion Plasmas

The inherent complexity of boundary plasma at the bound-
ary region of fusion devices, characterized by multi-scale
dynamics and nonlinear multi-physics coupling, has histor-
ically limited time-consuming, high-fidelity models to sci-
entific research. Operational challenges in tokamak (a mag-
netic fusion device) control and scenario development have
necessitated reliance on over-simplified empirical methods.
This work introduces a transformative machine-learning
strategy that bridges this gap by developing rapid, pre-

cise surrogate models that encapsulate complex plasma
and neutral physics. Utilizing latent space mapping, we
efficiently represent complex divertor plasma states in a
low-dimensional space, streamlining predictive model con-
struction. We have developed specialized surrogate models
through high-fidelity simulations. These models provide
quasi-real-time predictions (about 100 us versus hours of
direct simulation) with exceptional accuracy (less than 20%
relative error), forecasting crucial plasma parameters such
as electron density, temperature, heat loads, and peak ra-
diation location for effective plasma exhaust control. Their
ability to precisely predict detachment phases (i.e., a de-
sired operational state where impurities and neutral gas
cool down hot plasma exhaust before it reaches the vessel
wall) marks a significant advancement in plasma physics,
enabling new model-predictive control strategies for cur-
rent experiments and future fusion reactors.
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Probabilistic Sensitivity Analysis of Fusion Plasma
Transport Simulations for Integrated Modeling and
Machine Learning

Future magnetic confinement fusion reactors will operate
in new plasma regimes where a predictive capability to en-
sure performance within safe operational limits is required.
High fidelity gyrokinetic codes of turbulent transport, in-
hibiting confinement, are computationally prohibitive to
span the number of degrees of freedom present at even
the experimental scale. Integrated modeling of reduced
plasma profiles utilize lower fidelity quasilinear theory that
approximates the nonlinear turbulence to achieve computa-
tions on the order of seconds for each radial position. Ma-
chine learning of surrogates has been proposed as a frame-
work to further advance transport predictions to near real-
time for scenario control and design optimization. Recent
success with active learning motivates the application of
physics-based constraints to the normalization of the large
parameter space of nearly 30 dimensions facilitating sur-
rogate correspondence between current and future devices.
We employ so-called natural units and normalizing flows
to construct multilayer perceptron model ensembles with
sampling distributions quantified by the divergence and un-
certainty estimated from the relative sensitivity across in-
dependent parameter dimensions. Up to an order of mag-
nitude reduction in training data size for similar predictive
performance to previous efforts is found, promoting effi-
cient simulation acquisition strategies to the generation of
surrogate models for integrated modeling.
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MS15

Spatio-Temporal Energy Cascade from Magneto-
hydrodynamic to Kinetic Scale in Plasma Turbu-
lence

Plasma turbulence is known to produce fluctuations with
broadband wavenumber and frequency energy spectra. Nu-
merical and observational studies have shown that turbu-
lent astrophysical and space plasmas are anisotropic with
respect to local magnetic fields, and exhibit non-trivial
temporal properties, with most of the turbulent energy
stored in low frequency fluctuations, with wavenumbers
almost perpendicular to the ambient magnetic field. In
our work, we present a new approach to study the spatio-
temporal properties of plasma turbulence. We introduce
a new set of scale-filtered magnetohydrodynamic (MHD)
equations, to study the transfer of turbulent energy in
wavenumber-frequency space. We test our method on
MHD simulations of solar wind turbulence, showing that
the turbulent cascade is frequency dependent, and low fre-
quency fluctuations arise from an inverse cascade in fre-
quency space. Low frequency modes act as a stable energy
reservoir that supports the overall energy cascade. Our
new method represents a new way to investigate turbu-
lence and its spatio-temporal properties. Extensions of this
technique to kinetic turbulence are discussed.
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Suppressing Kinetic Plasma Instabilities by PDE
Constraint Optimization

Maintaining the stability and shape of a plasma is a cru-
cial task in many technological applications ranging from
beam shaping to fusion energy. This is often challenging as
plasma systems tend to be naturally unstable and kinetic
effects can play an important role in the behavior of the
instabilities. Our goal is to find external fields and beam
profiles that are able to stabilize the plasma system. This
is a challenging global optimization problem as the land-
scape of the objective function is oscillatory and has many
local minima. We propose to use a global optimization al-
gorithm based on genetic evolution that is complemented
by a local gradient-based scheme to speed up convergence.
We, in particular, observe that nonlinear effects can be
used to stabilize plasma systems even if the system is lin-
early unstable. We also discuss high-performance comput-
ing aspects. In particular, optimization problems require
the solution of many similar problems for different param-
eters. In this context, we will discuss our batched Vlasov
that is able to utilize GPUs via the Kokkos framework.
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MS15

Application of Mesh Refinement to Relativistic

Magnetic Reconnection

Relativistic magnetic reconnection is a non-ideal process
where strong antiparallel magnetic fields undergo a rapid
change in topology releasing large amounts of energy in the
form of non-thermal particle acceleration. Reconnection is
often invoked to explain high-energy emissions in astro-
physical systems. While much progress has been made
in understanding the physics of reconnection, especially
in 2D, the application of advanced algorithms to improve
computational efficiency has been limited. In this talk,
we will present our work on applying mesh refinement to
2D reconnection simulations to efficiently model the inher-
ent disparity in length-scales. We use the ultrahigh-order
pseudo spectral analytical time-domain (PSATD) Maxwell
solver as it can mitigate numerical dispersion that occurs
with the traditionally used finite-difference time domain
(FDTD) method. Using a mesh refinement ratio of 8 for a
2D reconnection system, we obtained good agreement with
the high resolution baseline simulations, using only 36% of
the macroparticles and 71% of the node hours needed for
the baseline.
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MS15

On the Parallel Performance of a CFD High-Order
Spectral Element Code on GPU Based Supercom-
puters

This work presents the parallel performance of the CFD
code SOD2D in different brand-new HPC platforms.
SOD2D is a Continuous Galerkin High-Order Spectral Ele-
ment Code designed to solve simulations of both turbulent
compressible and incompressible flows. SEM is selected
since it does not require the reconstruction of fluxes be-
tween the elements, which could introduce numerical dissi-
pation. Moreover, using SEM is advantageous when using
hexahedra for discretizing the spatial domain. The pro-
posed scheme is stabilized by employing a modified ver-
sion of the Entropy Viscosity model proposed by Guer-
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mond et al.. Different integration schemes are imple-
mented: a fully 4th order Runge-Kutta explicit scheme
and an Implicit-Explicit Runge-Kutta (IMEX-RK) for the
compressible solver, and the velocity-correction integration
scheme BFD/EXT-3 proposed by Karniadakis et al. for
the incompressible solver. The parallel performance of the
SOD2D software will be thoroughly analysed and assessed
in different HPC platforms. Specifically, in the present
work results for the following HPC platforms will be pre-
sented: i) the MareNostrum 5, placed at the Barcelona Su-
percomputing Center and equipped with GPUs NVIDIA
H100; ii) the Leonardo HPC system, hosted by CINECA,
based on NVIDIA A100 GPUs with all the nodes inter-
connected through an Nvidia Mellanox network, iii) and
the Karolina supercomputer, located a the IT4Innovations
at the Technical University of Ostrava, based on NVIDIA
A100 GPUs.
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cas.gasparino@bsc.es

MS16

Modeling Unobserved Variables in Dynamical Sys-
tems

Consider a physical phenomenon described by two mod-
els: experimental and simulation. The first measures QoI
or a solution of the model, but it is expensive to obtain
data from it, the second model is an approximation of the
ground truth model, but it is cheap to compute. The exper-
imental model depends on known and unknown variables,
and the simulation depends on the known variables. There
are several challenges. First, there is no clear way of how
many unknown variables are or to know what is the dis-
tribution of these variables. Next, obtaining samples from
the experimental is expensive. Third, the measures of the
experimental data is very sensitive to its inputs. Since we
know a reduce number of these variables, for a given set of
known variables, you can have a family of measurements
for this known set. Recent works have used Bayesian mod-
eling and invertible neural networks, to model the influ-
ence of unknown parameters, but have struggled to learn
a map from the simulation to the experimental model. We
propose a general framework that models the discrepancy
between these two models using the same input parame-
ters. To this end, we add random variables drawn from a
known prior distribution to construct a probabilistic map
between the models. To construct this map we use DNNs
trained on the empirical and a suitable loss to learn proba-
bility distribution on the data. Our numerical results have
shown that we can measure the discrepancy between these
two models.
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MS16

Interpolative Decomposition for Bi-fidelity Ap-
proximation in a Stochastic System

The interpolative decomposition has previously been ap-
plied to non-intrusively approximate a high fidelity data
matrix by exploiting the low-rank structure of a cheap, low
fidelity data matrix, which may be useful in uncertainty
quantification. Focusing on the problem of pressure trace
prediction in a laser-ignited combustor, we demonstrate

the breakdown of this method on stochastic multi-modal
data, and propose a straightforward extension to alleviate
this.

Murray C. Cutforth, Tiffany Fan
Stanford University
mcc4@stanford.edu, tiffan@stanford.edu

Eric F. Darve
Institute for Computational and Mathematical
Engineering
Stanford University
darve@stanford.edu

Tony Zahtila
Stanford University
tzahtila@stanford.edu

Juan Cardenas
University of Colorado Boulder
juca7891@colorado.edu

Alireza Doostan
Department of Aerospace Engineering Sciences
University of Colorado, Boulder
Alireza.Doostan@Colorado.EDU

MS16

Model-free Quantification of Completeness, Uncer-
tainties, and Outliers in Atomistic Machine Learn-
ing Using Information Theory

An accurate description of information is relevant for a
range of problems in atomistic machine learning (ML),
such as crafting training sets, performing uncertainty quan-
tification (UQ), or extracting physical insights from large
datasets. However, atomistic ML often relies on unsuper-
vised learning or model predictions to analyze information
contents from simulation or training data. In this talk,
I will introduce a theoretical framework that provides a
rigorous, model-free tool to quantify information contents
in atomistic simulations. I will describe how the informa-
tion entropy of a distribution of atom-centered environ-
ments explains known heuristics in ML potential develop-
ments, from training set sizes to dataset optimality. Us-
ing this tool, I will showcase how information entropy can
produce a model-free UQ method that reliably predicts
epistemic uncertainty and detects out-of-distribution sam-
ples, including rare events in systems such as nucleation.
This method provides a general tool for data-driven atom-
istic modeling and combines efforts in ML, simulations, and
physical explainability.
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MS16

Uncertainty Quantification in KolmogorovArnold
Networks for Solving Differential Equations

Physics-informed KolmogorovArnold networks (PIKANs)
have recently emerged as an alternative approach for
solving differential equations, offering great performance
comparable to physics-informed neural networks (PINNs).
However, the exploration of uncertainty quantification in
PIKANs remains limited, which hinders their reliable de-
ployment in risk-sensitive applications. In this work, we
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integrate PIKANs with a range of UQ methods, both
Bayesian and non-Bayesian, to address forward and inverse
problems involving differential equations with UQ under
noisy data conditions. We conduct a systematic and com-
prehensive study over various UQ methods for PIKANs
and PINNs, focusing on their effectiveness in quantifying
epistemic uncertainty. Additionally, we examine different
data conditions, including large datasets with high noise,
small datasets with low noise, and unevenly distributed
data. Our findings reveal that non-Bayesian methods per-
form as well as Bayesian methods while requiring signifi-
cantly less computational cost. These results underscore
the potential of PIKANs for robust uncertainty quantifi-
cation in solving differential equations, paving the way for
their application in fields where reliability and risk man-
agement are critical.

Liang Yue
New York University
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MS17

Distributed and Parallel Efficiency of Some Meth-
ods Using Large Sparse Matrices on Different Clus-
ter Architectures

While scientific and technical computing often appear to be
split into separate branches (High Performance Comput-
ing, Data/Graph Analysis, Machine Learning), the under-
lying algorithms are often linear algebra problems. As a re-
sult several efforts have been started to make this more ex-
plicit (for example GraphBLAS in high performance graph
analysis) and benefit from optimized generalized libraries.
However the inherent structure of all of these problems is
sparse, meaning that the overall performance of the code
will be far from the peak which would be obtained with
dense linear algebra on commonly used cache-heavy com-
puter architectures. In this study, we focus on several
benchmarks (PageRank, conjugate gradient) and test their
performance on different cluster architectures (with differ-
ent CPU families and multiple generations of interconnect).
Our implementation is designed to handle large problems
by distributing the vectors across the system.
As sparse linear algebra is fundamentally memory-bound,
we measure the performance of different sub-systems
(memory, communication layers) to understand their in-
fluence on the overall results.
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MS17

Parallel Scalable Domain Decomposition Methods
and CNN Surrogate Models for Generalized New-
tonian Blood Flow

Hemodynamics is fundamental to the functioning of the hu-
man organism, driving the advancement of computation-
ally efficient simulation methodologies to accurately pre-
dict blood flow dynamics. In the first part, we demonstrate
simulations of blood flow at the macroscopic level, employ-
ing a generalized Newtonian constitutive model. The data-
driven viscosity curves are based on dissipative particle dy-
namics virtual rheometer simulations of blood. The models

are incorporated into our in-house FEM solver, FEDDLIB
(Finite Element and Domain Decomposition Library), a
C++ library designed for large-scale simulations and which
provides an interface to the highly scalable implicit domain
decomposition solver FROSch (Fast and Robust Overlap-
ping Schwarz), a solver package in Trilinos. We emphasize
the utilization of monolithic overlapping Schwarz precon-
ditioners with GDSW/RGDSW coarse spaces and present
scalability results. In the second part, we present initial
efforts toward achieving accelerated blood flow predictions
using surrogate models. Simulation data from the afore-
mentioned method is used to train a CNN-based surro-
gate model employing an overlapping domain decompo-
sition strategy. Artery geometries are divided into sub-
domains, which serve as the training basis for the CNN.
Challenges faced and initial results obtained are discussed.
The viscosity data was provided by the group of Prof. Ger-
hard Gompper, Dr. Dmitry Fedosov, and Alper Topuz (FZ
Jlich).
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MS17

Road to ”AI for Science”: Exploring Software Sus-
tainability through ”Couplers”

”Coupler” is originally a tool for coupling multiple sim-
ulation models such as atmosphere and ocean, structure
and fluid. In recent years, computer systems and work-
loads have become more diverse, and the role of couplers
in supercomputing has become more important. In this
talk, we focus on the ”history” of couplers and consider
what software sustainability means. We briefly describe
three projects, ppOpen-HPC (2011-2018), h3-Open-BDEC
(2019-2024), and JHPC-quantum (2023-2028), and will in-
troduce how couplers have evolved and what role they have
been playing in supercomputing.
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MS17

Very Sparse and Very Large Parallel and Dis-
tributed Matrix Computing

Exascale machines are now available, based on several dif-
ferent arithmetic types and using different architectures
(with on-chip network processors and/or with accelera-
tors). Brain-scale applications, in machine learning and AI
for example, manipulate huge graphs that lead to sparse
linear algebra problems. Many supercomputers were de-
signed primarily for numerical simulations, not for ma-
chine learning and artificial intelligence. The new appli-
cations that are maturing after the convergence of Big
Data and HPC towards machine learning and AI are be-
ing developed using different programming and execution
paradigms. Nevertheless, performance often depends on
the parallel and distributed efficiency of the linear algebra
method. Several methods, including some for linear alge-
bra, generate computational sequences of very large non-
Hermitian matrices. In this talk, we present the results of
such calculations on the Japanese supercomputer Fugaku,
No. 1 for several semesters on the HPCG list. We present
some results for the sequencing of very sparse and very
large matrices by vector products, which often lead to the
distribution of these vectors themselves, with respect to the
sparsity, the matrix size, on the one hand, and the num-
ber of processes and nodes, as well as network topologies,
on the other. Next, we discuss the potential effectiveness
of important iterative and restarted linear algebra meth-
ods that are relevant to AI and machine learning on such
supercomputers.
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MS18

Analysis of Pancreas on Computed Tomography by
Machine Learning and Shape Analysis

Pancreatic cancer remains one of the most lethal forms of
cancer, with early detection being crucial for patient sur-
vival. Computed tomography (CT) is one of the primary
tools for identifying abnormal changes in the pancreas be-
fore other examinations. However, correctly identifying

these changes requires the expertise of experienced radiol-
ogists. The reliance on experienced radiologists is human
labor-intensive. Also, some subtle changes in the pancreas
can be easily overlooked. Due to these issues, there is a
pressing need for automatic AI tools to assist radiologists
in analyzing CT images more accurately and efficiently. In
this talk, we will present our development of several AI
workflows designed to distinguish pancreatic cancer from
unremarkable findings on CT scans. Our workflow utilizes
deep learning for pancreas segmentation and feature analy-
sis within the segmented region, including shape-based and
non-shape-based characteristics. These models have been
trained and validated using CT data from the National
Taiwan University Hospital, annotated by radiologists, to
assess their potential for further use in clinical routine.
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Denoising Autoencoder Neural Networks for Low-
Dose Ct Image Enhancement

Noise suppression in medical imaging is crucial to improve
accuracy in diagnosis and treatment. Computed Tomogra-
phy images, in particular, are often affected by noise due
to various technical limitations, in addition to the noise
produced by reducing the radiation dose used, as well as
the noise produced by the reconstruction method. In this
context, convolutional neural networks have proven to be
powerful tools for noise removal, providing significant im-
provements in image quality. This study focuses on the
application of convolutional neural networks (CNNs) for
denoising medical images. An Autoencoder-like architec-
ture has been developed to improve the quality of images
obtained by low-dose and/or few-projection Computed To-
mography, which eliminates all noise by taking the final
full-dose images as ground-truth images. This network will
be integrated into a CT image reconstruction process based
on an iterative method for solving systems of equations. In
this way, starting from the solutions obtained with few it-
erations of the resolution method, the developed network
will be able to improve the images and serve as a regular-
ization process, thus reducing the iterations and the total
time needed to obtain the images, as well as improving the
final quality.
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MS18

A Parallel and Scalable Approach for High Perfor-
mance Learning

In this talk, we will show how to apply the Unite and Con-
quer approach, used in linear algebra to improve the con-
vergence of iterative methods, to machine and deep learn-
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ing techniques. The important features of this inherently
parallel and scalable approach make the machine and deep
learning techniques thus defined very well suited to multi-
level and heterogeneous parallel and distributed architec-
tures. Experimental results demonstrating the interest of
these methods for efficient data analysis in the case of clus-
tering, anomaly detection and road traffic simulation will
be presented.
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MS18

A Dimensionality Reduction Method Based on
Eigenvalue Computation of Modularity Matrices
and Its Application to Materials Informatics

In recent years, studies on dimensionality reduction have
predominantly focused on nonlinear methods. However,
nonlinear approaches often suffer from interpretability
issues when generating low-dimensional representations,
making them less preferable as preprocessing tools for ex-
ploratory data analysis. Therefore, we focus on linear
methods, which offer a more intuitive understanding of
the process for creating low-dimensional representations.
One well-known linear dimensionality reduction method is
the Locality Preserving Projections (LPP), which is based
on the computation of eigenvalues of the graph Laplacian
matrix. In this study, we propose a novel linear dimen-
sionality reduction method based on the computation of
eigenvalues of the modularity matrix, which can be seen as
an extension of LPP. The proposed method possesses the
ability to emphasize the internal structure of dense clusters
within high-dimensional spaces, making it particularly ef-
fective for applications such as subcluster detection. We
demonstrate the effectiveness of our method by applying it
for exploratory data analysis on a high-dimensional dataset
in materials informatics.
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MS19

Assessing Trilinos Linear Solver Stack Performance
Across the DOE Complex

The open source Trilinos project provides a collection of
interdependent, high performance numerical software li-
braries that are used by applications at Sandia and else-
where in the DOE. One of the project goals is to deliver
scalable algorithms that will run well on new and emerging

supercomputers. In this presentation we examine perfor-
mance of Trilinos solver algorithms across a variety appli-
cation spaces and architectures (CPUs and accelerators).
We discuss recent advances as they pertain to performance,
challenges and opportunities, and future directions.
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Neko: A Modern, Portable, and Scalable Frame-
work for Extreme-Scale Computational Fluid Dy-
namics

Recent trends and advancements in including more diverse
and heterogeneous hardware in High-Performance Com-
puting (HPC) are challenging scientific software develop-
ers in their pursuit of efficient numerical methods with
sustained performance across a diverse set of platforms.
As a result, researchers are today forced to refactor their
codes to leverage these powerful new heterogeneous sys-
tems. We present our work on addressing the extreme-scale
computing challenges in computational fluid dynamics, en-
suring exascale readiness of turbulence simulations. Focus-
ing on Neko, a high-fidelity spectral element code, we out-
line the optimisation and algorithmic work necessary to en-
sure scalability and performance portability across a wide
range of platforms. Finally, we present performance mea-
surements on a wide range of accelerated computing plat-
forms, including the EuroHPC pre-exascale system LUMI
and Leonardo, where Neko achieves excellent parallel ef-
ficiency for an extreme-scale direct numerical simulation
(DNS) of turbulent thermal convection using up to 80% of
the entire LUMI supercomputer.
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Investigating Openmp Offloading for Porting An
Established CFD solver to GPUs

As heterogeneous architectures have become the norm in
HPC, one may begin to wonder how, or even if, older codes
can be updated to better utilize these modern HPC archi-
tectures. In this talk we discuss the performance of and
our experiences with using OpenMP to port an established
CFD solver to the GPU. The code in question is CUBE, a
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CFD framework developed in-house at RIKEN-RCCS for
large-scale industrial CFD simulations. The code is writ-
ten in Fortran and was designed and optimized to run on
the supercomputer Fugaku, an ARM CPU machine. The
code has been ported to run on GPUs using OpenMP in a
minimally invasive way, ie. only the addition of OpenMP
pragmas and some minor restructuring of loops. The per-
formance of the GPU ported CUBE framework is evaluated
over a wide variety of HPC hardware and compared with
the original CPU version.
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Performance Analysis of Scientific and Machine
Learning Applications on Vista’s Grace-Grace and
Grace-Hopper Architectures

The NSF-funded Frontera system has supported crucial sci-
entific applications in high-performance computing (HPC),
Big Data, and Machine Learning (ML) over the last five
years. As the fastest US academic supercomputer, Frontera
’s petascale capabilities empowers hundreds of researchers
daily to tackle complex challenges, enabling breakthroughs
in science and engineering. With Frontera nearing the
end of its production life, an intermediate system, Vista,
bridges the gap to its successor, Horizon. This work
presents a comprehensive performance analysis of Vista’s
two node configuration types Grace-Grace (CPU-CPU)
and Grace-Hopper (CPU-GPU). We evaluate Vista’s per-
formance across two key areas: traditional HPC simula-
tions and ML workloads, including large language model
(LLM) training and inference. Our study compares the
Grace-Grace nodes to Intel and AMD CPU architectures
and the Grace-Hopper nodes with Intel’s Ponte Vecchio
GPUs and NVIDIA’s H100 and A100 GPUs. Our findings
indicate significant performance improvements for applica-
tions that effectively utilize both CPU and GPU resources,
and in particular, the Grace-Hopper architecture shows ex-
ceptional promise for ML workloads. We also discuss opti-
mization challenges and opportunities, sharing best prac-
tices for leveraging this heterogeneous system’s unique fea-
tures. We conclude with insights on the implications for
future supercomputing infrastructure, providing valuable
guidance for researchers and practitioners.
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Keeping Trilinos Running Performantly Every-
where Every Night

The Trilinos scientific software library is a key enabling
technology for application codes in a variety of physics
and engineering areas across the US Department of Energy
and beyond. This presentation will ”pull back the cur-
tain” and describe the process by which the Trilinos Tpe-
tra/Performance team (a) performs nightly testing across

five DOE laboratories, (b) how we identify and remedy per-
formance regressions, (c) how we make the validated build
scripts available to Trilinos developers, and (d) how we in-
terface with early users and vendors to ensure that vendor
library updates work as advertised.
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Compressing Structured Matrices Using Matrix-
to-Tensor Maps

Compressing large data sets can lead to improvements in
both storage and computational speed. By utilizing a map
between structured matrices and tensors, we can exploit
tensor methods in the analysis of such matrices. With this
map, tensor decompositions can be utilized to reduce stor-
age costs for such matrices, as well as revealing additional
structure. This talk will explore such methods and how
they can be leveraged to reduce storage costs for struc-
tured matrices.
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Log-Sum Regularized Kaczmarz Algorithms for
High-Order Tensor Recovery

Sparse and low rank tensor recovery has emerged as a sig-
nificant area of research with applications in many fields
such as computer vision. However, minimizing the ℓ0-
norm of a vector or the rank of a matrix is NP-hard. In-
stead, their convex relaxed versions are typically adopted
in practice due to the computational efficiency, e.g., log-
sum penalty. In this work, we propose novel log-sum regu-
larized Kaczmarz algorithms for recovering high-order ten-
sors with either sparse or low-rank structures. We present
block variants along with convergence analysis of the pro-
posed algorithms. Numerical experiments on synthetic and
real-world data sets demonstrate the effectiveness of the
proposed methods.
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Projected Tensor-Tensor Product for Multidimen-
sional Data Compression

Tensor-tensor products have demonstrated success in
wide-ranging applications involving multidimensional data.
These tensor operations look and feel like matrix multipli-
cation, thereby extending desirable properties of standard
matrix algebra to tensors. The underlying multiplication
relies on an invertible matrix, which can be computation-
ally demanding and memory intensive for large tensors.
In this work, we propose a projected tensor-tensor prod-
uct which replaces the expensive invertible matrix with a
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cheap orthogonal projection onto a low-dimensional sub-
space. We illustrate that projected products still preserve
many linear algebraic properties and demonstrate their
utility in imaging applications, such as video and hyper-
spectral image compression.
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CASS Workforce Working Group

The Consortium for the Advancement of Scientific Soft-
ware (CASS) is dedicated to building a skilled scientific
computing software workforce and fostering an innovative
culture within the Department of Energy (DOE) comput-
ing sciences community. This minisymposium will high-
light CASSs key workforce development priorities for 2025
including launching targeted initiatives to strengthen the
community, and recognizing contributors who advance pro-
fessional growth and innovative culture. Through efforts
such as the HPC-Workforce Community Groupwhich or-
ganizes professional development webinars and quarterly
meetings to share progress and best practicesCASS aims
to cultivate a workforce prepared to address the evolving
demands of scientific computing and software development.
Join us to exchange ideas and insights!
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CASS UDX Working Group

Scientific discoveries increasingly depend on leveraging
computation and data synergistically at scale. Software
has become a cornerstone to enable seamless, interactive,
searchable, collaborative, and reproducible science. CASS
was established to foster collaboration across a diverse col-
lection of Software Stewardship Organizations (SSOs) that
are each stewarding and advancing a portion of the scien-
tific software ecosystem, e.g., math libraries, data and viz
libraries and tools, and programming systems. In the con-
text of the Consortium for the Advancement of Scientific
Software (CASS), we are exploring the notion and work
needed to ensure user developer experience. This talk will
present the background, motivation, and ongoing work in
the space.
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The CASS Impact Framework and Metrics Work-
ing Groups

The Impact Framework and Metrics Working Groups
(WGs) are two of the several groups recently launched by
the Consortium for the Advancement of Scientific Software
(CASS) in support of its mission to steward and advance
the current and future ecosystem of scientific computing
software. The Metrics WG provides a neutral forum to
enable a coordinated effort to curate and develop metrics
for measuring software sustainability from the perspective
of scientific and research software. The Impact Framework
WG is focused on developing a flexible framework to gather

information from scientific software projects to understand
what theyre doing, the progress theyve made, and the im-
pact their work has had. The Impact Framework will rely
significantly, but not exclusively, on metrics, identified and
implemented in collaboration with the Metrics WG. This
talk will present the activities and plans of the two groups
and discuss how they work together. It will also talk about
ways that individuals and organizations can become active
participants in the working group activities.
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CASS Integration Working Group

The multi-institutional CASS Integration Working Group
engages in efforts at the levels of scientific software ecosys-
tem and individual product communities (for example,
data and visualization software, math libraries software,
etc) with the goal to improve quality, delivery, and inter-
operability. These efforts target the needs of user com-
munities and the improvement of the Spack and Extreme-
Scale Scientific Software Stack (E4S) continuous integra-
tion testing. A common objective across Integration Work-
ing Group initiatives is to move activities to higher levels
where possible to improve efficiency (for example, to move
certain kinds of testing from the product community level
to the ecosystem level). This talk will introduce the objec-
tives of the CASS Integration Working Group in greater
detail, as well as the groups initial plans for the coming
years.

James Willenbring
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MS23

Fluid Moment Models and Particle-in-Cell Monte
Carlo Collision Simulations for Low Temperature
Plasmas

Low temperature plasmas (LTPs) play an important role
in industrial applications, such as semiconductor manu-
facturing, spacecraft propulsion, and material processing.
In rarefied flows, the particle velocity distribution func-
tions (VDFs) become a non-Maxwellian distribution, re-
quiring kinetic models such as grid- and particle-based ki-
netic methods. One of the most used kinetic methods is
the particle-in-cell (PIC) simulation that is coupled with
Monte Carlo collision (MCC) models. Depending on the
collisionality of the flow, the VDFs can be treated to be
a perturbation to an equilibrium VDF, e.g., a Maxwellian
distribution. Moment equations can be derived up to an ar-
bitrary order from the kinetic equation; however, any fluid



26 SIAM Conference on Computational Science and Engineering (CSE25)CSE25 Abstracts 25

moment model requires a closure model. In the LTP com-
munity, the most popular fluid model employs the so-called
drift-diffusion (DD) approximation, which essentially ne-
glects the inertia term in conservation of momentum, al-
lowing for a linear relationship between the electric field,
pressure gradient, and collisional drag. In this talk, I will
present examples and challenges of fluid and kinetic models
for LTP applications. A 5-moment fluid moment model is
developed and captures velocity gradient (shear) in cross-
field plasmas, which cannot be captured using a DD model.
In addition, a PIC-MCC simulation is used to model both
DC and RF plasmas.

Kentaro Hara
Stanford University
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MS23

Efficient Computational Algorithms for Magnetic
Equilibrium in a Fusion Reactor

In magnetic confinement fusion reactors like Tokamaks, hy-
drogen isotopes are heated to form a plasma that must
be confined by magnetic fields to prevent contact with re-
actor walls. These fields are generated by external coils,
but uncertainties in the current, due to factors like tem-
perature fluctuations and material impurities, can affect
plasma confinement and overall stability. This study in-
vestigates the impact of stochastic current intensities on
plasma confinement and estimates the expected behavior
of the magnetic field. This work addresses the computa-
tional challenges in quantifying uncertainties by proposing
a series of methodologies. Firstly, we develop a surrogate
function using stochastic collocation on a sparse grid, en-
abling significant reductions in sampling costs while pre-
serving accuracy relative to traditional nonlinear methods.
Secondly, we explore the multilevel Monte Carlo method,
which achieves substantial cost efficiency by performing
computations on coarser grids. Thirdly, we combine sur-
rogate models with multilevel Monte Carlo to reduce sam-
pling costs, while maintaining accuracy in plasma bound-
ary and geometric descriptors. Lastly, we investigate the
multi-fidelity Monte Carlo approach as an additional strat-
egy to further enhance computational efficiency.

Jiaxing Liang
University of Maryland College Park
jliang18@umd.edu

Howard C. Elman
University of Maryland, College Park
helman@umd.edu

Tonatiuh Sanchez-Vizuet
The University of Arizona
tonatiuh@math.arizona.edu

Matthias Heinkenschloss
Computational Applied Mathematics and Operations
Research
Rice University
heinken@rice.edu

MS23

Pic-Mcc Simulations Coupled with External Cir-
cuitry for Low Temperature Plasma Reactors

Low temperature plasma reactors used for chip fabrica-
tion involve complex physical processes which affect the

quality of pattern-transfer on the semiconductor substrate.
Detailed investigations of the near-surface plasma environ-
ment require fully-kinetic approaches. We use a particle-in-
cell/Monte Carlo collision (PIC/MCC) approach coupled
with external circuitry to model realistic operating condi-
tions and capture the kinetic effects and measure ion energy
and angle distribution functions. We build on the exascale-
capable PIC/MCC code, WarpX, and leverage python in-
terfaces to couple external circuitry. In this talk, we will
demonstrate this inexpensive, non-iterative coupled strat-
egy using a two-dimensional Gaseous Electronics Confer-
ence reference cell.
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MS23

Merging Particles into a Fluid in Hybrid Fluid-Pic
Plasma Simulations

Hybrid fluid/particle-in-cell schemes combine the relative
speed of fluid methods, which assume the plasma is near
equilibrium, with the wide applicability of kinetic methods,
which make no assumptions on the shape of plasma distri-
butions. In particular, hybrid schemes can model the ther-
malized bulk of a plasma species as a fluid while bumps-
on-tails or other far-from-equilibrium effects are modeled
kinetically. However, over simulation timescales, collisions
may drive a significant portion of the kinetic population
toward equilibrium. When this occurs, kinetic schemes be-
come overly expensive, and a fluid treatment is more ap-
propriate. In this work, we outline several computational
advantages to minimizing the kinetic portion of a hybrid
plasma simulation. We then present progress toward de-
veloping methods that actively identify thermalized subsets
of particles and incorporate them into an underlying fluid.
These methods reduce the fraction of the plasma simulated
kinetically, affording considerable computational benefits
when applied to appropriate simulations. This work was
supported by the DOE NNSA Laboratory Residency Grad-
uate Fellowship DE-NA0003960. Sandia National Labora-
tories is a multimission laboratory managed and operated
by National Technology Engineering Solutions of Sandia,
LLC, a wholly owned subsidiary of Honeywell International
Inc., for the U.S. Department of Energys National Nuclear
Security Administration under contract DE-NA0003525.
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MS23

Algorithms and High-Performance Computing for
Kinetic Low-Temperature Plasma Modeling

The particle-in-cell algorithm combined with Monte-Carlo
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collisions (PIC-MCC) is the de-facto technique for per-
forming kinetic simulations of low-temperature plasmas.
However, due to strict numerical resolution requirements,
PIC simulations are currently too costly to perform fast
and accurate prototyping of plasma devices. Recently low-
temperature plasma PIC codes have been updated to take
advantage of modern heterogeneous hardware, including
GPUs. Despite these advances, high computational cost
still places full scale modeling of plasma devices out of
reach. This motivates a return to the fundamentals of the
PIC method, and exploration of algorithms to overcome
the strict numerical requirements to significantly reduce
simulation cost and realize accurate and rapid computa-
tional prototyping of plasma devices. We will focus on over-
coming the restriction on cell size via the energy-conserving
PIC algorithm, including the use of non-uniform grids. A
deeper analysis into the required number of particle-per-
cell will allow us to define a more rigorous criterion for suit-
able resolution. These algorithms will be demonstrated on
simulations of radio-frequency capacitively coupled plasma
discharges relevant for silicon etching. Finally, a sub-cycled
hyperbolic electromagnetic field solver will be explored as
a faster and more scalable alternative to solving the ellip-
tical Poisson equation. The advantages and disadvantages
of each of these techniques will be discussed in depth.
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MS24

Fast Adaptive Integration for Spectral Densities of
Gaussian Processes

The specification of a covariance function is of paramount
importance when employing Gaussian process models, but
the requirement of positive definiteness severely limits
those used in practice. Designing flexible stationary co-
variance functions is, however, straightforward in the spec-
tral domain, where one needs only to supply a positive
and symmetric spectral density. We introduce an adap-
tive integration framework for efficiently and accurately
evaluating covariance functions and their derivatives at ir-
regular locations directly from any continuous, integrable
spectral density. In order to make this approach compu-
tationally tractable, we employ high-order panel quadra-
ture, the nonuniform fast Fourier transform, and a Nyquist-
informed panel selection heuristic, and derive novel alge-
braic truncation error bounds which are used to monitor
convergence. As a result, we demonstrate several orders of
magnitude speedup compared to naive uniform quadrature
approaches, allowing us to evaluate covariance functions
from slowly decaying, singular spectral densities at mil-
lions of locations to a user-specified tolerance in seconds
on a laptop. We discuss extensions to multiple dimensions
using a novel nonuniform fast Hankel transform, and ap-
ply our methodology to perform gradient-based maximum
likelihood estimation for spectral models of environmental
spatial data.
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MS24

Numerical Methods for the SPDE Approach in

Space-Time

Most environmental data sets contain measurements col-
lected over space and time. It is the purpose of spatiotem-
poral statistical models to adequately describe the under-
lying uncertain spatially explicit phenomena evolving over
time. In this talk I will present a new class of spatiotempo-
ral statistical models which is based on stochastic partial
differential equations (SPDEs) involving fractional powers
of parabolic operators. In particular, I will discuss the
efficient approximation of the covariance operators corre-
sponding to the spatiotemporal latent Gaussian processes.
The numerical methods will be based on space-time finite
element discretizations of parabolic operators, which are
supported by a rigorous error analysis. Furthermore, I will
address the motivation for employing this class of SPDEs
in statistical applications and give an outlook on the com-
putational benefits for statistical inference from spatiotem-
poral data.
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MS24

Estimation and Inference for Change Points in
Functional Regression Time Series

In this work, we study the estimation and inference of
change points under a functional linear regression model
with changes in the slope function. We present a novel
Functional Regression Binary Segmentation (FRBS) algo-
rithm which is computationally efficient as well as achiev-
ing consistency in multiple change point detection. This
algorithm utilizes the predictive power of piece-wise con-
stant functional linear regression models in the reproduc-
ing kernel Hilbert space framework. We further propose
a refinement step that improves the localization rate of
the initial estimator output by FRBS, and derive asymp-
totic distributions of the refined estimators for two different
regimes determined by the magnitude of a change. To facil-
itate the construction of confidence intervals for underlying
change points based on the limiting distribution, we pro-
pose a consistent block-type long-run variance estimator.
Our theoretical justifications for the proposed approach ac-
commodate temporal dependence and heavy-tailedness in
both the functional covariates and the measurement errors.
Empirical effectiveness of our methodology is demonstrated
through extensive simulation studies and an application to
the Standard and Poor’s 500 index dataset.
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MS24

Gaussian Random Fields on Riemannian Mani-
folds: Applications to Geostatistics

Many applications in spatial and spatio-temporal statis-
tics require data to be modeled by Gaussian processes on
non-Euclidean domains, or with non-stationary properties.
Using such models generally comes at the price of a drastic
increase in operational costs (computational and storage-
wise), rendering them hard to apply to large datasets. In
this talk, we propose a solution to this problem, which
relies on the definition of a class of random fields on Rie-
mannian manifolds. These fields extend ongoing work that
has been done to leverage a characterization of the ran-
dom fields classically used in Geostatistics as solutions of
stochastic partial differential equations. The discretization
of these generalized random fields, undertaken using a fi-
nite element approach, then provides an explicit character-
ization that is leveraged to solve the scalability problem.
Indeed, matrix-free algorithms, in the sense that they do
not require to build and store any covariance (or precision)
matrix, are derived to tackle for instance the simulation
of large Gaussian fields with given covariance properties,
even in the non-stationary and/or spatio-temporal setting,
or on surfaces.
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MS24

Removing Bias from Fourier Methods in Signal
Processing and Stochastic Processes

The Fourier Transform is a much-used tool across science
and engineering. Within signal and image processing, it
is often used to understand the frequency or wavenumber
content of signals via the power spectral density, as well
as speed up computation of statistical operations such as
matrix inversion, and perform signal compression. With
increasing big data sources, the variance of Fourier-based
methods can be reduced by smoothing across multiple mea-
surements, thus reducing the error in stochastic environ-
ments with noisy signals. In this talk I will show, however,
that there is a real issue of statistical bias which will not
always reduce with increasing signal sizes, and indeed will
become the dominant source of error meaning that if the
bias is ignored then one would become increasingly confi-
dent in something that is increasingly wrong as the signal
lengths grow! I will show the prevalence and significance
of this bias, and how it can be removed, in two contexts:
1) estimating the power spectral density in nonparametric
estimates of the power spectral density, and 2) estimating
parameters of stochastic processes in the Fourier domain
using the Whittle Likelihood. The bias correction is de-
signed to work with both spatial and time series data, as
well as data that might be non-Gaussian, subject to miss-
ingness, or non-stationary. I will present motivating appli-
cations in oceanography and geosciences.
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MS25

The Akhiezer Iteration for Matrix Functions and
Sylvester Equations

We present an iterative method for solving indefinite lin-
ear systems and computing matrix functions via orthogonal
polynomial expansions. In particular, we utilize orthogo-
nal polynomials for weight functions supported on multiple
intervals that roughly correspond to the eigenvalues of the
matrix in question. Such polynomials can be efficiently
computed and utilized due to formulae of Akhiezer and
a Riemann–Hilbert-based numerical method. The itera-
tive method applies in settings where classical polynomial
approximations behave poorly and are therefore not appli-
cable. Applied to the matrix sign function, the method
yields a fast inverse-free iteration for solving Sylvester ma-
trix equations.
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MS25

Polynomial Preconditioning for the (Inverse) Ma-
trix Square Root

While preconditioning is a long-standing concept to accel-
erate iterative methods for linear systems, generalizations
to matrix functions are still in their infancy. We go a fur-
ther step in this direction, introducing polynomial precon-
ditioning for Krylov subspace methods which approximate
the action of the matrix square root and inverse square
root on a vector. Preconditioning reduces the subspace size
and therefore avoids the storage problem together with—
for non-Hermitian matrices—the increased computational
cost per iteration that arises in the unpreconditioned case.
Polynomial preconditioning is an attractive alternative to
current restarting or sketching approaches since it is sim-
pler and computationally more efficient. We demonstrate
this for several numerical examples.
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MS25

Polynomial Preconditioning for Indefinite Linear
Equations Interior Eigenvalues

Indefinite spectra occur for linear equations in many ap-
plications. Examples include Helmholtz equations such as
the wave equation and in quantum chromodynamics. In-
definite problems can be very difficult for Krylov iterative
methods. We investigate adding polynomial precondition-
ing for such problems and show it can give tremendous
improvement. Several difficulties can arise in polynomial
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preconditioning for indefinite matrices. These are men-
tioned along with some algorithmic solutions. Eigenvalue
problems will also be explored.
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MS25

Polynomial Approximation of the Inverse of a Ma-
trix with Application to Multilevel Monte Carlo for
QCD

A polynomial of A can give a good approximation to the
inverse of A. For sparse matrices, this in some sense gives
a sparse version of the inverse. For ill-conditioned matri-
ces, a high degree polynomial may be needed. GMRES
and Lanczos iterations can be used to develop this polyno-
mial. Application is given to linear equations with multiple
right-hand sides. Once a polynomial is developed, it can
be applied to each right-hand side, and eigenvalue deflation
can be included. The second application is for the trace of
the inverse for large quantum chromodynamics matrices.
Polynomial approximations are used to develop a Multi-
level Monte Carlo method.
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Simple Cg and Bicg for Multiple Right-Hand Sides

A very simple approach to solving multiple right-hand side
systems is proposed. For symmetric problems, the conju-
gate gradient method is a very efficient way to solve linear
equations. We will use the same parameters from solving
the first system for other systems. This corresponds to
applying a polynomial approximation to the inverse of the
matrix, and it requires no dot products. Deflation of eigen-
values using seeding can be included. The natural stability
control of symmetric Lanczos will be discussed along with
the possibility of additional stability control. For nonsym-
metric problems, a similarly simple version of BiCG can
be used, and it is naturally more stable than BiCGStab in
this context.
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MS26

Optimization Approaches to Confidence Intervals
in Inverse Problems

Confidence intervals defined as optimization programs date
back to the 1960s, initially as tools to address the ill-
posedness of inverse problems without introducing prior
regularization. I will discuss the recently uncovered con-
nection between those techniques and classical test inver-
sion constructions and how it can help calibrate intervals
for the original goal of ill-posed inverse problems. This
insight has been vital in disproving the Burrus conjecture
(1965) and opening the door for future improvements of
optimization-based constructions
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MS26

Bayesian Inference for Large Scale Inverse Prob-
lems Governed by Hyperbolic Dynamical Systems

We present effective numerical schemes for Bayesian in-
ference in initial value control problems for diffeomorphic
image registration. Our formulation is governed by a trans-
port equation for the image intensities and the Euler-
Poincaré equation associated with the group of diffeomor-
phisms. We present effective implementation for the eval-
uation of forward and adjoint operators. We use a Laplace
approximation of the covariance matrix of the posterior dis-
tribution for uncertainty quantification. Our applications
are in biomedical imaging.
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Advancing Model Reduction Through Bayesian In-
ference

The high-dimensionality of the uncertain parameters and
the high computational cost of forward models are two of
the main challenges in solving large-scale Bayesian inverse
problems. In this talk, Ill introduce parameter and state di-
mension reduction techniques and demonstrate, with a mo-
tivating system of non-Newtonian Stokes equations, how
they can be used to address both of these difficulties.
Parameter dimension is reduced by exploiting the prob-
lems structuresuch as data sensitivity and prior covari-
anceto identify a likelihood-informed parameter subspace
that shows where the change from prior to posterior is
most significant. For state dimension reduction, proper
orthogonal decomposition (POD) and the discrete empiri-
cal interpolation method (DEIM) are used to approximate
nonlinear terms in the forward model efficiently.
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MS26

Bayesian Inversion of PDE-Governed Problems Us-
ing Integrated Nested Laplace Approximations

The core computational bottleneck in Bayesian inference
is the cost of evaluating high-dimensional integrals. For
problems which can be expressed as latent Gaussian mod-
els, the method of Integrated Nested Laplace Approxima-
tions (INLA) has recently shown promise as an alternative
to sampling-based approaches such as MCMC, particularly
in the area of spatial statistics. INLA has yet to be applied
to inverse problems derived from PDE-governed systems,
which pose additional difficulties: the forward operator be-
comes an expensive, non-local solve and precision matrices
cannot be built and stored explicitly. We will demonstrate
a proof-of-concept application of INLA to one such PDE-
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governed inverse problem.
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Bayesian Inference on Structural Integrity of Spent
Nuclear Fuels

This paper addresses the challenges of efficient Bayesian
inverse analysis for structural integrity assessments of
spent nuclear fuels, focusing on high-dimensional param-
eter spaces and quantities of interest (QoIs). Key chal-
lenges include the computational burden of extensive for-
ward model evaluations and the complexity of exploring
high-dimensional parameter spaces. We propose a prob-
abilistic surrogate model using polynomial chaos expan-
sions (PCE), but PCE struggles with the curse of dimen-
sionality and convergence issues in high-dimensional con-
texts. To overcome these limitations, we introduce an in-
tegrated approach that applies dimension reduction tech-
niques to both input parameters and output QoIs. Specif-
ically, we use truncated Karhunen-Love expansion (KLE)
for QoIs and an accelerated basis adaptation algorithm for
parameters, enhancing computational efficiency. Addition-
ally, a nonparametric stochastic approach is incorporated
to manage uncertainties from modeling errors. A block-
update Markov Chain Monte Carlo (MCMC) algorithm is
implemented to improve the acceptance rate in posterior
sampling. The approach is validated through case studies
on boiling water reactor spent nuclear fuel assemblies and
fully-loaded spent nuclear fuel canisters, demonstrating its
effectiveness in high-dimensional problems.
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Fast Fourier Scheme for History Compression in
Wave Scattering Problems

We propose a high-order accurate, fast algorithm to solve
time-domain boundary integral equations (BIE) for the
wave equation in scattering problems. Specifically, we
consider problems where the spatial size can become sub-
wavelength necessitating small time-steps a case where
finite-difference time-domain (FDTD) methods may be-
come inefficient. Splitting the solution representation into
a history and a local part, we treat the history part us-
ing Fourier representation. We apply a Fast-Fourier trans-
form (FFT) filtering method using the Kaiser-Bessel win-
dow function to compress the history computation up to
O(nd log n), where d is the dimension and n is the tempo-

ral Fourier content of data. We present numerical examples
where we consider the scattering from multiple springs on
a 1D string, as well as 2D and 3D scattering from compli-
cated geometry.
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A Fast Solver for Band Structure Calculations

Band structure calculations are a ubiquitous task in ma-
terials engineering. Mathematically, the problem amounts
to the efficient solution of the Schrdinger equation with a
periodic potential. In this talk, I will describe a new direct
solver to efficiently compute band structures.
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Finding Scattering Resonances via Generalized
Colleague Matrices

We present a scheme for finding all roots of an analytic
function in a square domain in the complex plane. The
scheme can be viewed as a generalization of the classical
approach to finding roots of a function on the real line, by
first approximating it by a polynomial in the Chebyshev
basis, followed by diagonalizing the so-called colleague ma-
trices. Our extension of the classical approach is based on
several observations that enable the construction of poly-
nomial bases in compact domains that satisfy three-term
recurrences and are reasonably well-conditioned. This class
of polynomial bases gives rise to ”generalized colleague ma-
trices,” whose eigenvalues are roots of functions expressed
in these bases. We also introduce a special-purpose QR al-
gorithm for finding the eigenvalues of generalized colleague
matrices, which is a straightforward extension of the re-
cently introduced structured stable QR algorithm for the
classical cases. Furthermore, by coupling this scheme to in-
tegral equation solvers, we demonstrate its effectiveness in
locating resonances and reflectionless states in wave scat-
tering.
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MS28

Sensitivity-Driven Surrogate Model Refinement for
Optimization of Dynamical Systems with Expen-
sive Black-Box Functions

In many applications one must compute an optimal tra-
jectory for a dynamical system where some components
of the dynamics depend on a computationally expensive
high-fidelity model. Rather than solving these problems
directly, it is much faster and cheaper to solve a perturbed
optimization problem where the high-fidelity model is re-
placed by a computationally inexpensive surrogate model
constructed from evaluations of the high-fidelity model.
The difference between the solution of the original problem
and that of the perturbed problem depends on surrogate
errors and the sensitivity of the solution of the optimiza-
tion problem to perturbations in the model. To make this
difference smaller, one may perform additional evaluations
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of the high-fidelity model to obtain a more accurate sur-
rogate, but these evaluations must be chosen intelligently.
In this talk, I propose a framework for solving optimal
control problems with expensive black-box functions us-
ing adaptively refined surrogate models constructed via
interpolation in reproducing kernel Hilbert spaces, where
the model refinement procedure leverages pointwise error
bounds for surrogates and sensitivity analysis of the opti-
mization problem to select the best locations to evaluate
the high-fidelity model. I use this framework to solve a
trajectory optimization problem for a hypersonic vehicle
where the lift and drag coefficients are computed from ex-
pensive computational fluid dynamics simulations.
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Dimension-Free Surrogate Models of Partial Dif-
ferential Equations

Partial differential equations (PDEs) are essential when it
comes to modeling physical phenomena such as wave prop-
agation, heat diffusion and fluid dynamics. Most of these
equation are defined in one or more spatial dimensions and
can be expressed in a dimension-free form, that is, in a
form that does not explicitly depend on the number of
dimensions. We propose a surrogate-modeling technique
that is–by design–independent from the dimensionality of
the underlying PDE.
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MS28

Asymptotic Stability of Koopman-Based Data-
Driven Predictive Control

In this talk, we illustrate how data-driven techniques for
learning dynamical control systems, such as Extended Dy-
namic Mode Decomposition (EDMD) embedded in the
Koopman framework, may be used in optimization-based
controllers while preserving well-established guarantees
such as closed-loop asymptotic stability. To this end, we
will leverage novel proportional bounds on the learning
error of EDMD, that is, error bounds that vanish in the
origin, to show (practical) asymptotic stability of EDMD-
based Model Predictive Control. Therein, the proportional
bounds are key to show that important system-theoretic
properties, such as cost controllability, carry over to the
data-driven model, if a sufficient amount of samples is
chosen. This talk is based on joint work with Lea Bold,
Friedrich Philipp and Karl Worthmann (TU Ilmenau) and
Lars Grne (University of Bayreuth).
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MS29

A Reaction-Diffusion Model of Sperm-Egg Interac-
tion for Fertilization Success

Fertilization consists of spermatozoa motion towards an
oocyte, followed by acrosome reaction and fusion. Acro-
some reaction occurs between sperm head and the zona
pellucida (ZP). As a sperm head moves through the ZP,
acrosome reactions hydrolyze proteins. Sperm head drives
concentration gradients through the ZP leading to eventual
fusion of sperm nucleus with egg cytoplasm and fertiliza-
tion. We construct a reaction-diffusion-decay model yield-
ing in-silico insight into the underlying competing mecha-
nisms. We derive an exact analytic solution for the purely
reaction model and appropriate bounds on the full model.
We demonstrate the model performance using numerical
simulations and outline the next steps to incorporate gly-
can interactions.
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MS29

A Novel Computational Method for Maximizing
Sensitivity in Early Disease Detection

In the cancer early detection field, logistic regression is a
frequently used approach to establish a combination rule
that differentiates cancer from non-cancer. However, the
application of logistic regression relies on a maximum like-
lihood approach, which may not yield optimal combina-
tion rules for maximizing sensitivity at a clinically desirable
specificity and vice versa. Here, we have developed an im-
proved regression framework, Sensitivity Maximization At
a Given Specificity, SMAGS, for binary classification that
finds the linear decision rule yielding the maximum sensi-
tivity for a given specificity or the maximum specificity for
a given sensitivity. We additionally expand the framework
for feature selection that satisfies sensitivity and specificity
maximizations. We compare our SMAGS method with nor-
mal logistic regression using two synthetic datasets and
reported data for colorectal cancer (CRC) from the 2018
CancerSEEK study. In the CRC CancerSEEK dataset, we
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report 14% improvement in sensitivity at 98.5% specificity
(0.31 vs 0.57; p-value:¡0.05). The SMAGS method provides
an alternative to logistic regression for modeling combina-
tion rules for biomarkers and early detection applications.
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Fahrmann, Samir Hanash, Kim-Anh Do, James Long,
Ehsan Irajizad
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MS29

Topological Data Analysis of Molecular Dynamics
Simulations of Monoclonal Antibodies

A variety of medical treatments depend on artificially pro-
duced monoclonal antibodies. Measuring monoclonal anti-
body structure is very important due to their widespread
use in biomedical applications. Similar amino acid se-
quences can generate biomolecules which adopt different
shapes in 3-dimensional space. Molecular dynamics simu-
lations are a valuable tool for revealing potential arrange-
ments of the atoms in these proteins. By quantifying the
structure present in each frame of a simulation, we can
search for variations in the configuration of the molecule.
Topological data analysis detects and quantifies structural
features which are not easily measured by classical data
analysis techniques. We will discuss our results from us-
ing topological data analysis to explore molecular dynam-
ics simulations of monoclonal antibodies, with a focus on
the NIST monoclonal antibody (NISTmAb) reference ma-
terial.
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MS29

Exploring Hepatitis B Dynamics: A Homotopy Ap-
proach to Fractional Modeling with Uncertainty
Quantification

Mathematical models are frequently used to better under-
stand the dynamics governing viral infection spread. This
research introduces a fuzzy fractional-order model of the
hepatitis B virus (HBV) to address the inherent uncer-
tainty in biological systems. In this model, the dynamics
of infection and the removal of infected cells are studied
employing a double parametric-based homotopy approach.
The existence and uniqueness of the model are also inves-
tigated. Results indicate that incorporating a fractional-
order derivative with fuzzy logic reduces peak viral load
and minimizes cellular damage, mainly when early treat-
ment is applied, although complete eradication may take
longer. These findings contribute to our comprehension of
the progression of HBV through various infection stages,
as well as to the prediction of disease outcomes and the
optimization of clinical management strategies.
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MS29

Time-Dependent Antibody Kinetics of Infected
and Vaccinated Individuals: a Graph-Theoretic
Approach

Modeling the deterioration of antibody levels is paramount
to understanding the time-dependent viral response to in-
fections or vaccinations. These events have been studied
experimentally, but also benefit from a rigorous mathe-
matical underpinning. Disease or vaccination prevalence in
the population and time-dependence on a personal scale si-
multaneously affect antibody levels, interact non-trivially,
and pose considerable modeling challenges. We propose
a time-inhomogeneous Markov chain model for event-to-
event transitions coupled with a probabilistic framework
for post-event antibody kinetics. This approach is ideal to
model sequences of infections and vaccinations, or personal
trajectories in a population. We demonstrate the model-
ing process as well as estimation of transition probabilities.
This work is an important step towards a comprehensive
understanding of antibody kinetics that will allow us to
simulate and predict real-world disease response scenarios.
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MS30

Transport-Based Variational Bayesian Inference

We are investigating transport-based methods for varia-
tional Bayesian inference. Our approach transforms par-
ticles from a simple prior distribution to match a target
posterior distribution by minimizing the Kullback-Leibler
divergence. We establish the theoretical foundations, de-
riving the optimal transport map through variational prin-
ciples. Our implementation uses advanced numerical tech-
niques to efficiently move particles toward the target distri-
bution. We provide detailed derivations and visualize the
particle distribution’s evolution over multiple iterations, il-
lustrating the convergence process. To enhance efficiency,
we explore various numerical optimization techniques.
These improve convergence rates and overall algorithm per-
formance. Our empirical study evaluates the method’s
performance on test problems of varying complexity, an-
alyzing convergence rates, iteration counts, approximation
errors, and computational run times. This research con-
tributes to developing efficient variational Bayesian infer-
ence methods, offering insights into practical implemen-
tation and performance characteristics of transport-based
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approaches.
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MS30

Bayesian Variational System Identification

We focus on the problem of system identification that seeks
to determine, from observation data, operators present in a
governing partial differential equation (PDE) and values of
their coefficients. More specifically, we use Variational Sys-
tem Identification (VSI) that approaches the task through
a weak-form formulation of the PDE. An important chal-
lenge to VSI, and system identification in general, is the
presence of uncertainty arising from observation noise and
model misspecification—all hindering an accurate system
identification result. It is therefore important to incor-
porate uncertainty quantification (UQ) into VSI. We in-
troduce Bayesian VSI, a framework to perform parameter
inference and model selection under uncertainty to achieve
system identification. We enable parameter inference for
a given candidate PDE, where we (1) establish an effec-
tive likelihood by propagating the observation noise to the
PDE residual and thereby sidesteps the need for repeated
PDE solves, and then (2) employ Stein Variational Gra-
dient Descent (SVGD) to efficiently find an approximate
parameter posterior distribution. Then, we perform model
selection to compare and select among different PDE can-
didates via Bayesian Information Criterion and a decision-
theoretic posterior-expected utility. We demonstrate these
methods on examples including a linear diffusion-advection
problem and a non-linear Poisson equation..

Chengyang Huang
University of Michigan
chengyah@umich.edu

Siddhartha Srivastava
University of Southern California
Aerospace and Mechanical Engineering
ss79128@usc.edu

Krishna Garikipati
Aerospace & Mechanical Engineering
University of Southern California
garikipa@usc.edu

Xun Huan
University of Michigan
xhuan@umich.edu

MS30

A Control-Oriented Approach to Optimal Sensor
Placement

We propose a control-oriented optimal experimental design
(cOED) approach for linear PDE-constrained Bayesian in-
verse problems. In particular, we consider optimal con-
trol problems with uncertain parameters that need to be
estimated by solving an inverse problem, which in turn
requires measurement data. Specifically, we consider the

case where data is collected at a set of sensors. While
classical Bayesian OED techniques provide experimental
designs (sensor placements) that minimize the posterior
uncertainty in the inversion parameter, these designs are
not tailored to the demands of the optimal control prob-
lem. In the present control-oriented setting, we prioritize
the designs that minimize the uncertainty in the state vari-
able being controlled or the control objective. We pro-
pose a mathematical framework for uncertainty quantifi-
cation and cOED for parameterized PDE-constrained op-
timal control problems with linear dependence to the con-
trol variable and the inversion parameter. We also present
scalable computational methods for computing control-
oriented sensor placements and for quantifying the uncer-
tainty in the control objective. Additionally, we present il-
lustrative numerical results in the context of a model prob-
lem motivated by heat transfer applications.
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MS30

Probabilistic Forecasting of Multivariate Time-
series with Attentive Transport Maps

The stochastic control problems that arise throughout sci-
ence, engineering, and finance provide a powerful mech-
anism for mapping forecasts of a system’s response into
optimal decisions. However, the quality of these decisions
is directly related to our ability to predict the system’s re-
sponse. Within the stochastic control setting, this work
considers the problem of probabilistically forecasting mul-
tivariate time series given other time-dependent quanti-
ties and deterministic forecasts. We develop a hybrid ap-
proach that blends the ability of polynomial-based trans-
port maps to parsimoniously characterize probability dis-
tributions with the ability of transformer architectures to
capture complex spatio-temporal relationships. We evalu-
ate this approach in the context of multiple energy applica-
tions and give particular attention to the approach’s data-
efficiency and ability to quickly generate forecast samples
in a stochastic control setting.

Matthew Parno
Solea Energy
parnomd@gmail.com

MS30

Data-Driven Parameterization Refinement for the
Structural Optimization of Cruise Ship Hulls

The shipbuilding industry is facing multiple challenges due
to the rise in environmental consciousness, such as reducing
operational costs, adopting new engine technologies and re-
ducing building materials, while adhering to complex struc-
tural stability regulations and manufacturing constraints.
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We present a computational pipeline for the structural op-
timization of cruise ships [1, 2], with multi-objective opti-
mization based on genetic algorithms and a hierarchical pa-
rameterization refinement procedure based on clustering of
hull responses. The pipeline is highly automated and able
to efficiently optimize ship hulls starting from very coarse
parameterizations. The optimization has been tested on a
simplified hull and a full ship, achieving considerable re-
duction of the total mass and proving effective in stream-
lining the design phase. [1] Tezzele, M., Fabris, L., et al.
A multifidelity approach coupling parameter space reduc-
tion and nonintrusive POD with application to structural
optimization of passenger ship hulls. International Journal
for Numerical Methods in Engineering, 124(5), 1193-1210,
2023. [2] Fabris, L., Tezzele, M., et al. Data-driven pa-
rameterization refinement for the structural optimization
of cruise ship hulls. In preparation.
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MS31

Optimization of the Boltzmann Equation

The kinetics of rarefied gases and plasmas are described by
the Boltzmann equation and numerically approximated by
the Direct Simulation Monte Carlo (DSMC) method. We
present an optimization method for DSMC, derived from
an augmented Lagrangian. After a forward (in time) solu-
tion of DSMC, adjoint variables are found by a backwards
solver. They are equal to velocity derivatives of an objec-
tive function, which can then be optimized. This is joint
work with Yunan Yang (Cornell) and Denis Silantyev (U
Colorado, Colorado Springs).
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MS31

A Multiscale Hybrid Maxwellian-Monte-Carlo
Coulomb Collision Algorithm for Particle Simula-
tions

In many plasma systems, Coulomb collisions often exhibit
multiscale temporal behavior. Traditional Monte Carlo
(MC) methods [Takizuka & Abe, JCP, (1977) 25: 205-219]
have a timestep accuracy constraint ν∆t ≪ 1 to resolve
the collision frequency (ν) effectively [Dimits et al, JCP
(2009) 228: 4881-4892]. This constraint becomes partic-
ularly stringent with high-Z species or inter-species colli-
sions with substantial mass disparities, rendering such sim-

ulations extremely expensive or impractical. We propose
a multiscale hybrid particle-Maxwellian collisional algo-
rithm that utilizes Maxwellians (i.e., isotropic Gaussians)
[Echim et al., Surveys in Geophysics (2011) 32:1-70] for
highly collisional kinetic species and/or fluid components
(e.g., in hybrid codes). We employ an enhanced Lemons
method [Lemons et al. JCP, (2009) 228(5), pp.1391-1403]
for particle-Maxwellian collisions. Additionally, we intro-
duce a new scheme that extends the standard TA method
for arbitrary particle weights without compromising con-
servation properties. The overall scheme is strictly con-
servative and may significantly outperform standard MC
methods, with orders of magnitude improvement in com-
putational efficiency. We will substantiate the accuracy
and performance of the proposed method through several
examples of varying complexity, encompassing both relax-
ation and transport problems.
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Stochastic Interacting Particle Field Methods in
the Computation of Chemotaxis and Haptotaxis

In this talk, I will present the most recent developments
of the stochastic interacting particle field (SIPF) methods.
The methodology originates from the Lagrangian frame-
work in the computation of asymptotic behaviors of PDEs,
for instance the effective diffusivities and KPP front speed.
Then we turns to the interacting particle methods for ellip-
tic type Keller Segel equations. Very recently, we further
extend our research to SIPF which facilitates the compu-
tation of parabolic type Keller Segel and haptotaxis equa-
tions. If time permitted, I will also discuss how these re-
sults ’interacts’ with the field of generative modeling.
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MS32

The Picard Newton Iteration for the Boussinesq
Equations

We study the Picard-Newton iteration for the incompress-
ible Boussinesq equations, which is a two-step iteration re-
sulting from the composition of the Picard and Newton
iterations. We prove that this iterative method retains
Newtons quadratic convergence but has less restrictive suf-
ficient conditions for convergence than Newton and also is
unconditionally stable under a small data condition. In this
sense, Picard-Newton can be considered as a Newton iter-
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ation that is nonlinearly preconditioned with Picard. Our
numerical tests illustrate this quadratic convergence and
stability on benchmark problems. Furthermore, the tests
show convergence for significantly higher Rayleigh number
than both Picard and Newton, which illustrates the larger
convergence basin of Picard-Newton that the theory pre-
dicts. We also introduce Ander- son acceleration into the
Picard step in our Picard-Newton numerical tests, and this
enables convergence for even higher Rayleigh number.
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MS32

A Numerical Study on Anderson Acceleration and
GMRES Applied to the Stokes-Darcy Equations

In this talk, we consider the numerical solution of the
Stokes-Darcy equations. The model is discretized using
marker-and-cell scheme, leading to a large system with
a saddle-point structure. In our previous work, we pro-
posed several block-triangular preconditioners for Krylov
subspace methods. Here, we consider using Anderson ac-
celeration with finite window size to solve the precondi-
tioned system. We compare the performance of GMRES
and Anderson acceleration for different values of physical
parameters. This will help us better understand in which
situations Anderson acceleration could outperform GM-
RES. We also investigate restarted GMRES and restarted
Anderson acceleration. Numerical results show that for
small values of physical parameters, Anderson acceleration
outperforms both GMRES and restarted Anderson accel-
eration in terms of iteration numbers.
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MS32

Accelarating with Crop Method

Anderson Acceleration is a well-established method that
allows to speed up or encourage convergence of fixed-point
iterations. It has been successfully used in a variety of
applications, in particular within the Self-Consistent Field
(SCF) iteration method for quantum chemistry and physics
computations. In recent years, the Conjugate Residual
with OPtimal trial vectors (CROP) algorithm was intro-
duced and shown to have a better performance than the
classical Anderson Acceleration with less storage needed.
This talk explores the intricate connections between the
classical Anderson Acceleration method and the CROP al-
gorithm. Our objectives include a comprehensive study of
their convergence properties, explaining the underlying re-
lationships, and substantiating our findings through some
numerical examples. Through this exploration, we con-
tribute valuable insights that can enhance the understand-
ing and application of acceleration methods in practical
computations, as well as the development of new and more
efficient acceleration schemes.
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High-Order IFGF Green function acceleration
with optimized kernel factorizations and geomet-
ric adaptivity

We present a fast high-order integral equation algorithm
for the solution of scattering problems. Based on the re-
cently developed IFGF (Interpolated Factored Green Func-
tion) acceleration method, this presentation demonstrates
a number of significant algorithmic innovations, includ-
ing high-order Green function integration at essentially
vanishing memory cost, high-order interpolated accelera-
tion, modified Green-function factorizations, and geometry
adaptivity. The character and overall performance of the
new algorithm, in terms of accuracy, speed and effective
parallelization, will be demonstrated by means of a vari-
ety of numerical results for realistic complex engineering
structures.
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Finite Element Operator Network for Solving For-
ward and Inverse Parametric Pdes

This talk introduces the Finite Element Operator Network
(FEONet), a novel deep learning framework designed to
solve both forward and inverse parametric partial differ-
ential equations (PDEs). By integrating finite element
methods with operator learning, FEONet effectively han-
dles complex parametric dependencies, providing accurate
and efficient solutions. The proposed approach is tested on
various benchmark problems, demonstrating its potential
to significantly outperform traditional numerical methods
in terms of computational efficiency and generalization ca-
pability across different parameter spaces.
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MS33

Compatible Energy Preserving Discretizations
for Nonlinear Optical Wave Propagation: The
Maxwell-Duffing Approach

This talk explores the modeling and numerical discretiza-
tion of Maxwells equations in nonlinear optical media,
specifically focusing on the Maxwell- Duffing model. We
present the constitutive laws governing electromag- netic
wave propagation in non-magnetic, non-conductive media,
describ- ing the materials response using a nonlinear cubic
Duffing model coupled with Maxwells equations. The pre-
sentation includes the derivation of energy relations for the
one-dimensional nonlinear Maxwell model. We introduce
a high-order spatial discretization method based on fully
discrete leap-frog finite-difference time-domain (FDTD)
methods, designed for the accurate and stable simulation
of nonlinear wave propa- gation. Numerical simulations
highlight the effectiveness of these methods in capturing
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the complex dynamics of electromagnetic waves in nonlin-
ear media. Special attention is given to the implementa-
tion of the Second or- der in time and higher order in space
leap-frog scheme and its application to traveling wave solu-
tions. We prove Energy Stability of the Higher Order Yee
FDTD Schemes for the cubic Maxwell-Duffing Model and
demonstrate these results through Numerical Simulations.
This work provides critical insights into the mathemati-
cal and compu- tational challenges of modeling nonlinear
optical materials, offering robust techniques for advancing
research in nonlinear photonics.
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MS33

Manipulating the Propagation of Plasmons on a
Graphene Sheet

In this talk, we discuss the propagation of plasmons on
graphene with a space-time perturbation in the Drude
weight. The graphene is modeled as a 1-dimensional con-
ductive sheet in a 2-D medium where the EM field obeys
Maxwells equations. The current density on the sheet is
governed by Drudes law. The system of equations and
boundary conditions can be rewritten as a single integro-
differential equation. The equation gives the current den-
sity on the graphene as a function of the position and time
parameters. We discuss methods to obtain a closed-form
solution to the integro-differential equation, as well as nu-
merical experiments to present a perturbation analysis for
various wave types.
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MS34

A Structure-Preserving Discretization for Open
Fluids

Many real fluid dynamical systems are open: they have
boundaries where mass, momentum, energy and other
quantities are exchanged with an environment. Correctly
capturing these exchanges is critical to accurate simulation
of such systems. Recently, a geometric mechanics (GM)
formulation for open fluids was developed, that is capable
of treating the general case of arbitrary boundary condi-
tions. In this talk, I will discuss a structure-preserving
discretization of this new GM formulation, specifically a
discrete exterior calculus (DEC) approach applied to the
Hamiltonian version. In particular, the new discretization
has discrete analogues of key properties of the continuous
formulation, such as involution constraints and conserva-
tion laws; along with physically realistic transport opera-
tors. The new method will be demonstrated for a variety of
examples, including the (thermal) shallow water equations
and the compressible Euler equations.
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Metriplectic Dynamics: Using the 4-bracket
for Constructing Thermodynamically Consistent
Models and Structure Preserving Numerical Algo-
rithms

Metriplectic dynamics originates in my early works of the
1980s, which in recent times led to the discovery of the
metriplectic 4-bracket. The metriplectic 4-bracket is akin
to the Poisson bracket in that it is a multilinear opera-
tor that satisfies the Leibniz rule and acts on phase space
functions, which is used to generate dynamics. However, it
acts on four such functions rather than two, possess differ-
ent symmetry properties, and requires a Hamiltonian and
an entropy function to generate dynamics. The symmetry
properties are reminiscent of those of a Riemannian curva-
ture tensor; from these symmetries conservation of energy
and the production of entropy are guaranteed. In this talk
I will describe how the 4-bracket formalism leads to an al-
gorithm for constructing complicated thermodynamically
consistent systems, like those for the Cahn-Hilliard-Navier-
Stokes system for two phase flow and collision operators on
a noncanonical phase space. The formalism also provides a
way of obtaining semi-discrete projections of complicated
PDEs to finite-dimensional thermodynamically consistent
systems. In this was we can obtain metriplectic integrators.
Recent progress on numerical results will be described.

Philip J. Morrison
Physics Department
University of Texas at Austin
morrison@physics.utexas.edu

MS34

Coupled Lie-Poisson Neural Networks (CLPNets):
Data-Based Computing of Coupled Hamiltonian
Systems

Physics-Informed Neural Networks (PINNs) have received
much attention recently due to their potential for high-
performance computations for complex physical systems.
The idea of PINNs is to approximate the equations and
boundary and initial conditions through a loss function for
a neural network. PINNs combine the efficiency of data-
based prediction with the accuracy and insights provided
by the physical models. However, applications of these
methods to predict the long-term evolution of systems with
little friction, such as many systems encountered in space
exploration, oceanography/climate, and many other fields,
need extra care as the errors tend to accumulate, and the
results may quickly become unreliable. We provide a solu-
tion to the problem of data-based computation of Hamil-
tonian systems utilizing symmetry methods, paying spe-
cial attention to systems that come from the discretization
of continuum mechanics systems. For example, for sim-
ulations, a continuum elastic rod can be discretized into
coupled elements with dynamics depending on the rela-
tive position and orientation of neighboring elements. For
data-based computing of such systems, we design the Cou-
pled Lie-Poisson neural networks (CLPNets). We consider
the Poisson bracket structure primary and require it to
be satisfied exactly, whereas the Hamiltonian, only known
from physics, can be satisfied approximately. By design,
the method preserves all special integrals of the bracket
(Casimirs) to machine precision. We present applications
of CLPNets applications for several particular cases, such
as coupled rigid bodies or elastically connected elements.
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CLPNets yield surprising robustness for increasing the di-
mensionality of the system, enabling the computing of dy-
namics for a high number of dimensions (up to 18) using
networks with a small number of parameters (one to two
hundred) and only one to two thousand data points used for
learning. Joint work with Chris Eldred (Sandia National
Laboratory) and Francois Gay-Balmaz (NTU Singapore).
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Hamiltonian Interaction of Closed Vortex Sheets
and Vortex Patches

The talk will describe a Hamiltonian model of the complex
dynamic interaction between a closed vortex sheet, separat-
ing an ideal fluid with two different densities, and a vortex
patch located either inside or outside the closed sheet. The
model, without the Hamiltonian formalism, was presented
in a previously published journal paper co-authored with
Rangachari Kidambi. Following an introduction to vortex
sheets and vortex patches, the talk will place this model
in the framework of Hamiltonian fluid mechanics, incor-
porating Zakharovs canonical Possion brackets for the free
surface water wave problem and the Lie-Poisson brackets
for incompressible fluid flows.
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MS35

Dean Kawasaki Equation: Analysis and Hybrid
Methods

The dynamics of a system of non-interacting random-
walker particles can, under an appropriate mathematical
framework, be formally described by the Dean-Kawasaki
equation. We will introduce nonlinear and non-Gaussian
models that approximate the evolution of the empirical
density of a given particle system, and we will discuss their
well-posedness along with properties such as positivity and
mass preservation. This is a joint work with N. Perkowski
and H. Kremp. Additionally, we aim to study the numeri-
cal approximation of these types of nonlinear SPDEs. How-
ever, the standard finite volume approximation implicitly
requires a sufficiently large number of particles to ensure
both the positivity of the solution and an accurate approx-
imation of the stochastic flux. To address this challenge,
we extend hybrid algorithms for particle systems to cases
where the density is low. We develop criteria for deter-
mining the threshold by comparing higher-order statistics
from the finite volume method with particle simulations.
We then demonstrate the use of these criteria for dynamic
adaptation in both two- and three-dimensional spatial set-
tings. This is a joint work with J. Bell and A. Almgren.
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MS35

Incorporating the Langmuir Adsorption Model into
Compressible Fluctuating Hydrodynamics

For the computational modeling of gas-solid interfacial sys-
tems (e.g. heterogeneous catalysts), which plays an im-
portant role in various fields, such as energy and envi-
ronmental sciences, the accurate and computationally ef-
ficient description of both the reactive dynamics on the
catalytic surface and the transport dynamics in the gas
phase is required. Furthermore, since fluctuations in both
phases are significant at the mesoscale, the correct descrip-
tion of fluctuations in each phase and across the inter-
face is critically important to develop a robust and reli-
able mesoscopic simulation methodology. For a gas-solid
interfacial system, where some chemical species undergo
reversible adsorption, we propose a modeling approach for
incorporating the Langmuir adsorption model into com-
pressible fluctuating hydrodynamics (FHD). To this end,
we derive a thermodynamically-consistent energy update
scheme. By performing a stochastic analysis of covariances
for the linearized system, we analytically confirm that our
update scheme can attain the thermodynamic equilibrium
predicted by equilibrium statistical mechanics. Using the
simulation codes ”FHDeX”, we also validate our overall
scheme and implementations. As a numerical example, we
consider an ideal gas mixture of CO and Ar with CO un-
dergoing reversible adsorption. We also perform simulation
studies using two non-equilibrium situations: an initially
clean surface and two walls with different temperatures.
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MS35

Modelling Rare Rupture and Adhesion of
Nanoscale Thin Films with Fluctuating Hy-
drodynamics

Nanoscale thin liquid films are crucial in applications like
solar cell manufacturing, insulation layer coating, and me-
diating cell-cell interactions. At this scale, random parti-
cle movements (Brownian motion) become significant, re-
quiring fluctuating hydrodynamics to describe fluids. To
simplify modeling, the high aspect ratio of thin films is
exploited, and the lubrication approximation is applied to
derive stochastic thin film equations (STFE), describing
film height evolution. In this talk, we demonstrate STFE
usage in two scenarios: i) rare rupture of thin films on
solid substrates, ii) adhesion and phase separation of cell
membrane adhesion patches. We solve STFE numerically
with free surface boundary conditions and Van der Waals
forces, observing film ruptures in the linearly stable regime
induced by thermal fluctuations. The STFE can be rear-
ranged into a gradient flow form, allowing for the applica-
tion of rare event theory to predict average rupture time
theoretically. Molecular dynamics simulations show good
agreement with numerical and theoretical results. For cell
membranes modeled as elastic bending sheets, STFE de-
scribes the fluid flow between them. Numerical solutions
of STFE reveal that for membrane adhesion, thermal fluc-
tuations must bring membranes close enough for protein
bonds to form, aligning with rare event theory. Coarsen-
ing is observed during adhesion patch phase separation,
revealing a different coarsening rate power law compared
to active model B.
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MS35

Exploratory Computation of Statistical Solutions
to Incompressible Fluid Flows

We present stochastic lattice Boltzmann methods (LBMs)
for efficiently approximating statistical solutions to the in-
compressible Navier–Stokes and Euler equations in three

spatial dimensions. Space-time adaptive kinetic relaxation
frequencies are used for stable and consistent numerical so-
lutions with decreasing viscosity. With single level Monte
Carlo LBMs and stochastic Galerkin LBMs we approxi-
mate responses from random perturbations of the initial
flow field. The schemes are implemented in the paral-
lel C++ data structure OpenLB and executed on high-
performance computing machines. In exploratory compu-
tations, we observe the expected scaling of the energy spec-
tra and the structure functions in terms of Kolmogorov’s
K41 theory. We compute along the proven inviscid limit
of statistical solutions of the incompressible Navier–Stokes
equations toward weak-strong unique statistical solutions
of the incompressible Euler equations in three dimensions.
Convergence in the Wasserstein metric approves the va-
lidity of our new approach to computing statistical solu-
tions of incompressible fluid flow models. Extensions of
the methodology with machine learning and toward initial-
boundary value problems of turbulent wall-bounded fluid
flows are discussed.
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MS35

Fluctuating Hydrodynamics of Homogeneous
Isotropic Compressible Turbulence

Using a recently developed staggered-grid method for fluc-
tuating hydrodynamics of compressible fluids, we investi-
gate the effects of thermal fluctuations on homogeneous,
isotropic compressible turbulence in the nonlinear sub-
sonic regime. We show that molecular fluctuations not
only modify energy spectra at wavelengths larger than the
Kolmogorov length scales in compressible turbulence, but
also inhibit spatio-temporal intermittency across the en-
tire dissipation range. Using large-scale direct numerical
simulations of computational fluctuating hydrodynamics,
we demonstrate that the extreme intermittency character-
istic of turbulence models is replaced by nearly-Gaussian
statistics in the dissipation range. Our results are in good
agreement with recent and rediscovered theoretical predic-
tions on the role of thermal noise in turbulence, as well
as recent molecular gas dynamics simulations of decaying
compressible turbulence.

Ishan Srivastava
Lawrence Berkeley National Laboratory
isriva@lbl.gov

Daniel R. Ladiges
Center for Computational Science and Engineering
Lawrence Berkeley National Laboratory
drladiges@lbl.gov

Andrew J. Nonaka
Lawrence Berkeley National Laboratory
ajnonaka@lbl.gov

Alejandro L. Garcia
San Jose State University
Alejandro.Garcia@sjsu.edu

John B. Bell
Lawrence Berkeley National Laboratory, U.S.



SIAM Conference on Computational Science and Engineering (CSE25)                                                    3938 CSE25 Abstracts

jbbell@lbl.gov

MS36

Inversion of Non-linear Parameters in Regional-
scale 3D Dynamic Rupture Simulations using
Multi-level Delayed Acceptance Markov Chain
Monte Carlo Sampling with Optimized Speed-up

Physics-based regional-scale 3D dynamic rupture simula-
tions are essential for understanding the mechanisms be-
hind earthquakes. Properly modeling a real earthquake
typically requires more than hundreds of CPU hours, pre-
senting a significant challenge in quantitatively constrain-
ing the non-linear parameters in 3D dynamic rupture
simulations based on geophysical observations. We pro-
pose a method to accelerate the non-linear inversion prob-
lem, leveraging a Multi-level Delayed Acceptance (MLDA)
Markov Chain Monte Carlo (MCMC) algorithm and mod-
ern computing infrastructure. The MLDA code interfaces
with the dynamic rupture simulations via UM-Bridge. This
method accelerates the inversion through three layers of
parallelization: optimally parallelized 3D dynamic rupture
forward simulations with SeisSol, concurrent progression
of multiple Markov chains, and prefetching-based parallel
evaluation within each chain. We demonstrate how to ex-
plore the optimal configuration of these parallelization lay-
ers to minimize the time to solution, given an upper bound
on the available computing resource and a fixed number
of MCMC samples required for evaluating the posterior
probability distribution of the non-linear parameters. We
demonstrate the MLDA algorithm can be optimized for
the non-linear inversion of parameters in dynamic rupture
models of the Ridgecrest earthquake sequence in 2019, uti-
lizing seismic and geodetic observations.
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MS36

Gaussian Process Surrogates and Uncertainty

Quantification for Complex Industrial Simulations

Complex numerical simulations often suffer from long run-
times and need to be replaced by cheaper surrogate mod-
els, particularly in the context of uncertainty quantification
where several thousand model runs are needed to compute
reliable estimates for certain quantities of interest. In this
talk, we introduce and analyze Gaussian process-based ap-
proaches like standard Gaussian processes (GPs), multi-
output GPs, and non-stationary deep kernel GPs to ap-
proximate complex simulations. The output of such mod-
els is often high-dimensional or even function-valued. We
therefore exploit projection methods like principal compo-
nent analysis (PCA) to expand and decompose the outputs.
We build surrogate models that predict only a few coeffi-
cients of the PCA basis, retaining high accuracy in the
final model approximation with reasonable computational
effort. Finally,we show numerical results where we apply
the surrogate models to braking pressure simulations from
the Robert BOSCH GmbH, illustrating the performance
and applicability of the proposed methods in actual indus-
trial workflows.

Julian Nürk
Heidelberg University & Bosch Research
mailto:julian.nuerk@de.bosch.com

MS36

Characterizing Aquifer Properties Through a
Sparse Grid-Based Bayesian Framework and Insar
Measurements: A Basin-Scale Application to Alto
Guadalentn, Spain

Aquifer characterization is essential for predicting aquifer
responses and ensuring sustainable groundwater manage-
ment. In this study we develop a sparse-grids-based
Bayesian framework to infer the hydraulic conductivity and
the soil compressibility of over-exploited aquifer systems
using Interferometric Synthetic Aperture Radar (InSAR)
ground displacement datasets and piezometric records.
The phenomenon is described by a poroelastic model (con-
sisting of a set of coupled, nonlinear PDEs) that de-
scribes the interplay between groundwater depletion and
soil deformation through the explicit quantification of the
porosity change. The Bayesian inversion approach en-
ables to compute the posterior distribution of the uncertain
model parameters. However, exploring this posterior using
Markov Chain Monte Carlo is computationally prohibitive
due to the substantial cost of solving the poroelastic model.
To overcome this issue, we use sparse-grids surrogate mod-
els to approximate such solutions. The methodology is ap-
plied to the Alto Guadalentn basin, Spain, where long-term
aquifer exploitation has led to a lowering of the water table
larger than 100 m causing impressive land subsidence, with
rates up to 15 cm/yr as evidenced by InSAR. The results
demonstrate that integrating InSAR data significantly en-
hances the characterization of the aquifer properties, with
the resulting numerical simulations aligning well with avail-
able observations.
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MS37

On Scalable Preconditioning of an Implicit Vms
Resistive MHD Formulation with Application to
MCF

A scalable multiphysics block preconditioner for an implicit
low Mach number compressible resistive magnetohydrody-
namics (MHD) formulation based on a variational multi-
scale (VMS) finite element (FE) method is presented. The
VMS formulation stabilizes the strongly convective flow ef-
fects, and saddle point structure of the magnetic field el-
liptic divergence cleaning term and the low Mach number
nearly incompressible flow limit. The MHD model is in-
tended to simulate macroscopic plasma instabilities and
disruptions in complex 3D Tokamak devices used for ex-
ploring magnetic confinement fusion (MCF). In this talk
the block structure of the Newton linearized discrete sys-
tem is presented along with a brief description of the ap-
proximate block factorization and Schur complement oper-
ators that encode the critical cross-coupling physics of the
system. The discussion includes a few simulation results
on MCF relevant problems in ITER geometry. The nu-
merical results will then present representative strong and
weak scaling of the block preconditioner along with the
Lundquist number robustness of the method. This work is
in collaboration with J. Hu, and X. Tang. This work was
partially supported by the U.S. DOE, Office of Science, Of-
fice of Advanced Scientific Computing Research (ASCR),
Applied Mathematics Program. It has also been partially
supported by the DOE, ASCR and Fusion Energy Sciences
SciDAC Partnership program.
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MS37

Analysis of Wave Interactions of Incompressible

Hall MHD Turbulence

The incompressible Hall MHD system exhibits two
branches of waves, each as positive and negative curl eigen-
states, which acquire whistler and cyclotron frequencies
at large wavenumbers. To study properties of wave in-
teractions and turbulence, we decompose the results of a
pseudospectral Hall MHD simulationinto these four waves.
Strang splitting is applied to exactly integrate the forc-
ing and dissipation terms, and the implicit midpoint rule
is used to integrate the ideal fluid terms in a way that
conserves the quadratic invariants - the energy, magnetic
helicity, and canonical helicity. Upon integration, the to-
tal energy in each wave is shown over the course of the
simulation to visualize wave interactions. Energy spectra,
longitudinal and transverse structure functions, and the
Goldreich-Sridhar nonlinearity parameter are obtained for
each type of wave.
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MS37

Preconditioning and Verification of Spectral-
Element MHD for Stellarators

The NIMSTELL code has been developed to model macro-
scale plasma dynamics in stellarators. Non-axisymmetric
geometry, equilibrium and perturbed fields are represented
using spectral elements over the poloidal plane and Fourier
series in a generalized toroidal coordinate. The discretized
linear MHD equations form a large sparse system for
Fourier components of the perturbed fields, which are cou-
pled due to asymmetry. The linear system is precon-
ditioned by LU factorization of matrices for subsets of
Fourier components, called “bands.” Bands of consecutive
Fourier harmonics are inefficient for stellarators with mul-
tiple field periods, where the strongest coupling is between
non-consecutive harmonics. Therefore, a new capability
was added to form the preconditioning bands using user-
defined sets of harmonics. Also, since the sparse matrix
structure is determined solely by the 2D mesh and not the
Fourier harmonics, a reduced matrix is used to minimize
the memory required by ParMETIS [Karypis, 10.1007/978-
0-387-09766-4 500] for calculating a fill-reducing permuta-
tion. A tearing mode benchmark of NIMSTELL for a set
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of W7-A cases [Nikulsin, et al, Phys Plasmas 29, 063901]
shows maximum deviations of 1.5% and 11.0% with re-
spect to CASTOR3D and the reduced-MHD JOREK, re-
spectively. Results for tearing modes in quasiaxisymmetric
cases and pressure-driven modes in quasihelically symmet-
ric cases are also presented. Work supported by US DOE
grants DE-SC0024548 and DE-FG02-99ER54546.
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MS39

Rabbits and Their Warrens Plus Other Co-Design
Tales

As part of the design and development of the El Capi-
tan system for LLNL, HPE (and formerly Cray prior to
acquisition by HPE) worked closely with both AMD and
LLNL to design a solution best equipped to meet LLNL’s
needs. Over the course of several years since the contract
was signed, many different design meetings were held, fo-
cused on a broad range of the hardware and software as-
pects being developed for deployment. This talk will cover
several of these co-design topics. Rabbit is a ”near-node-
local storage solution” that was the result of significant
co-design activities. Various integration strategies for other
compute node components were also discussed as part of
the co-design efforts.
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Grace-Hopper Innovations for Science

Grace-Hopper systems are delivering significant scientific
capabilities for HPC and AI supercomputing workloads,
including Venado at Los Alamos and EXA-HE at CEA.
In this talk, well discuss some of the power efficient de-
sign choices made, including the first use of LPDDR in
a data center processor and the high-speed low-power bus
connecting Grace and Hopper. We will also discuss the col-
laborative work with computer centers to enable their mis-
sion applications to run well on these systems and lessons
learned from these engagements.
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Porting and Optimizing a Large-Scale CFD Solver
for Exascale Systems

In this presentation we summarize our experiences port-
ing and optimizing a large-scale CFD solver developed
at NASA for use on Frontier and Aurora, recent exas-
cale systems based on AMD and Intel GPUs, respec-
tively. The solver is an unstructured-grid formulation in-
corporating various turbulence treatments and finite-rate
chemistry for applications across the speed range. Several

performance challenges were encountered when migrating
CUDA-optimized kernels to SYCL, including high regis-
ter spills, memory latency, and poor vectorization. These
issues were successfully addressed through the use of ES-
IMD, a low-level extension to the Intel oneAPI program-
ming framework.
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MS39

Harnessing the Capabilities of An APU: Software
and Hardware Co-Design for Emerging Supercom-
puters

The El Capitan supercomputer at Lawrence Livermore Na-
tional Laboratory (LLNL) is expected to be the largest
supercomputer in the world, a development representing
a transition in scientific computing: early progress in the
era of Exascale computing. Notably, El Capitan leverages
innovations of the AMD Instinct MI300A APU, its under-
lying accelerator which was designed to enable state-of-the
art capabilities in raw compute, high-bandwidth memory,
programming models, and energy efficiency. While the El
Capitan supercomputer and the underlying MI300A APU
demonstrate a feat of engineering and innovation in high-
performance computing, how will such raw computational
capability translate into improved modeling and scientific
simulation? This question is at the forefront of research
and development efforts at the El Capitan Center of Excel-
lence. In this talk, we discuss not only innovative aspects in
the MI300A APU architecture, but how these are translat-
ing into realized performance gains in scientific simulations,
drawing examples from a diverse array of applications rep-
resented in the El Capitan Center of Excellence and other
close collaborations with application developers.
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Co-Design of the Cerebras Wafer-Scale Engine for
Physical Simulation

The recent explosion in the AI market has led to the de-
velopment of specialized hardware for performing training
and inference on neural networks. The Cerebras CS-3 is
one such hardware innovation: the system is built from
the ground up to accelerate large AI training and inference
workloads. The CS-3 is built around the wafer-scale en-
gine (WSE), a single chip consisting of 900,000 processing
elements (PEs) laid out in a 2D mesh, with each PE con-
taining 48 kB of memory accessible in a single cycle. While
this chip has explicitly been the product of co-design with
AI workloads, many of its features also address bottlenecks
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present in more traditional HPC workloads. In this talk we
discuss recent results on several HPC workloads in molec-
ular dynamics and seismic imaging which have benefited
from these architectural innovations.
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MS40

Impact of Preconditioning, Reordering, and Over-
lap on Solving Stiff Linear Systems with Gmres for
Low Dissipation CFD Schemes

The development of fast, robust, and scalable precondi-
tioning strategies remains a challenge for compressible fluid
flow problems, particularly on GPU-based computing plat-
forms. In strongly hyperbolic regimes algebraic multi-
grid methods exhibit severe degradation and the focus has
been on additive Schwarz style preconditions, predomi-
nantly with sparse direct solvers for local domain blocks.
This talk examines GPU-enabled solvers within the cu-
SOLVER, Trilinos, SuperLU, and Ginkgo linear algebra
packages with a focus on tradeoffs between the efficiency of
the preconditioner setup (factorization) and apply (trian-
gular solves). A preconditioner reuse approach is employed
to mitigate expensive factorization over multiple nonlinear
iterations/solves. Additionally, the impact of different par-
allel mesh partitioning strategies on the efficacy of additive
Schwarz preconditioning will be discussed. Numerical re-
sults for two and three dimensional test problems will be
presented.
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MS40

Unifying the MPI Communication Capabilities in
Hypre

At large scales, parallel applications often encounter signif-
icant communication costs, particularly in those that rely
on stencil operations and linear solvers. Stencil-based ap-
plications are typically dominated by boundary exchanges,
while linear solvers face bottlenecks due to irregular com-
munication patterns. When data resides in GPU memo-
rieswhether device-only or unifiedadditional layers of cost,
performance challenges, and software complexity arise. In
this work, we present a unified software approach in hypre
that addresses various MPI communication scenarios. We
also showcase performance improvements achieved through
optimizations such as neighborhood collectives, locality-
aware irregular communication, and persistent and parti-
tioned communication in the AMG solve.
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MS40

Improvement of the Strong Scalability of a Block
Tridiagonal Solver for Exascale Architectures

One of the most efficient solvers used in Sandia Parallel
Aerodynamics Reentry Code (SPARC) and MPAS-Albany
Land Ice is the block tridiagonal solver. The solver is a line
preconditioner that divides the mesh into lines: sequences
of interconnected mesh nodes. The solver consists in a
stationary iterative method that requires the applications
of the inverse of the matrix where only the interactions
between different lines are dropped. It relies on a block
tridiagonal LU per line and its application per line. Both
of them are parallelized using a batched strategy using a
MPI+Kokkos strategy for the loop over the lines. The
lines are distributed over different MPI ranks and every
MPI ranks use the Kokkos programming model to loop
over the associated lines. While this solver exhibited al-
most perfect strong scaling on CPU-based supercomputers,
the scalability can be significantly deteriorated on GPU-
based supercomputers. This is due to the fact that while
strong scaling, the number of lines assigned per MPI ranks
decreases and that number can becomes to small to fully
utilize the available computational power per rank when
using GPUs. In order to improve the strong scalability,
we investigated the usage of a Schur complement approach
per line to divide lines into sublines and to expose more
parallelism per GPU. In this presentation, we describe the
algorithm, the Kokkos based implementations, and present
results on NVIDIA V100 and on AMD MI300.
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MS40

New Techniques for Improving Sparse Triangular
Solvers for Distributed Memory GPUAccelerated
Systems

Sparse triangular solvers are key components in many
sparse solvers used in direct and iterative preconditioning
methods. However, their poor scalability remains a bottle-
neck in scaling solver applications, especially on highly par-
allel systems. Notably, computing sparse triangular solvers
is problematic even for dense matrices. Improving sparse
triangular solver efficiency on GPU-accelerated distributed
memory systems is challenging. We present approaches
to reduce communication and improve the scalability of
sparse triangular solvers on these architectures. We intro-
duce new techniques to boost their performance on GPUs
and distributed memory. The main idea is to view a so-
lution of triangular systems as traversing directed acyclic
graphs. By analyzing the graph structure, we apply node
contraction, shortcut creation, extra edge addition, and
node/path duplication transformations to optimize perfor-
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mance in different parallel and distributed scenarios.
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MS41

Transformers for Data Assimilation

Attention mechanisms and their use in transformer archi-
tectures have been widely successful at modeling nonlocal
correlations in data. Recent interest in applying atten-
tion for operator learning motivates a formulation of the
methodology in the function space setting. In this talk we
outline the construction of an attention mechanism in the
continuum. We show how this formulation can be lever-
aged to design transformer neural operators, neural net-
work architectures mapping between infinite-dimensional
spaces of functions, and discuss relevant universal approxi-
mation theory. We show that these architectures are com-
petitive in cost and accuracy for operator learning tasks
and demonstrate their application to Data Assimilation
problems.
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Dynamics-Aware Sampling and Bayesian Inference

Due to nonlinearities and symmetries in the underlying dy-
namical system, the invariant measure, and consequently,
the Bayesian filtering and smoothing distributions possess
a low-dimensional structure. In this talk, we explore data
assimilation algorithms that exploit such low-dimensional
structure that arise from certain classes of chaotic dynam-
ical systems. Specifically, we leverage absolute continu-
ity on submanifolds to reduce the dimensionality of score
learning and score-based sampling algorithms. We discuss
how to use Jacobian information from numerical models of
the dynamics and likelihood for efficient score learning and
score-based sampling.
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MS41

Data Assimilation for State and Parameter Esti-
mation in Plasma Physics

Plasma dynamics are governed by physical processes that
span a vast range of spatial and temporal scales. Plasma
applications often require an accurate parameterization of
the multi-scale physics. However, real-time control and
optimization in applications demands computationally ef-
ficient models that can rapidly predict and adapt to chang-
ing conditions. Therefore, various modeling approxima-
tions are made, introducing numerous sources of uncer-
tainties. In this work, we evaluate how spatially and tem-
porally sparse data can be used to systematically estimate
the underlying parameters and their uncertainty for range
of plasma applications. For online estimation, we focus
on sequential data assimilation (DA) techniques in two
classes of problems. First, we employ data assimilation
(DA) techniques to infer computationally expensive elec-
tron kinetics from sparse nonlinear optical intensity mea-
surements in a system with stiff chemical reaction net-

works. Our objective is to identify key spectroscopic ob-
servables and chemical pathways, enabling efficient deter-
mination of electron properties relevant to semiconductor
manufacturing. For the second application, we estimate
spatio-temporally varying coefficients in reaction-advection
PDEs from sparse data. Our results highlight the neces-
sity of incorporating spatially correlated parameterization
to accurately capture model and measurement uncertainty
in spatially distributed models encountered in applications
involving plasma propulsion.
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MS41

Data Assimilation and Dynamical Closure from the
Perspective of Quantum Mechanics

In recent years, a fruitful approach for data-driven analy-
sis and modeling of dynamical systems has been to con-
sider the action of (nonlinear) dynamics in state space
on linear spaces of observables. These methods leverage
the linearity of the associated evolution operators, namely
the Koopman and transfer operators, to carry out tasks
such as mode decomposition, forecasting, and uncertainty
quantification using linear operator techniques. Mathe-
matically, the operator-theoretic approach has close con-
nections with representations of nonlinear transformations
(the state space dynamics) into spaces of functions (the
observables) with a commutative algebraic structure. In
this talk we discuss generalizations of this framework to
the setting of non-commutative algebras of operators us-
ing ideas from quantum theory. Central to our approach
is a representation of observables and probability densi-
ties through multiplication operators and density opera-
tors (”quantum satates”), respectively. Using these ob-
jects, and the dynamical operators governing their evolu-
tion, we formulate data assimilation and dynamical clo-
sure in an operator-theoretic language. We discuss how the
operator-theoretic approach leads to positivity-preserving
computational schemes which are also amenable to data-
driven implementation using kernel methods for operator
learning.
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MS42

Maximum Likelihood Discretization of the Trans-
port Equation

Traditional Galerkin methods can struggle to maintain pos-
itivity when solving the transport equation, a fundamental
local mass conservation law in continuum fluid and gas
dynamics. This results in nonphysical negative densities,
hindering downstream computations like sampling, com-
puting pressure or reaction rates. Viewing the mass den-
sity as a non-negative probability distribution turns the
problem into a statistical inference task, enabling the de-
velopment of Galerkin methods that intrinsically preserve
positivity. We propose treating the Galerkin basis as a
parametric probability distribution and using maximum
likelihood estimation to infer the density distribution as
the particles are advected. Thus, we derived a Fisher-
Rao Galerkin Semidiscretization of the transport equation.
This scheme implicitly preserves positivity and is more sen-
sitive to relative magnitude changes, as measured by KL
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divergence, due to the Fisher-Rao metrics invariance under
re-parameterization.
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MS42

Cohomology-Aware Reduced-Order Modeling

Projection-based techniques for the reduced-order model-
ing of partial differential equations (PDEs) frequently rely
on approximation spaces which maximize the variance in a
set of snapshot data. However, this procedure does not re-
spect the topology of the domain on which these PDEs are
solved, leading to poor results on solution domains with
nontrivial connectedness. We show that a straightforward
conceptual modification based on the Hodge decomposi-
tion can effectively resolve this issue at little-to-no addi-
tional overhead, ensuring that the reduced-order space of
solutions has the same topological character as its full-order
counterpart and leading to large improvements in accuracy
over topologically uninformed methods.
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MS42

Intelligent Attractors for Singularly Perturbed Dy-
namical Systems

Singularly perturbed dynamical systems, commonly known
as fast-slow systems, play a crucial role in various applica-
tions such as plasma physics. They are closely related to
reduced order modeling, closures, and structure-preserving
numerical algorithms for multiscale modeling. A power-
ful and well-known tool to address these systems is the
Fenichel normal form, which significantly simplifies fast
dynamics near slow manifolds through a transformation.
However, the Fenichel normal form is difficult to realize in
conventional numerical algorithms. In this work, we ex-
plore an alternative way of realizing it through structure-
preserving machine learning. Specifically, a fast-slow neu-
ral network (FSNN) is proposed for learning data-driven
models of singularly perturbed dynamical systems with dis-
sipative fast timescale dynamics. Our method enforces the
existence of a trainable, attracting invariant slow mani-
fold as a hard constraint. Closed-form representation of
the slow manifold enables efficient integration on the slow
time scale and significantly improves prediction accuracy
beyond the training data. We demonstrate the FSNN on
several examples that exhibit multiple timescales, includ-
ing the Grad moment system from hydrodynamics, two-
scale Lorentz96 equations for modeling atmospheric dy-
namics, and Abraham-Lorentz dynamics modeling radia-
tion reaction of electrons in a magnetic field.
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MS43

Physics-Based Learning Through Nested Operator
Inference

We introduce the data-driven nested Operator Inference
(OpInf) method for learning projection-based reduced-
order models (ROMs) from snapshot data of high-
dimensional dynamical systems. Projection-based ROMs
exploit the intrinsic low-dimensionality of a full-order solu-
tion manifold to 1) achieve significant computational sav-
ings, 2) guarantee approximation accuracy through estab-
lished error theory, and 3) remain interpretable through
the governing equations. However, constructing ROMs via
projection requires access to the full-order operators – a sig-
nificant shortcoming for applications with legacy codes or
commercial solvers. OpInf circumvents this requirement by
learning the intrusive ROM from available full-order data
and the structure of the governing equations. However,
meeting its data requirements in practice can be challeng-
ing, especially for highly non-linear operators. In contrast,
our nested OpInf approach partitions the learning prob-
lem into multiple regression problems, each provably bet-
ter conditioned than when all reduced-order operators are
learned together. The partition is based upon a nested
structure in the projection-based reduced-order matrices.
It exploits a hierarchy in the reduced space’s basis vec-
tors to guarantee that the ROM’s dominant dynamics are
learned accurately. Nested OpInf is particularly applicable
to higher-order polynomial systems, which we demonstrate
for the shallow ice equations with eighth-order polynomial
operators.
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MS43

Closing the Gap Between Scientific Foundation
Models and Real-World Applications

In the era of GPT models, one gets notoriously confronted
with the question of where we stand with applicability of
large-scale deep learning models within scientific or engi-
neering domains. The discussion starts by reiterating on
recent triumphs in weather and climate modeling. Further,
we discuss recent breakthroughs in fluid dynamics and re-
lated engineering fields, and subsequently extrapolate in-
sights applicable to relatively untouched scientific and engi-
neering fields. Finally, we outline challenges and potential
solutions when it comes to scalability beyond traditional
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numerical schemes and discuss the respective impact on
industry and scientific environments.
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MS43

Machine Learning for Sparse Nonlinear Modeling
and Control

Accurate and efficient reduced-order models are essential to
understand, predict, estimate, and control complex, mul-
tiscale, and nonlinear dynamical systems. These models
should ideally be generalizable, interpretable, and based
on limited training data. This work describes how machine
learning may be used to develop accurate and efficient non-
linear dynamical systems models for complex natural and
engineered systems. We explore the sparse identification
of nonlinear dynamics (SINDy) algorithm, which identifies
a minimal dynamical system model that balances model
complexity with accuracy, avoiding overfitting. This ap-
proach tends to promote models that are interpretable and
generalizable, capturing the essential physics of the system.
We also discuss the importance of learning effective coor-
dinate systems in which the dynamics may be expected to
be sparse. This sparse modeling approach will be demon-
strated on a range of challenging modeling problems, for
example in fluid dynamics, and we will discuss how to in-
corporate these models into existing model-based control
efforts.
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Physics-Informed Graph Neural Network Frame-
work for Solving Spatiotemporal PDEs with Irreg-
ular Boundaries

We introduce a physics-informed framework that integrates
an encoder-decoder architecture with a Graph Neural Net-
work (GNN) to address spatiotemporal partial differen-
tial equations (PDEs) under irregular boundary conditions
without relying on observed data. The encoder utilizes a
fully connected neural network to convert input features
into a graph structure, encoding spatial information into
nodes and edges. This structure enables the network to
learn and represent spatial interactions by embedding node
states and their pairwise relationships into the graph. The
processor, implemented as a GNN, iteratively updates node
and edge attributes through message-passing, refining the
graph state to capture intricate spatial relationships and in-
teractions. The decoder, leveraging Gated Recurrent Units
(GRUs), models the temporal dynamics by extracting rel-
evant information from the final graph state. The GRUs
manage the temporal evolution of the PDE solution, ensur-
ing that critical information from the initial conditions is
retained throughout time integration. This method effec-
tively handles the challenges posed by irregular boundaries
by integrating both spatial and temporal dependencies.
The proposed approach is validated on various PDEs with
irregular domains, demonstrating its robustness in manag-
ing complex boundary conditions.
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MS43

Formal Grammars in Scientific Discovery

The automated discovery of physics forms an emerging re-
search area, that focuses on automatically obtaining sym-
bolic expressions describing the behavior of physical sys-
tems from experimental or synthetic data. Existing sym-
bolic/sparse regression methods rely on the availability of
libraries of models, which are typically hand-designed by a
human expert using known models as reference, or deploy
algorithms with exponential complexity which are only ap-
plicable for systems described by simple mathematical ex-
pressions. In this talk, we discuss a novel approach to
physics discovery relying on formal grammars as an auto-
mated and systematic tool to generate physics expressions.
Compliance with physics constraints is enforced through
the use of language semantics. We deploy the approach for
two tasks: i) Automatically generating a library of valid
mathematical expressions that describe material laws and
dynamic equations of motion; ii) Performing data-driven
discovery of these models from measurements with different
noise levels. For the task of automatic library generation,
we demonstrate the flexibility and efficiency of the pro-
posed methodology in avoiding hand-crafted features and
human intervention. For the data-driven discovery task,
we demonstrate the accuracy, robustness and significant
generalizability of the proposed methodology.
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MS44

Approximate Deconvolution Reduced Order Mod-
els: Analysis and Numerical Simulation

In the field of reduced order modeling, filtering meth-
ods have received significant recent attention for treat-
ing poorly performing models as a method of regulariza-
tion. However, filtering by itself can be susceptible to over-
smoothing of generated solutions. We propose and prove
properties of new reduced order models that integrate the
methods of approximate deconvolution with a goal of bal-
ancing accuracy and smoothing properties. The models
and theorems are tested with particular application to fluid
flows simulated by the Navier-Stokes equations.
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MS44

Entropy Conserving Discountinous Galerkin
Method

Reduced order models are sought after to minimize the to-
tal number of variables required to solve for a full-order
solution. In turn, this theoretically reduces the computa-
tional cost to achieve similar results. One type of reduced-
order model is the projection-based model. Projection-
based methods have been used to generate reduced order
models that are conservative, and potentially stable [Carl-
berg, Barone, and Antil, Galerkin v. least-squares Petro-
vGalerkin projection in nonlinear model reduction, 2017].
Two approaches, the Galerkin or Petrov-Galerkin are used
due to simplicity. While these approaches are not typ-
ically guaranteed to be stable, they can be modified to
prove the conservation of a conservative quantity [Kalash-
nikova et al., Construction of Energy-Stable Galerkin Re-
duced Order Models, 2013]. While entropy-stable Galerkin
reduced-order modeling has been established for finite vol-
ume [Chan, Entropy stable reduced order modelling of non-
linear conservation laws, 2020], we expand the approach
to a discontinuous Galerkin (DG) model. This approach
works by modifying the projection operator typically seen
in an entropy-conservative DG scheme to account for the
projection into the reduced-order space. This is then ex-
panded to a hyper-reduction using an empirical cubature
for point selection and weighting. Results are shown for
test cases for the Euler equations in multiple dimensions
that display that the convective entropy is conserved.
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MS44

Numerical Analysis of Filter-Based Stabiliza-
tion for Reduced Order Models of Convection-
Dominated Flows

In recent times, there have been several developments in
ways to utilize spatial filtering for fluid flow problems. This
talk will mainly involve two different variations in which
spatial filtering can be applied: a more involved Large
Eddy Simulation (LES) approach with closure modeling,
and a simpler stabilization approach that leads to sev-
eral regularized ROMs (Reg-ROMs). LES-ROMs and Reg-
ROMs are strategies that leverage spatial filtering to mit-
igate the spurious numerical oscillations typically seen in
classical Galerkin ROMs (G-ROMs) during under-resolved
numerical simulations of convection-dominated flows. We
prove results such as verifiability, stability, and convergence
with several numerical simulations, showcasing agreement

with theory.
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Data-Driven Reduced Order Modeling of Two-
Dimensional Stratified Rotating Fluid

In the current study, we investigate rotational and strati-
fied turbulent systems within the framework of the Boussi-
nesq equations. The effects of rotation and stratification
give rise to a variety of dynamical regimes in atmospheric
and oceanic turbulence. To develop a better understanding
of the fundamental flow properties through a more straight-
forward mathematical framework, we commence our re-
search with a simplified two-dimensional Boussinesq model
that incorporates rotation and stratification effects. We
explore two distinct limiting dynamics, considering pure
rotation and pure stratification separately. A data-driven
Reduced order model with deep neural networks will be
introduced to find the low-dimensional latent dynamics of
the Boussinesq system.
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MS45

A Fourth-Order Exponential Time Differencing
Scheme with a Real and Distinct Poles Rational
Approximation for Solving Nonlinear Systems of
Reaction Diffusion Equations

Reaction-diffusion systems are mathematical models that
describe the spatiotemporal dynamics of chemical sub-
stances as they diffuse and react. Variety of time dis-
cretization schemes have been developed to solve the stiff
ODE system resulting from the spatial-discretization of the
PDE. The quest to develop more efficient and accurate
schemes to handle very stiff and non-smooth problems is
ever increasing. In this work, we develop a fourth-order, L-
stable, parallelizable exponential time differencing scheme
(ETD) by approximating the matrix exponentials in the
class of ETD Runge-Kutta schemes with a fourth-order
non-Pad rational function having real distinct poles (RDP).
A variety of non-linear reaction-diffusion systems having
Dirichlet, Neumann and periodic boundary conditions are
used to empirically validate the order of convergence of the
scheme and compare its performance with existing fourth
order schemes.
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Nonoverlapping, Localized Exponential Time Dif-
ferencing Methods for Evolution Partial Differen-
tial Equations

Exponential integrators, among them the Exponential
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Time Differencing (ETD) methods, have been widely used
for solving stiff evolution equations due to their accuracy,
stability and ability of maintaining exponential behavior.
The cost of these methods is dominated by the computing
of matrix exponentials and their products with vectors. To
overcome this challenge, one possibility is to use domain
decomposition techniques and solve a sequence of smaller-
sized subdomain problems, in which the matrix exponen-
tials are computed locally and in parallel. In this talk, we
develop nonoverlapping, localized ETD methods for hyper-
bolic conservation laws and shallow water equations with
discontinuous Galerkin (DG) discretization in space. Both
mathematical analysis and numerical performance of the
proposed methods will be investigated.
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Low-rank Implicit Integrators Based on Reduced
Augmentation for Solving 3D Advection-diffusion
Equations in the Tucker Tensor Format

Many classical methods for solving partial differential equa-
tions (PDEs) suffer from the curse of dimensionality, that
is, the number of degrees of freedom grows exponentially
with the number of dimensions. To remedy this problem,
many recent works have focused on exploiting low-rank
structure in the PDE solution to reduce the storage and
computational complexities. For high-dimensional prob-
lems, this often involves using low-rank tensor decomposi-
tions to store the solution. However, achieving high-order
accuracy in time using implicit and implicit-explicit dis-
cretizations in the low-rank framework remains a challenge.
We propose a low-rank scheme inspired by the popular dy-
namical low-rank (DLR) class of methods that incorporates
high-order implicit time discretizations for solving three-
dimensional advection-diffusion equations.
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OEDG: Oscillation-Eliminating Discontinuous
Galerkin Method for Hyperbolic Conservation
Laws

Controlling spurious oscillations is crucial for design-
ing reliable numerical schemes for hyperbolic conserva-
tion laws. In this talk, we propose a novel, robust,
and efficient oscillation-eliminating discontinuous Galerkin
(OEDG) method on general meshes, motivated by the
damping technique in [Lu, Liu, and Shu, SIAM J. Nu-
mer. Anal., 59:12991324, 2021]. The OEDG method in-
corporates an OE procedure after each RungeKutta stage,
and it is devised by alternately evolving the conventional
semidiscrete DG scheme and a damping equation. A
novel damping operator is designed to possess both scale-
invariant and evolution-invariant properties. We rigorously
prove optimal error estimates of the fully discrete OEDG
method for smooth solutions of linear scalar conservation
laws. The OEDG method exhibits many notable advan-
tages. It effectively eliminates spurious oscillations for
problems spanning various scales and wave speeds with-
out problem-specific parameters. Furthermore, it retains

the key properties of the conventional DG method, such as
conservation, optimal convergence rates, and superconver-
gence. Moreover, the OEDG method maintains stability
under the normal CFL condition, even in the presence of
strong shocks associated with highly stiff damping terms.
The OE procedure is non-intrusive, facilitating seamless
integration into existing DG codes as an independent mod-
ule. Extensive numerical results confirm the analysis and
validate the effectiveness of the OEDG method.
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Accurate Discretizations and Efficient AMG
Solvers for Extremely Anisotropic Diffusion Via
Hyperbolic Operators

Heat conduction in magnetic confinement fusion can reach
anisotropy ratios of 109-1010, and in complex problems the
direction of anisotropy may not be aligned with (or is im-
possible to align with) the spatial mesh. Such problems
pose major challenges for both discretization accuracy and
efficient implicit linear solvers. Although the underlying
problem is elliptic or parabolic in nature, we argue that
the problem is better approached from the perspective of
hyperbolic operators. The problem is posed in a directional
gradient first order formulation, introducing a directional
heat flux along magnetic field lines as an auxiliary variable.
We then develop novel continuous and discontinuous dis-
cretizations of the mixed system, using stabilization tech-
niques developed for hyperbolic problems. The resulting
block matrix system is then reordered so that the advec-
tive operators are on the diagonal, and the system is solved
using AMG based on approximate ideal restriction (AIR),
which is particularly efficient for upwind discretizations of
advection. Compared with traditional discretizations and
AMG solvers, we achieve orders of magnitude reduction
in error and AMG iterations in the extremely anisotropic
regime.
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Scientific Machine Learning for Surrogate Model-
ing, Parameter Identification and Transfer Learn-
ing of Multiphase Flows in Porous Media: Applica-
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tion to the FluidFlower Co2 Injection Experiment

Scientific machine learninga modeling approach in which a
deep neural network representation of a process is informed
by both data and physics has received increased attention
in the field of geophysics, from subsurface flows to earth-
quake forecasting and coupled thermo-hydro-mechanical
processes. Here, we develop scientific machine learning ap-
proaches to build surrogate models of CO2 injection and
migration in porous media in realistic geologic settings. In
contrast with most explorations of ML techniques, here we
rely on physical experiments conducted in the FluidFlower
rig. We explore and compare different ML approaches in
their ability to robustly: (1) emulate, via training with full-
physics simulations, the complex fluid flow dynamics of the
experiments in terms of the full state variables; (2) deter-
mine the sensitivity of quantities of interest to the parame-
ters of the full-physics model; (3) solve the inverse problem
to identify the underlying parameters in the ground-truth
physical experiments; and (4) transfer learning from the
detailed surrogate model building in one geometry of the
geologic layers to a different geometry and injection loca-
tion. We comment on the power, current limitations, and
opportunities of machine learning approaches for model-
ing, forecasting and uncertainty quantification of subsur-
face CO2 sequestration and energy storage.
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Pushing the Boundaries of Surrogate Model Accu-
racy: Physics-Informed Deep Operators for Com-
plex PDEs

We introduce a novel multistage training approach for
physics-informed operator learning using deep neural net-
works (DNNs) to capture high-frequency components in
parametrized partial differential equation (PDE) solutions.
Our method addresses the spectral bias limitation of DNNs
through a sequential training process. The approach com-
prises two stages: (1) training an initial Solution Deep-
ONet to predict the quantity of interest, and (2) sequen-
tially training multiple Corrector DeepONets to minimize
residual errors of combined preceding networks. Correc-
tor DeepONet training involves scaling weights of pre-
ceding networks using factors derived from Fast Fourier
Transform (FFT) analysis of residual errors. This FFT-
based sequence enables capturing high-frequency solution
components, significantly reducing generalization errors.
We demonstrate our method’s efficacy on 1D and 2D
benchmark problems, including Burgers’ equation, Euler-
Bernoulli beam equation, and Darcy’s equation. Our ap-
proach achieves near machine-precision accuracy, with gen-

eralization errors ranging from O(10−12) to O(10−16) in
modeling these complex physical systems. These results
highlight the potential of our multistage training approach
for improving accuracy and generalization capabilities of
physics-informed neural networks in solving parametrized
PDEs.
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Predictive Digital Twins for Congestive Heart Fail-
ure Patients

We present a digital twin (DT) methodology for clinical
decision-making to aid patients with congestive heart fail-
ure (CHF). CHF is a cardiovascular condition that grad-
ually progresses to a chronic state. Severe CHF stages
are a public health concern, estimated to affect 64 mil-
lion people globally. Adopting a DT approach to monitor
CHF patients could enable anticipatory personalized treat-
ment, prevent acute stages, slow disease progression, and
improve survival rates. The evolution of CHF patients is
modeled using a dynamic Bayesian network, which gov-
erns the observations-to-decisions flow and quantifies un-
certainties in identifying pathology states and treatments
responses. Observational data, including biomarker mea-
surements and lifestyle, socio-economic, and comorbidity
indices, are continuously collected and assimilated for di-
agnostics using random forest classifiers. A digital state,
reflecting the risk of CHF hospitalization, is continuously
updated through sequential Bayesian inference, enabling
the forecasting of future hospitalization risks and guiding
treatment decisions. A preliminary offline phase involves
training the random forest classifier, computing a control
policy, and forming prior beliefs about control-dependent
transition dynamics using a cohort of CHF patients from
the UK Biobank database. Simulation results on exper-
imental data demonstrate the DT ability to monitor pa-
tients conditions and suggest the most appropriate course
of treatment.
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Reduced Order Modeling for Sh Wave Propagation

Exploring the influence of various seismic parameters on
ground motion typically requires computationally inten-
sive high-fidelity simulations, such as those using the Fi-
nite Element or Finite Difference methods. To overcome
these computational challenges, we employ a reduced-
order method (ROM) that approximates the solution in
a lower-dimensional space, significantly cutting computa-
tional costs while preserving the critical dynamics of the
problem. This study introduces a reduced-order model-
ing approach for solving the time-dependent wave equa-
tion within the context of seismic ground motion analysis.
Our focus is on shear wave (SH) propagation, where shear
velocity, a key varying parameter, critically influences the
seismic response. We compute displacement as a function
of time across different SH wave velocities. This approach
enables efficient simulation across varying shear velocities,
facilitating rapid assessment of ground motion under di-
verse seismic scenarios. The accuracy and efficiency of the
ROM are validated by comparison with full-order finite el-
ement simulations, highlighting its potential as a powerful
tool for seismic analysis in scenarios requiring fast and re-
liable predictions.
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Machine Learning, Reduced Order Modelling and
Data Assimilation for Spatial Temporal Forecast

Numerical simulations of fluid dynamics have been indis-
pensable in many applications relevant to physics and engi-
neering. For improving predictive capability, numerical al-
gorithms have become increasingly sophisticated and com-
plicated by using more spatial and temporal resolution of
datasets. Deep learning techniques applied to fluid flow
modelling have gained significant attention in recent years.
Advanced deep learning techniques achieve great progress
in rapidly predicting fluid flows without prior knowledge
of the underlying physical relationships. In this talk, an
overview of deep learning techniques in fluidity dynamics
is provided. Focus will be on Recurrent Neutral Network
(RNN) (Long short-term memory LSTM), Convolutional

Neutral Network (CNN) and Generative Adversarial Net-
work (GAN). Reduced order modelling (ROM) and data
assimilations techniques will be introduced for real-time
operational modelling and uncertainty analysis. Having
the compatibility of machines learning and data assimi-
lation will be nothing short of revolutionary for a large
number of disciplines. Application examples of large data-
driven modelling to fluid flow problems will be presented,
for example Ozone forecast in China and flooding predic-
tion in Denmark.
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Domain Decomposition for Surrogate Modelling

When conducting surrogate modeling for complex PDE
systems, a whole global reduced model can be ineffi-
cient when the underlying problem involves high frequency
modes or large physical domains. Based on the idea of
physical domain decomposition, we propose local surro-
gates on subdomains and assemble a whole global surrogate
through iterations.
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Reduced-Order Modelling Approach Based on
Large-Language Model

In the field of natural language processing, the advent of
Transformer neural networks has led to the widespread
application of highly parallel neural network architectures
based on self-attention mechanisms in pre-training models,
with BERT, GPT-2, and other improved pre-trained mod-
els establishing the ”pre-training and fine-tuning” learning
paradigm. Recent research has expanded large language
models (LLMs) from natural language processing to time
series and spatiotemporal tasks, such as weather forecast-
ing, energy demand prediction, traffic flow forecasting, and
disease trend prediction in healthcare. Despite their strong
learning and representation capabilities, LLMs face chal-
lenges in time series and spatiotemporal tasks, including
dependence on large historical datasets and generalization
across different contexts. In frozen pre-training modules,
we retain self-attention layers and feed-forward layers, as
they contain most of the knowledge from pre-trained lan-
guage models, providing better results when frozen dur-
ing fine-tuning. Fine-tuning is applied to position encod-
ing layers and the final output projection linear layers to
ensure effectiveness with minimal modifications. In addi-
tion to the 2D cylindrical flow case, we also validated the
outstanding performance of this large language model in
time-series prediction tasks through a highly complex 3D
air flow case in the South Bank University area.
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Domain Decomposition for Physics Data Combined
Neural Network Based ROM

We propose a domain decomposition (DD) method for the
physics-data dual driven reduced-order model (ROM). The
computational domain is divided into a number of sub-
domains, and a Physics-Data dual driven ROM is con-
structed for each subdomain, which not only represents
the dynamics within its own region but also considers in-
teractions with surrounding subdomains. The capabili-
ties of this method are compared against the model with-
out domain decomposition method and traditional model
reduction method. The performance of this domain de-
composition method is tested using three nonlinear prob-
lems, such as the Korteweg-de Vries (KdV) equation, the
two-dimensional Kovasznay flow and the two-dimensional
NavierStokes equation.
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Scalable Uncertainty Quantification with Approxi-
mate Priors

This talk studies Bayesian posterior distributions with ap-
proximate priors. Prior approximations often arise due to
computational reasons, such as the need to discretize ran-
dom fields. The focus of the talk is on quantitative rates of
convergence of the approximate priors and posteriors. The
analysis proceeds at the infinite-dimensional process level,
which widens the applicability of the approach and guar-
antees its scalability. The theoretical results are applied in
several uncertainty quantification settings, including pri-
ors learned from data and approximate Gaussian process
regression.
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Multifidelity Linear Regression for Scientific Ma-
chine Learning from Scarce Data

Machine learning (ML) methods have garnered significant
interest as potential methods for learning surrogate mod-
els for complex engineering systems for which traditional
simulation is expensive. However, in many scientific and
engineering settings, training data are scarce due to the
cost of generating data from traditional high-fidelity simu-
lations. ML models trained on scarce data have high vari-
ance and are sensitive to vagaries of the training data set.
We propose a new multifidelity training approach for sci-
entific machine learning that exploits the scientific context
where data of varying fidelities and costs are available; for
example high-fidelity data may be generated by an expen-
sive fully resolved physics simulation whereas lower-fidelity
data may arise from a cheaper model based on simplifying

assumptions. We use the multifidelity data to define new
multifidelity control variate estimators for the unknown
parameters of linear regression models, and provide the-
oretical analyses that guarantee accuracy and improved
robustness to small training budgets. Numerical results
show that multifidelity learned models achieve order-of-
magnitude lower expected error than standard training ap-
proaches when high-fidelity data are scarce.
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Machine Learning Data-Driven Closure Models

Computational simulations of dynamical systems often re-
quire constitutive or closure models to represent unresolved
phenomena, enhance computational efficiency, or correct
model form error in the simulation. Data-driven closure
models (DDCMs) employ machine learning (ML) to learn
the closure term as a function of dynamic system states
and have the potential to increase the predictive capabil-
ity of computational simulations. Our approach decou-
ples the estimation of the closure term from training the
DDCM for increased scalability. The closure term is esti-
mated from experimental data using a particle filter, and
then training the DDCM with machine learning occurs of-
fline, which increases efficiency. For trustworthiness, ac-
curate uncertainty quantification (UQ) for DDCM predic-
tions is essential. Uncertainties that arise from sparse or
noisy experimental data are mapped to the estimated clo-
sure term using the particle filter, and then probabilistic
ML algorithms propagate uncertainties to the predicted
quantity. We demonstrate our methodology on an exem-
plar from dynamic ecological modeling and provide pre-
liminary results using sparse machine learning regression
for the DDCM. SNL is managed and operated by NTESS
under DOE NNSA contract DE-NA0003525.
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Physics-Informed Score-Based Generative Model-
ing

Score-based generative models, such as diffusion models,
leverage the reversibility of a diffusion process to produce
strong results in typical generative tasks, such as image
data. This work aims to develop a framework for extend-
ing these models to incorporate known dynamics of time-
dependent data, specifically data governed by a dynamical
system which is at least partially known. We propose the
use of a physics-informed neural network (PINN) and ac-
companying loss to guide the training of score-based mod-
els using the models’ estimated probability density function
and governing dynamics’ Liouville equations. We accom-
pany this framework with an implementation of denoising
diffusion probabilistic modelling (DDPM) within it.
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Adaptive Importance Sampling for Enhancing Off-
shore Wind Turbine Reliability

In this work, we build on the reliability study initiated by
Y. Liu and M. Chertkov [2024], focusing on the extreme
values of key mechanical characteristics – pitch, surge, and
heave – of a floating offshore wind turbine (FOWT). Lever-
aging a comprehensive set of wind and wave patterns that
cause significant deviations in FOWT performance, ini-
tially identified through brute-force Markov Chain Monte
Carlo (MCMC) simulations, we have developed an efficient
Adaptive Importance Sampling (AIS) MCMC approach.
This method allows us to explore the tails of the probabil-
ity distributions, uncovering higher and potentially more
damaging values of pitch, surge, and heave that are be-
yond the reach of standard MCMC techniques. Enhanced
modeling of large-scale wind fluctuations has enabled us
to identify and analyze both known and new rare but
dangerous regimes. Notably, using AIS-MCMC, we have
pinpointed and examined a surge anomaly driven by rare
coherent wind patterns with relatively low mean values,
coupled with wave interactions that interfere with turbine
control. We conclude by discussing how this approach can
be integrated with alternatives, such as Deep Reinforce-
ment Learning and Physics-Informed Diffusion Models, to
further explore rare but potentially hazardous mechanical
extremes in FOWT operations.

Yihan Liu
Virginia Tech
yihanl21@vt.edu

Misha Chertkov
University of Arizona
chertkov@math.arizona.edu

MS50

Benchmarking Offline Implementations of Deep

Material Networks

The availability of high-resolution CT images of materials
has allowed creation of detailed virtual material charac-
terization workflows. However, direct multiscale simula-
tions are computationally expensive, and treating inelastic
material behaviour requires specific techniques like model-
order reduction or neural network models. Such strategies
require tedious calibration and are not guaranteed to pro-
vide accurate predictions away from the training set. As an
alternative, Deep Material networks(DMNs) approximate
the complex geometries of a microstructure using neural
networks(NNs) built based on simple mechanistic building
blocks, i.e., laminates, and linear elastic training only. This
DMN microstructure is then solved with the same applied
load and identical material models that were used for com-
plex geometries to obtain inelastic predictions with reason-
able accuracies. Thermodynamic consistency of the DMNs
during inference allows predictions away from the training
set. In this talk, we will discuss different implementations
of the training process with DMNs and benchmark this
technology for industrial use cases.
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A combination of OPAL and extreme sparsification
for ML-enabled UQ in materials modeling

Towards the development of frameworks for the discovery
of machine learning-enabled consti- tutive models, model
selection becomes a non-trivial challenge. Providing a
structured approach, this study introduces a method for
identifying the best predictive computational model from a
range of possible mechanistic models for a physical system,
in our case, for a constitutive model. To achieve this, the
Occam-Plausibility Algorithm for optimal model selection
is expanded to the selection of neural networks and network
structures. The framework adaptively balances the trade-
off between complexity and validity of the candidate mod-
els while taking into account hyperparameters associated
with neural network structures and the convergence charac-
teristics of the individual optimization schemes. Addition
to previous application of this framework to tradi- tional
phenomenological models, here we account for complexity
of the data, and of the training, especially as we explore
transfer learning paradigm. We combine the above with
our previously developed extreme-sparsification paradigm
for the discovery of interpretable constitutive models.
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Deep Material Network for Solving Mechanical and
Thermal Problems in Heterogeneous Media

Reduced Order Models (ROM) of Direct Numerical Sim-
ulations (DNS) capture essential features for homogeniza-
tion (e.g., constituent properties, microstructure layout)
through reduced degrees of freedom while being computa-
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tionally cheaper than full DNS. Using machine learning,
ROMs enable faster predictions of microstructure proper-
ties under various conditions. However, they rely on spe-
cific datasets with limited generalizability. In this talk,
I will present recent development on the Deep Material
Network (DMN), a ROM for mechanical and thermal ho-
mogenization problems. DMN integrates micromechanics
principles directly into its architecture, achieving faster
and more accurate predictions than traditional methods.
I will demonstrate how DMN efficiently learns complex re-
lations better than standard machine-learning approaches
that do not account for physics. Additionally, I will show
how DMN can perform uncertainty quantification and sen-
sitivity analysis for complex heterogeneous structures more
rapidly than DNS. This talk highlights DMN’s potential in
solving multi-physics problems and offers a new perspective
on material simulations. SAND2024-10960A. SNL is man-
aged and operated by NTESS under DOE NNSA contract
DE- NA0003525.
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Synergizing Theory, Machine Learning, and Exper-
iments in Functional Materials Dynamics

Functional materials continue to attract significant re-
search interest for their applications in the areas of tun-
able multifunctional spintronics, magnetoelectric random
access memory, and optoelectronic devices. Notable can-
didates in this field include the perovskite oxide fam-
ily, two-dimensional (2D) layered ferroelectrics, and het-
erostructures. These materials offer considerable flexibil-
ity in terms of compositional variations, supercell period-
icity, and cation radius mismatches, which are crucial for
materials design. Deriving the atomistic level mechanisms
behind formation of domains, corresponding dynamics de-
pendent on external fields such as temperature and electric
field, are critical to develop a comprehensive understand-
ing behind exhibition as well as tunability of spontaneous
polarization in these systems. This presentation will fo-
cus on such mechanisms driving functionalities from atom-
istic simulations in combination with analyzing underlying
cause-effect relations. Machine learning-based approaches
to establish direct feedback loop between experiments and
simulations to study tunable parameters for optimizing tar-
get properties will also be discussed. Acknowledgments:
This research is sponsored by the Laboratory Directed Re-
search and Development Program of Oak Ridge National
Laboratory, managed by UT-Battelle, LLC, for the U.S.
Department of Energy.

Ayana Ghosh
Oak Ridge National Laboratory
ghosha@ornl.gov

MS50

Investigating Grain Growth Using a Physics-

Regularized Interpretable Machine Learning
Model

Physics-based mesoscale models of grain growth have been
unable to accurately represent the grain growth behavior of
real materials. We are developing the Physics Regularized
Interpretable Machine Learning Microstructure Evolution
(PRIMME) model learns to predict grain growth directly
from grain growth data. The PRIMME algorithm uses a
multi-level neural network to predict grain growth in a vox-
elated domain. It uses a regularization function that en-
courages evolution that never increases the number of near-
est neighbor voxels assigned to different grains. PRIMME
helps to interpret and understand its learned grain growth
behavior by determining the likelihood of a voxel changing
to the grain of neighboring voxels. It was originally trained
using data from 2D isotropic simulation results and has
been extended to 3D isotropic and 2D anisotropic behav-
ior. We are now training it using experimental data rather
than just simulation results.
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A Data-driven Approach to Kernel Learning in
PNP Equations and Keller-Segel Model

The Keller-Segel model and Poisson-Nernst-Planck (PNP)
equations are foundational mathematical frameworks used
to describe chemotaxis in biological systems and ionic
transport in electrochemical systems, respectively. In this
work, we propose a data driven approach for learning the
kernels that forms the foundation of the PDE systems. We
demonstrate the effectiveness of our approach through a se-
ries of computational experiments, comparing the learned
kernels to the true kernels within the Keller-Segel model
and the PNP equations.
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A Data-driven Structure Preserving PINN for
Learning PDEs

We introduce a novel structure preserving Physics In-
formed Neural Networks (PINNs) to stabilize the train-
ing of PINNs by closely fitting the initial conditions.
Through extensive numerical experiments for a wide range
of time-dependent PDEs with periodic boundary, partic-
ularly diffusion-reaction PDEs, we demonstrate the effec-
tiveness of our approach. Additionally, we present some
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real world applications: the estimation of kinetic param-
eters from medial data and social data to provide data-
driven crime modeling. Our findings illustrate the robust-
ness and applicability of our training scheme in complex
and real world scenarios.
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Efficient Clustering on Riemannian Manifolds by
Fréchet Mappings

Symmetric Positive Definite (SPD) matrices, in particular
correlation matrices, appear in various applications from
applied mathematics and engineering, most notably in neu-
roimaging applications such as Diffusion Tensor Imaging
and Functional Magnetic Resonance Imaging, where they
are employed to model the strength of neural connections
between different brain sites. Mathematically, the set of
SPD matrices is not a vector subspace of the Euclidean
space under standard matrix addition and scalar multipli-
cation, however it possesses a smooth manifold structure
that can be endowed with a Riemannian metric. Hence
the proper measure of similarity between SPD matrices is
not an Euclidean distance but a Riemannian distance that
can capture the intrinsic geometrical structure of the un-
derlying space. Unfortunately, computation of distances in
the Riemannian manifold of SPD matrices becomes very
expensive as the matrix size increases so that computing
k-means of large SPD matrices directly in the Riemannian
setting can be prohibitively expensive. Here we present and
demonstrate a novel approach to efficiently cluster data on
the space of SPD matrices taking advantage of a specially
designed Frchet mapping.

Ji Shi
University of Houston
shijibest@gmail.com

MS52

Trapped Acoustic Waves and Raindrops: High-
Order Accurate Integral Equation Method for Lo-
calized Excitation of a Periodic Staircase

We present a high-order boundary integral equation (BIE)
method for the frequency-domain acoustic scattering of
a point source by a singly-periodic, infinite, corrugated
boundary. We apply it to the accurate numerical study
of acoustic radiation in the neighborhood of a sound-hard
two-dimensional staircase modeled after the El Castillo
pyramid. Such staircases support trapped waves which
travel along the surface and decay exponentially away from
it. We use the array scanning method (Floquet-Bloch
transform) to recover the scattered field as an integral over
the family of quasiperiodic solutions parameterized by on-
surface wavenumber. Each such BIE solution requires the
quasiperiodic Green’s function, which we evaluate using
an efficient integral representation of lattice sum coeffi-
cients. We avoid the singularities and branch cuts present
in the array scanning integral by complex contour defor-
mation. For each frequency, this enables a solution accu-
rate to around 10 digits in a few seconds. We propose a
residue method to extract the limiting powers carried by
trapped modes far from the source. Finally, by comput-
ing the trapped mode dispersion relation, we use a simple
ray model to explain an acoustic chirp-like time-domain re-
sponse that is referred to in the literature as the “raindrop

effect”.
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Integration of Singular Functions over De-
formable Surfaces Corrected Quadratures, Regu-
larized Quadratures, and Rational Approximation
Quadratures

Many elliptic PDEs can be recast as integral equations in-
volving surface integrals S(x) =

∫
Γ
G(x, y)q(y) dS(y) of a

Green’s function G(x, y) multiplying a layer density q(y).
Such an integral, called a layer potential, must often be
evaluated on the surface itself, x ∈ Γ, in which case the
Green’s function is singular (but S(x) itself is finite). This
calls for specialized methods to be used on-surface. We
discuss and compare three such specialized methods. The
first method is based on local corrections to a standard
quadrature method (the trapezoidal rule), in a few grid
points around the singularity. For instance, correcting at
nine points around the singularity leads to a 5th order
scheme. The second method is based on regularizing the
Green’s function so that a standard quadrature method
can be used. For a suitable choice of the regularization,
the method can be observed to have 3rd or even 5th or-
der convergence on-surface. The third method is based
on evaluating the layer potential along a line off-surface,
and extrapolating onto the surface. In particular, we con-
sider extrapolation using rational functions, and compare
with polynomials. All methods are discussed in the con-
text of simulating deformable capsules in Stokes flow. The
fact that the surface deforms rules out any precomputation
that depends on its particular shape. A partition of unity
discretization is used to avoid the second-order boundary
error of the trapezoidal rule.
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Adaptive Greens Function Integration over Bloch
Wavevectors with Explicit Handling of Complex
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Singularities

Computing the linear response of a spatially periodic
medium often requires integration with respect to a Bloch
(quasi-periodicity) wavevector parameter k, over the dual
(reciprocal) torus for the lattice. The integrands are an-
alytic in each coordinate of k, apart from complex plane
singularities of known generic type near or on the real axis.
Two applications in which such integrals must be repeat-
edly performed are: 1) In electronic structure calculations,
a Green’s function G(k) must be integrated over the Bril-
louin zone in order to compute quantities such as density of
states. 2) In time-harmonic wave scattering with a periodic
medium but localized source, the Floquet-Bloch method
requires integration of Helmholtz (say) solutions over their
Bloch wavevector. We present high-order accurate results
for 1). The integrand is the trace of the inverse of a small
matrix that is analytic in k. The integral is performed
iteratively, dimension by dimension. For the innermost in-
tegral, we show increased efficiency using a variant of adap-
tive integration which explicitly handles nearby poles. For
the next integral we investigate the explicit handling of the
square-root type singularities, via quadratic Pad. In both
cases multiple nearby singularities at unknown locations
are handled robustly without contour deformations.
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The Resolution of Singularities by Rational Func-
tions and Mesh Refinement

Singularities frequently appear in the solution of PDEs
when the computational domains has edges, interfaces or
corners. A popular technique for 2D problems is to in-
clude the singularity, if it is known, into the approxima-
tion space. This is less feasible for 3D problems, as it
becomes harder to analytically characterise the singulari-
ties. An alternative is to resolve the singularities, for which
the predominant approaches in finite element methods use
mesh refinement. It is customary in hp-methods in partic-
ular to use geometrically graded meshes. We first survey
known results on the resolution of singularities on graded
meshes. Yet, the main topic of the talk is its similarity
to approximation by rational functions. We demonstrate
that similar mathematics underlies both approximation by
piecewise polynomials and approximation by rational func-
tions with clustered poles. This is true beyond univariate
functions: singular behaviour of PDE solutions near edges
can be resolved to high accuracy using multivariate piece-
wise polynomials or using multivariate rational functions,
with the latter being relatively unexplored in comparison.
This talk is based on joined work with Nicolas Boull, Astrid
Herremans and Nick Trefethen.
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Second-Order Parallel Tensor Integrators for Dy-

namical Low-Rank Approximation

A large number of problems in physics and engineering
are governed by solutions that exist in high-dimensional
phase spaces. Numerical methods for these problems often
require substantial memory and computational resources.
To address these challenges, we employ dynamical low-
rank approximation (DLRA), which evolves the solution
on the manifold of low-rank functions. To manage the
stiffness that arises from the geometry of this manifold,
several high-order time integrators have recently been de-
veloped for matrix-valued solutions. This talk presents re-
cent advancements in high-order integrators for DLRA and
their extension to high-dimensional problems encountered
in kinetic theory, uncertainty quantification, and quantum
physics.
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Block Hashed Randomized Leverage Scores Ho-
mogenizers for Low-Rank Approximation on Dis-
tributed Architectures

Space embeddings offer a dimension reduction technique
for high-dimensional data. In this work we introduce a
new class of block structured random matrices, block ran-
domized leverage scores homogenizers (block HLSH). We
prove this type of matrices are oblivious subspace embed-
dings: approximating high dimensional matrices with them
can be done with high probability independently from the
data. Block HLSH generalizes and expands some of the
most widely and recently used sparse sketching matrices:
SRFT, HRHT and block SRHT. Block HLSH works by
first preconditioning the matrix to embed with a novel class
of block structured matrices that allow fast matrix-matrix
computations. Because of the block structure, this method
parallelizes naturally. Then a second dimension reduction
is done with a sparse random matrix. The combination
between fast matrix-matrix multiplication, parallelization,
and sparsity makes this new approach computationally ef-
ficient yet easy to implement. In the context of the J-L
lemma, we prove that such approach has optimal sketch-
ing dimension just as Gaussian matrices. In combination
with Nystrm approximation, numerical experiments illus-
trate the performance of block HLSH compared to existing
sketching matrices.
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Sparse Grid Methods for Particle-in-Cell Schemes

The Vlasov model of plasmas is six-dimensional in gen-
eral. The most prevalent method combatting this high
dimensionality is particle-in-cell (PIC), which represents
the system via particles interacting with fields on a spatial



SIAM Conference on Computational Science and Engineering (CSE25)                                                    5554 CSE25 Abstracts

mesh. Use of particles introduces slow-converging sampling
errors, while the spatial mesh permits only partial mitiga-
tion of the curse of dimensionality. We show that using
sparse grids with PIC gives complexity depending only log-
arithmically on dimension, thereby dramatically reducing
sampling noise. We report progress combining sparse PIC
with symplectic and implicit methods, then discuss ongo-
ing work toward adaptive coordinate selection for sparse
grids to reduce astronomically large coefficients in front of
favorable asymptotic scalings. *Prepared by LLNL under
Contract DE-AC52-07NA27344.
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Sparse-Grid Discontinuous Galerkin Methods for
the VlasovPoissonLenardBernstein Model

Sparse-grid methods have recently gained interest in reduc-
ing the computational cost of solving high-dimensional ki-
netic equations. In this talk, we will construct adaptive and
hybrid sparse-grid methods for the VlasovPoissonLenard-
Bernstein (VPLB) model. This model has applications to
plasma physics and is simulated in a 1x3v slab geometry.
We use the discontinuous Galerkin (DG) method as a base
discretization due to its high-order accuracy and ability to
preserve important structural properties of partial differ-
ential equations. The method utilizes a multiwavelet basis
expansion to determine the sparse-grid basis and the adap-
tive mesh criteria. We will analyze the proposed sparse-
grid methods on a suite of three test problems by comput-
ing the savings afforded by sparse-grids in comparison to
standard solutions of the DG method. Results of this talk
are obtained using the adaptive sparse-grid discretization
library ASGarD.
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Time Evolution in the Quantized Tensor Train For-
mat with CUR and SVD Factorization

Quantized tensor trains (QTTs) are a multiscale low-rank
ansatz that can potentially enable efficient time integration
of initial value problems. Typically, QTTs are decomposed
using one of two factorizations: the singular value decom-
position, which provides the optimal low-rank approxima-
tion in the L2-sense, or the CUR factorization, which ex-
actly captures the values at a sub-selected set of indices. In
this talk, we will compare local time integration schemes
that arise when using these two different QTT decompo-
sitions. We investigate their performance for both linear
and nonlinear systems, monitoring numerical stability, ac-
curacy, and efficiency. Finally, we compare the local time
integration schemes to global schemes to determine when
it may be more advantageous to use one over the other.
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Generative AI Surrogate Models for Particle-Based
Kinetic Computations Using Normalizing Flows
and Diffusion Models

Particle-based kinetic computations require the numeri-
cal integration of stochastic differential equations (SDE)
in which the deterministic part describes the Hamiltonian
orbit dynamics and the stochastic part collisions and diffu-
sion processes. A potential limitation of this Monte-Carlo
approach is that, to avoid statistical sampling errors, the
SDE need to be solved for very large ensembles of particles.
To overcome this limitation, we present a pseudo-reversible
normalizing flow (PR-NF) generative artificial intelligence
method for the acceleration of the integration of SDE.
[Yang et.al., SIAM journal of Scientific Computing 46, (4)
C508-C533 (2024)]. After training, the PR-NF model can
directly generate samples of the SDEs final state without
simulating trajectories. A convergence analysis using the
Kullback-Leibler divergence metric is presented, along with
benchmark numerical examples verifying the accuracy and
efficiency of the proposed method. Complementing these
results we also present an alternative approach based on
the use of diffusion models. To illustrate the practical use
of these methods we present applications to magnetically
confined plasmas for controlled nuclear fusion and to trans-
port in fluids exhibiting chaotic advection in 3D.
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Opportunities for ML/AI and System Identifica-
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tion in Fusion Control and Design

Designing and controlling a fusion plasma requires pre-
dicting and observing complex nonlinear behavior on fast
time scales. In this context Machine Learning (ML) meth-
ods provide a powerful tool to bridge gaps between cur-
rent high-fidelity/offline models and online/optimization-
relevant models. This talk will focus on two areas
relevant to plasma control and design optimization for
magnetically-confined fusion concepts: 1) Use of ML tech-
niques to build smart diagnostics and support sensor fusion
across distinct diagnostics to enable generation of a com-
plete picture of the plasma state from limited, nonlinearly-
convolved diagnostic signals. 2) Application of system
identification techniques to build fast reduced-order mod-
els of relevant dynamics that are interpretable and support
well-defined stability characteristics and bounds both of
which are important for control applications and licensing
considerations. In these areas, ML has the potential to sig-
nificantly impact the timeline for commercial fusion power
through fast models for design optimization to minimize
cost and ML-enabled observers and state models for real
time control of optimal operational scenarios.
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MS54

Neural Network-Based Surrogate Models for Fu-
sion Plasma Instabilities and Transport

Magnetic confinement fusion is poised to achieve high fu-
sion gain, with fusion pilot plants envisioned on a decadal
timescale. Turbulent transport is the biggest factor deter-
mining the confinement in a fusion device, and by exten-
sion, its cost. Turbulent transport can be predicted using
gyrokinetic simulations, which are accurate but compu-
tationally expensive. Machine Learning (ML) based sur-
rogate models represent a promising avenue for efficient
prediction and optimization of transport dynamics. This
presentation will discuss ML-based surrogates/metamodels
tailored to addressing two critical issues in turbulent trans-
port: (1) transport barriers in tokamaks, and (2) confine-

ment optimization in stellarators. I will discuss a Bayesian
framework that integrates experimental and multi-fidelity
simulation data to simulate transport barriers, supple-
mented by surrogates for expedited modeling and uncer-
tainty quantification. For stellarators, I will outline the
development of innovative neural networks designed to op-
timize turbulent transport. Additionally, I will introduce
the MGKDB simulation database, a key piece of founda-
tional infrastructure for these activities, being developed
to consolidate and curate gyrokinetic simulation data from
multiple gyrokinetic codes and activities throughout the
fusion community. This database will serve as a crucial
infrastructure to underpin the development of robust sur-
rogate models, facilitating the design and optimization of
fusion devices.
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MS54

A Machine Learning Normalizing Flow Method for
Uncertainty Quantification in Fusion Plasmas

Understanding and quantifying uncertainties in physical
models, numerical simulations, and experimental data is
crucial. We propose a conditional pseudo-reversible nor-
malizing flow (PR-NF) method to construct surrogate
models of physical systems in the presence of noise, en-
abling efficient quantification of forward and inverse un-
certainty propagation. The PR-NF model excels in deter-
mining conditional distributions for these processes. We
apply the PR-NF model to study runaway electron dissi-
pation with impurity injection in tokamaks. Developing a
robust disruption mitigation system for ITER, and future
machines, is essential to prevent reactor wall damage, yet
the optimal impurity type and deposition method remain
unresolved. We discuss how the spatiotemporal density
profiles of injected impurities impact runaway electron dis-
sipation. Also, to demonstrate the effectiveness of our ap-
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proach, we present two validation tests and an application
to runaway electron dissipation.
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Robust Optimal Design of Bayesian Inverse Prob-
lems Governed by PDEs

We consider optimal design of experiments for nonlinear
Bayesian inverse problems governed by partial differential
equations (PDEs). An optimal design is one that optimizes
the statistical quality of the solution of the inverse prob-
lem, as measured by some utility. The computed optimal
design, however, depends on the modeling assumptions en-
coded in the governing PDEs or the parameterization of
the observation model. In cases where some of these ele-
ments are subject to large uncertainties, it is prudent to
follow a robust optimal experimental design (ROED) ap-
proach. We follow a worst-case scenario approach, and
develop a scalable computational framework for robust op-
timal design of nonlinear Bayesian inverse problems, which
incorporates a probabilistic optimization paradigm for the
resulting combinatorial max-min optimization problem. In
this talk, we focus on Bayesian ROED, where the goal is to
maximize information gain in presence of uncertainties in
the measurement error model. The proposed approach is
illustrated in the context of optimal sensor placement for
a coefficient inverse problem governed by an elliptic PDE.
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Optimization of Total Variation-Regularized Func-
tions using Inexact Proximal Solves

Total Variation (TV) optimization penalizes the gradient
of a control variable or state; such regularization has found
utility in image processing, inverse problems, and topology
optimization. We will address two fundamental challenges
with TV optimization: (i) the typical slow convergence
of existing TV optimization methods, and (ii) the inexact
evaluation of the TV proximity-operator. The proximal
operator of the TV function can be just as difficult as solv-
ing the original problem. We allow for inexact proximal
subproblem solves with an error-tolerance governed by a
trust-region globalization scheme. We propose an algo-
rithm for general nonsmooth, nonconvex TV optimization
and illustrate our technique on imaging and topology prob-
lems.
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SiMPL method for Topology Optimization

We present a rigorous convergence analysis of a new
method for topology optimization: Sigmoidal Mirror de-
scent with a Projected Latent variable. SiMPL provides
point-wise bound preserving design updates and faster con-
vergence than other popular first-order topology optimiza-
tion methods. Due to the strong bound preservation, the
method is exceptionally robust, as demonstrated in nu-
merous examples. Furthermore, it is easy to implement
with clear structure and analytical expressions for the up-
dates. Our analysis covers two versions of the method,
characterized by the employed line search strategies. We
consider a modified Armijo backtracking line search and a
Bregman backtracking line search. Regardless of the line
search algorithm, SiMPL is guaranteed to deliver a mini-
mizing sequence of designs that converges to a stationary
point of the compliance functional. In addition, the numer-
ical experiments demonstrate apparent mesh-independent
convergence of the algorithm.
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Element Learning: a Systematic Approach of Ac-
celerating Finite Element-Type Methods Via Ma-
chine Learning, with Applications to Radiative
Transfer

Over the past decade, neural networks and machine learn-
ing have emerged as transformative technologies, address-
ing complex challenges across various domains. In scien-
tific computing, particularly for the numerical solution of
partial differential equations (PDEs), machine learning has
shown promise in accelerating computations. However, the
high training costs for large problems and the loss of key
advantages of traditional numerical methods, such as inter-
pretability, reliability, and applicability to complex geome-
tries, remain significant challenges. This talk introduces a
systematic approach, termed ”element learning”, aimed at
accelerating finite element-type methods through machine
learning. This approach retains the desirable features of
finite element methods while substantially reducing train-
ing costs. It draws on principles from hybridizable discon-
tinuous Galerkin (HDG) methods, replacing HDG’s local
solvers with machine learning models. We demonstrate the



58 SIAM Conference on Computational Science and Engineering (CSE25)CSE25 Abstracts 57

efficacy of this approach through numerical tests on the
parametric radiative transfer equation, relevant to short-
wave radiation calculations for clouds. Our results show a
significant speed-upranging from 5 to 10 timescompared to
standard finite element methods, with training completed
in minutes on a single RTX 30 series GPU.
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Space-Angle Discontinuous Galerkin Method for
2D Rte with Diffusively and Specularly Reflective
Boundary Conditions

A space-angle discontinuous Galerkin (saDG) method for
solving the Radiative Transfer Equation (RTE) in arbitrary
2D domains is proposed. The space-angle domain is fully
discretized by the DG method. An angular decomposi-
tion approach, resulting in an iterative solution process, is
adopted to accelerate the solution and reduce memory us-
age. The performance of the method is analyzed in a square
geometry with different types of boundary conditions. For
nonscattering and open systems, the number of iterations
each time increases by one with one additional reflective
boundary. For other cases, we show that the number of
iterations or convergence rate of the iterative scheme for
the specular reflection problems is not only affected by the
number of the reflective surfaces, but also by the scattering
and extinction properties of the media. Uniformly and di-
rectionally diffuse reflective boundary conditions are com-
pared in the same medium. Finally, the localization at the
focal point of a parabolic reflector is studied.
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Adaptive Surrogate Modeling of Coupled Hall
Thruster Plasma and Plume Simulations

Fluid models of plasma in a Hall thruster enable rapid pre-
diction of system performance across a range of operating
conditions and uncertainties. Due to the multiscale nature
of the plasma, ad hoc closures for small-scale kinetic effects
must be incorporated into the fluid models, thus introduc-
ing uncertain parameters which must be tuned to fit exper-
imental data. Furthermore, the discharge plasma couples
to the expanding thruster exhaust plume, which couples to
downstream surfaces such as the spacecraft body or the test
facility. The result is a highly coupled multidisciplinary
system with significant uncertainty due to both aleatoric
and epistemic sources. To this end, we propose a multifi-

delity, multidisciplinary approach for Bayesian calibration
of the integrated Hall thruster system. We approximate the
coupled system model with an adaptive surrogate method
based on sparse grids to enable computationally expensive
outer-loop analyses. We additionally perform uncertainty
quantification over the calibrated model to assess the ef-
fects of epistemic and aleatoric uncertainty. Based on our
results and a global sensitivity analysis, we make several
recommendations for future model refinement.
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Partitioned Coupling of Multifidelity, Multiphysics
Models Using Optimization-Based Coupling

Problems involving coupling over a nonoverlapping inter-
face abound, with common examples including virtual in-
terfaces introduced for the purpose of domain decomposi-
tion and physical interfaces such as are found in, e.g., mul-
timaterial solid interaction and fluid-structure interaction.
Partitioned approaches for solution of coupled problems
enable the use of subdomain solvers developed by domain
experts and are amenable to a plug-and-play style of frame-
work. As model reduction techniques continue to mature,
it is desirable to use cheaper, more efficient models where
possible. This fits closely with the partitioned approach to
solving coupled problems. It is towards this goal of solv-
ing multifidelity coupled problems involving reduced order
models (ROMs) and full order models (FOMs) that we ex-
tend a partial differential equation (PDE) constrained op-
timization technique, developed for elliptic FOMs and later
extended to parabolic FOMs and multiphysics, to ROM-
ROM coupling. The use of a ROM in one or more subdo-
mains presents a challenge with respect to reduced adjoint
systems being required to be solved as part of the tech-
nique. We present numerical studies demonstrating the
accuracy of the approach along with an investigation of
snapshot generation techniques with which to generate a
reduced basis for the adjoint systems.
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Optimizing Coupled Systems: Insights from Co-
Design Imaging and Optical Chemistry

Coupling interacting components in computational model-
ing presents significant opportunities for end-to-end opti-
mization. This talk highlights advances in tightly-coupled
system optimization, focusing on the inverse design of
optical devices for computational imaging and chemical
sensing. I will also discuss how physics-enhanced surro-
gates for PDEs and multi-fidelity modeling could capture
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low-dimensional feasible spaces in end-to-end optimization.
This work exemplifies the transformative potential of end-
to-end approximate modeling in scientific applications and
underscores future directions for advancing co-design in
coupled systems.
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A Sparse-Grids Filter for Structure-Preserving
Electromagnetic Pic Methods

In the past decade, the idea of using the sparse-grid re-
combination technique as a means to reduce noise in elec-
trostatic particle-in-cell (PIC) methods has generated sub-
stantial interest. Likewise, structure-preserving electro-
magnetic (EM) PIC methods based on discretizing the La-
grangian or Hamiltonian structure of the Vlasov-Maxwell
system have been a prominent direction of inquiry for
their ability to automatically conserve known invariants
of the continuous dynamics (e.g. energy and Gausss laws).
This work unites these two ideas to provide a structure-
preserving EM PIC method with a noise-reducing sparse-
grids filter. Specially designed filter matrices, which are
sparse operators with a convenient Kronecker structure,
are inserted into the discrete Lagrangian of a general vari-
ational EM PIC method in such a manner that the sym-
metries of the Lagrangian are preserved. This yields a fil-
tered, variational EM PIC method which retains all the
structure-preserving properties of a usual variational EM
PIC method, which enjoys the noise-reduction properties
of a sparse-grids PIC method, and whose implementation
involves only a small, inexpensive modification of existing
structure-preserving EM PIC methods. The strategy is
general and should be amenable to a broad class of varia-
tional EM PIC methods. Numerical examples are provided
using the GEMPIC method.
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PEPC: an Open-source Multi-physics Framework
for Mesh-free Simulation of N-body Systems

PEPC is a multi-physics community tree-code developed
and hosted by JSC over the last two decades [P. Gibbon
et al. (2024), DOI: 10.5281/zenodo.11035167.]. At its
core the code utilises a hierarchical tree structure originally
based on the Salmon-Warren Hashed Oct Tree scheme to
perform rapid force summation of a dynamical N-body sys-
tem interacting via long-range potentials on heterogeneous
superomputer architectures. Depending on the physical
choice of potential, the algorithm can be applied to di-
verse fields such as plasma, gravitational systems and vor-
tex fluids [Durante et al., Math. Comp. in Simulation
225, 528 (2024)]. In this talk we highlight some of the re-
cent key developments in the PEPC framework, covering
algorithmic and physical aspects and such as GPU port-
ing, time-integration schemes, management of dynamical
particle populations [Chew et al., Plasma Phys. Contr.
Fusion 63, 045012 (2024)] and inclusion of self-generated
magnetic fields [Siddi et al., Phys. Plasmas 24, 082103
(2017)] in charged-particle systems.
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A Particle Method with Adaptive Refinement and
Remeshing for the Vlasov-Poisson Equations

A forward semi-Lagrangian scheme called FARSIGHT is
presented for collisionless electrostatic plasmas described
by the 1D1V Vlasov-Poisson equations. The phase space
distribution is represented by Lagrangian quadrilateral
panels having a hierarchical tree structure, where each
panel is a 3 × 3 particle grid that is tracked by 4th order
Runge-Kutta time stepping. The electric field is expressed
as a convolution integral of the charge density with a regu-
larized Green’s function. The particles are remeshed every
time step using biquadratic interpolation on each panel,
and the panels are adaptively refined to resolve the phase
space distribution. The electric field integral is discretized
by the trapezoid rule and the discrete sums are computed
by a GPU-accelerated barycentric Lagrange treecode. Nu-
merical results are presented for Landau damping, two-
stream instability, and halo formation in a mismatched
thermal sheet beam.
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Numerical Analysis and Acceleration of Particle-
Particle Particle-Mesh Method Using Cabana

Particle-in-cell (PIC) methods describe advective processes
via particle discretizations for partial differential equa-
tions. Our objectives are two-fold: accelerate the Methods
of Local Corrections (MLC) with Cabana, a performance
portable library for particle applications, to solve vortex
methods in 3D and develop formal numerical analysis for
PIC methods via numerical experiments using MLC. MLC
is a particle-particle particle-mesh method where the veloc-
ity field induced by the vortices is calculated in two steps
separating the near and far field. MLC exercises the full ca-
pabilities and data choreography of Cabana where N-body
calculations and grid to particle interpolations are acceler-
ated. Colella and his collaborators at LBNL, following the
ideas of Cottet, have developed a formal, numerical analy-
sis framework for PIC methods. They have demonstrated
its potential for the design of PIC methods with improved
accuracy and efficiency for 1+1D kinetic problems. For
1+1D kinetics problems, the deformation matrix is carried
as an auxiliary variable and used to remap adaptively when
particles have deformed significantly from the original grid
which causes large interpolation errors. We applied this
approach to 2D vortex methods and evaluated potential
error indicators. The eigenvalue of R from QR decompo-
sition shows correlation with regions of high error. Using
MLC, we explore adaptive remapping in 3D with the eigen-
value of R as a remapping error indicator.
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Randomized Preconditioning Based on Approxi-
mate Range Deflation

We introduce a novel randomized preconditioning tech-
nique for solving large-scale linear systems. We mostly
focus on regularized symmetric positive definite systems,
although our technique also works for systems with un-
known regularization parameters and non-symmetric sys-
tems. Our preconditioner can be categorized as a deflation-
based preconditioner. Theoretical analysis of the precon-
ditioner, when paired with an iterative solver like precon-
ditioned conjugate gradient, suggests this method can out-
perform other competing preconditioners when the trailing
spectral decay is slow. We validate the effectiveness of this
method by applying it to linear systems arising in data
science and numerical optimization, and we also compare
against state-of-the-art methods.
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Investigating the Effect of Wind Shear on Wind
Turbine Rotor Aerodynamics in Large Eddy Sim-
ulations

Variations in wind speed and direction in the atmosphere
can affect wind turbine structural loading and power pro-
duction. The effects of these variations increase as turbines
become larger and extend farther into the atmospheric
boundary layer, where wind conditions can be more com-
plex than those near the surface. Conventional wind tur-
bine power models assume that incident wind conditions do
not affect airfoil efficiency or induced rotor velocity, and are
therefore limited in their ability to account for the aerody-
namic effects of shear that modify turbine power produc-
tion. In this study, we investigate an actuator disk in large
eddy simulations to resolve the aerodynamic interactions
between the disk and inflow wind profiles. These sim-
ulations demonstrate that rotor-averaged induction (i.e.,
decreases in wind speed due to fluid blockage at the tur-
bine) increases monotonically as the magnitude of direction
shear over the rotor increases, lowering the disk velocity
and power production. For wind conditions near uniform,
standard 1D momentum theory overpredicts induction on
the rotor by 2%, and underpredicts it by as much as 3% as
the average direction shear over the rotor increases. Since
power production scales cubically with wind speed, these
results point to potentially large errors in estimated power
production with current models. We investigate the aero-
dynamic effects of shear with the goal of more accurately
modeling turbine performance in complex wind conditions.
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Causal Inference for Spatio-Temporal Interven-
tions

In our interconnected world, many critical decisions, from
climate policy to public health interventions, must be made
in complex environments where both space and time play
crucial roles. Understanding the true effects of these deci-
sionssuch as how a new policy might influence regional cli-
mate patterns or how an intervention could impact disease
spread over timerequires more than correlational analysis;
it demands robust causal inference. This talk will explore
the key role of causal inference in evaluating policies and
interventions within spatio-temporal contexts. I will be-
gin by highlighting the unique challenges posed by spatio-
temporal data, including issues of high dimensionality and
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complex dependencies across space and time. These chal-
lenges make it difficult to apply traditional causal inference
methods effectively. To address these issues, I will explore
how advances in machine learning, particularly spatio-
temporal modeling and counterfactual reasoning with neu-
ral networks, can serve as powerful tools for uncovering
causal relationships. These techniques allow us to accu-
rately and reliably estimate causal effects, even when faced
with the complexities inherent in spatio-temporal data.
Through this discussion, I aim to provide a framework for
researchers and practitioners to better understand and ap-
ply causal inference methods to spatio-temporal data, ul-
timately leading to more informed and effective decision-
making in complex, dynamic environments.
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Oscillation-Free Numerical Schemes for Biot’s
Model and Their Iterative Coupling Solution

Single-phase flow problems on deformable porous media
are modeled by means of the so-called Biots model. Several
challenges appear in the numerical solution of this model.
On the one hand, it is important to choose appropriate dis-
cretization schemes that avoid the appearance of spurious
oscillations in the pressure approximation when low per-
meabilities and/or small time steps are considered. On the
other hand, the efficient solution of the large-sparse sys-
tems of equations arising after discretization also is chal-
lenging. In this work, for different finite-element discretiza-
tions of Biots model, we propose a new stabilized scheme
that provides numerical solutions that are free of non-
physical oscillations, and that, at the same time, allows
us to iterate the fluid and mechanic problems in a con-
vergent way to obtain the solution of the whole coupled
system. We present numerical results illustrating the ro-
bust behavior of both the stabilization and iterative solver
with respect to the physical and discretization parameters
of the model.
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Monolithic Multigrid Using Point Smoothers for
Systems with Saddle Point Structure

Systems of linear equations with saddle point structure
arise in naturally during the simulation of fluid flows.
When discretizing the associated PDEs on structured
meshes and when suitable boundary conditions are applied
the blocks have Toeplitz structure. Multigrid methods for
Toeplitz matrices have been studied extensively in the past.
They appear in many applications, most notably scalar
PDEs. Recently, we focussed on the analysis of block ma-
trices with Toeplitz blocks [Bolten, Donatelli, Ferrari and
Furci, SIMAX 2022]. Building on these findings and using
results from Notay [Notay, Numer. Math. 2016] we started
working on monolithic multigrid methods for systems with
saddle point structure [Bolten, Donatelli, Ferrari and Furci,
LAA 2023; Bolten, Donatelli, Ferrari and Furci, APNUM

2023]. Using a suitable transformation and plain point
smoothers convergence of the resulting two-level method
can be shown. Further, the technique can be applied re-
cursively to obtain a multigrid method. We present the
method and the techniques used, as well as the obtained
results and numerical examples that demonstrate the effi-
ciency in the case of fluid flows.
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Coupled Ordering Techniques for Schur Comple-
ment Based Preconditioners of Saddle Point Prob-
lems

Fluid flow problems can be modeled by the Navier-Stokes
or, after linearization, by the Oseen equations. Their dis-
cretization results in discrete saddle point problems. These
systems of equations are typically very large and need
to be solved iteratively. Standard (block) precondition-
ing techniques rely on an approximation of the (inverse)
Schur complement. In this talk, we discuss coupled or-
dering techniques for the pressure and velocity unknowns
that facilitate the computation of such Schur complement
approximations. In particular, such orderings can be com-
bined with block clustering strategies in the construction
of hierarchical matrices and accelerate the construction of
hierarchical LU factorizations of the Schur complement.
Numerical results illustrate the performance of the result-
ing saddle point preconditioners.
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Accelerating Computation of Unstable Eigenmodes
for Flows

In this talk we will look at recent results in accelerating
eigenvector computations to determine unstable modes for
Couette flow. We will apply a recently developed adap-
tive momentum technique to accelerate an implicitly de-
fined shifted power iteration. We will introduce the prob-
lem, the methods, and the highlights of the theory for the
momentum-type acceleration.
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A Computational Study on Concentrated Vortex
Lines in Transitional Pipe Flow

Concentrated vortex lines appear in many flows, such as
aerodynamics, turbulence, and weather systems. Although
significant past work has focused on understanding the
behavior of isolated vortices, the interaction of vortices
with walls and shear flows also plays an important role
in many systems. To study these interactions, we have de-
veloped tools to simulate an experiment which generates
streamwise vortices in pipe flow at the laminar/turbulent
transition regime. Our simulations employ a second-order
projection method with adaptive octree grids and supra-
convergent finite difference schemes to solve the incom-
pressible Navier-Stokes equations across a wide range of
Reynolds numbers. We use a level-set formulation and ef-
ficient tree-traversal algorithms to represent the realistic
solid obstructions that are used in these experiments. A
key feature of our simulation toolbox is the ability to aug-
ment and fine-tune the solver to match the experimental
apparatus, allowing us to visualize and compare our results
with experimental data easily.
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MS62

Lie Group Variational Collision Integrators for a
Class of Hybrid Systems

Hybrid systems are dynamical systems that exhibits both
continuous and discrete dynamics. The state of a hybrid
system changes either continuously by the flow described
by differential equations or discretely following some jump
conditions. A canonical example of a hybrid system is the
bouncing ball, imagined as a point mass, over a horizon-
tal plane. The extension of this problem to 3-dimensions,
wherein the bouncing body is rigid and convex, is rather
complex, especially in the case of sharp corner impacts;
in fact, these systems have unilateral constraints that de-
scribe the collision surface. We study such problems with
perfectly elastic collisions and the Lie group variational col-
lision integrators (LGVCI) are derived. The advantage of
these frameworks is that they yield a global description of
the system, in contrast to local representations such as Eu-
ler angles. Furthermore, in high-precision physics engine
and graphics dynamics, the integrator becomes a founda-
tion, and its extensions with inelastic collisions and friction
can be derived to fully actualize the engine. This is also
naturally applicable to problems in optimal control with
similar nonlinear manifold constraints. In particular, these
constraints and optimal control problems arise in robotics
and multi-body dynamics.
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MS62

Fluid Implicit Particles on Coadjoint Orbits

We propose Coadjoint Orbit FLIP (CO-FLIP), a high or-
der accurate, structure preserving fluid simulation method
in the hybrid Eulerian-Lagrangian framework. We start
with a Hamiltonian formulation of the incompressible Eu-
ler Equations, and then, using a local, explicit, and high
order divergence free interpolation, construct a modified
Hamiltonian system that governs our discrete Euler flow.
The resulting discretization, when paired with a geometric
time integration scheme, is energy and circulation preserv-
ing (formally the flow evolves on a coadjoint orbit) and is
similar to the Fluid Implicit Particle (FLIP) method. CO-
FLIP enjoys multiple additional properties including that
the pressure projection is exact in the weak sense, and the
particle-to-grid transfer is an exact inverse of the grid-to-
particle interpolation. The method is demonstrated nu-
merically with outstanding stability, energy, and Casimir
preservation. We show that the method produces bench-
marks and turbulent visual effects even at low grid resolu-
tions.
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MS62

Stokes Flow of an Evolving Fluid Film with Arbi-
trary Shape and Topology

The dynamics of evolving fluid films in the viscous Stokes
limit is relevant to various applications, such as the model-
ing of lipid bilayers in cells. While the governing equations
were formulated by Scriven in 1960, solving for the flow of a
deformable viscous surface with arbitrary shape and topol-
ogy has remained a challenge. In this study, we present a
straightforward discrete model based on variational prin-
ciples to address this long-standing problem. We replace
the classical equations, which are expressed with tensor
calculus in local coordinate, with a simple coordinate-free,
differential-geometric formulation. The formulation pro-
vides a fundamental understanding of the underlying me-
chanics and directly translates to discretization. We con-
struct a discrete analogue of the system using the On-
sager variational principle, which, in a smooth context,
governs the flow of a viscous medium. In the discrete set-
ting, instead of term-wise discretizing the coordinate-based
Stokes equations, we construct a discrete Rayleighian for
the system and derive the discrete Stokes equations via
the variational principle. This approach results in a stable,
structure-preserving variational integrator that solves the
system on general manifolds.
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Aerodynamic Sensitivities Over Separable Shape
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Tensors

We present a sensitivity analysis of wind-turbine airfoil
representations informed by separable shape tensors. The
shape representation uniquely benefits the airfoil design
process by isolating various well-studied shape characteris-
tics, such as general linear scale variations, and facilitates
improved regularization of nonlinear shape deformations.
The design domain is informed by a principal geodesic anal-
ysis of separable shape tensors given a curated database
containing tens of thousands of suitable engineering air-
foils. Over the pushforward of this submanifold domain,
maximum mean discrepancy of the joint distribution of
aerodynamic quantities informs a dramatic dimensionality
reduction of the learned parameter space. This simple nu-
merical experiment showcases a novel approach for retain-
ing design effectiveness while promoting regularity of the
shape representations. Finally, we generate novel reduced-
dimension airfoil designs and use the HAM2D RANS solver
to inform subsequent sensitivity analyses to assert consis-
tency of parameter influence on the aerodynamic quan-
tities. We also explore low-dimensional polynomial ridge
approximations to motivate physical intuitions and offer
explanations of the approximated sensitivities.
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Multi-Index Stochastic Collocation for Pdes with
Imperfect Solvers

This talk considers the construction of surrogate mod-
els (response surfaces) for parametric PDEs using multi-
fidelity collocation methods, namely Multi-Index Stochas-
tic Collocation (MISC). In some scenarios, in addition
to standard discretization errors, the PDE approxima-
tions used to build a MISC response surface are affected
by noise (e.g. due to iterative method tolerances, pre-
asymptotic meshes, time-stepping). This noise is par-
ticularly problematic in low fidelity models; it might be
parameter-dependent and hard to estimate and control a
priori. Noise is interpolated by MISC and corrupts the ap-
proximated response surface (loss of monotonicity, spurious
high-frequency oscillations), spoiling any subsequent UQ
analysis. We propose an improved version of MISC that
can detect such phenomena. Within our updated adap-
tive algorithm, at each iteration, we inspect the spectral
content of the response surface and consequently stop ex-
ploring fidelities once the decay of their spectral coefficients
stagnates due to such noise. Numerical experiments show
the effectiveness of our approach in preventing the MISC
approximation from becoming corrupted.
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Multilevel Active Subspaces

The Active Subspace (AS) method is a powerful tech-
nique for identifying the most influential directions in high-
dimensional input spaces that affect the output of a com-
putational model. These can be then exploited in order
to ease the construction of surrogate models, such as poly-
nomails on a reduced number of variables. However, the
standard AS algorithm requires a large number of gradient
evaluations (samples) of the input output map to achieve
quasi-optimal reconstruction of the Active Subspace, which
can lead to a significant computational cost if the samples
include numerical discretization errors which have to be
kept sufficiently small. To address this issue, we propose a
multilevel version of the Active Subspaces method (MLAS)
that utilizes samples computed with different accuracies,
which are often available in scientific computing models.
The MLAS method yields different Active Subspaces for
the model outputs across accuracy levels, which can match
the accuracy of single-level Active Subspace with reduced
computational cost. Then, one can build different surro-
gates at each level on a reduced number of variables, and
combine these to obtain a cheaper global surrogate of the
computational model. We demonstrate the practical via-
bility of the MLAS method through numerical experiments
based on random partial differential equations (PDEs) sim-
ulations.
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A Comparison of Multi-Fidelity Architectures for
Neural Emulators

Outer loop tasks like optimization, uncertainty quantifica-
tion, or inference become impractical when the underlying
high-fidelity model is computationally expensive. More-
over, data-driven architectures often require large datasets
to achieve sufficient predictive accuracy. A common strat-
egy to address these issues is to develop emulators that
can be evaluated at a lower cost. To this end, recent re-
search has focused on creating multi-fidelity emulators that
can utilize potentially biased and approximate low-fidelity
information sources to reduce the total computationally
cost. However, the performance of these emulators may
be influenced by factors such as the dimensionality of the
high-fidelity model, the presence of sharp gradients or dis-
continuities that low-fidelity models might not accurately
capture. Additionally, high- and low-fidelity models may
require different numbers of inputs or even involve multiple
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low-fidelity models with varying accuracy across the input
space. Our study aims to explore the conditions that lead
to an optimal performance of multi-fidelity emulators, ex-
amining factors such as coordinate encoders, architecture
complexity, spectral bias, and sampling levels across a wide
range of test cases.
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Efficient Krylov Subspace Methods for Large-Scale
Hierarchical Bayesian Inverse Problems

Uncertainty quantification for large-scale inverse problems
remains a challenging task. For linear inverse problems
with additive Gaussian noise and Gaussian priors, the pos-
terior is Gaussian but sampling can be challenging, espe-
cially for problems with a very large number of unknown
parameters (e.g., dynamic inverse problems) and for prob-
lems where computation of the square root and inverse of
the prior covariance matrix are not feasible. Moreover, for
hierarchical problems where several hyperparameters that
define the prior and the noise model must be estimated
from the data, the posterior distribution may no longer
be Gaussian, even if the forward operator is linear. Per-
forming large-scale uncertainty quantification for these hi-
erarchical settings requires new computational techniques.
In this work, we consider generalized Golub-Kahan based
methods for large-scale, hierarchical Bayesian inverse prob-
lems. We consider a hierarchical Bayesian framework and
exploit generalized Golub-Kahan based methods to effi-
ciently sample from the posterior distribution. Numerical
examples from dynamic photoacoustic tomography and at-
mospheric inverse modeling demonstrate the effectiveness
of the described approaches.
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Efficient Multilevel Methods for Material Proper-
ties Inversion in Heat Transfer Problems

In this work we extend multilevel methods that were orig-
inally developed for linear-quadratic distributed optimal
control of elliptic equations to a different type of inverse
problems regarding heat transfer in solids. More precisely,
given a set of synthetic experiments that involve apply-
ing various heat sources and measuring boundary temper-
atures and heat fluxes, the goal is to identify the diffusiv-
ity tensor. Due to its ill-posedness, this is formulated as a
regularized least-squares problem, which is nonlinear and
non-convex. We use a hierarchy of geometric grids and
multilevel methods both for the purpose of identifying a
good initial guess at every level/grid, and for accelerating
the non-linear iteration. We explore these strategies both
in the context of interior point and semismooth Newton

methods, in order to ensure the diffusivity is positive, for
the isotropic case, and a symmetric and positive definite
tensor, for the - more challenging - anisotropic case.
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Bayesian Inference Using a Constrained Condi-
tional GAN

Generative models have been very useful in solving
Bayesian inference problems. In particular, a novel condi-
tional generative adversarial network (cGAN) framework
[Ray et al., 2023] was developed to learn and sample from
the conditional posterior distribution of the field of infer-
ence, given specific measurements. This framework has
proven successful in various real-world applications, includ-
ing medical imaging tasks and predicting wildfire spread.
However, training such a cGAN typically requires thou-
sands of labeled training samples, which are often gen-
erated in advance through experiments or forward model
simulations. This requirement poses a challenge for many
practical problems, where such extensive datasets may not
be readily available. Moreover, the traditional cGAN ap-
proach does not explicitly incorporate known relationships
between the inferred field and the measurements or any
other physical constraints of the system. In this talk, we
present an enhanced cGAN framework that integrates the
systems physical relationships and constraints directly into
the training process. This integration accomplishes two key
objectives: (i) it guides the predictions towards the correct
solution manifold associated with the underlying system,
and (ii) it reduces the data complexity required for training
the cGAN. We will explore several methods for imposing
these physical constraints and demonstrate the effective-
ness of this approach through a series of numerical experi-
ments.
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Extending Neural Network-Based Inference to Un-
certainty Quantification

This talk considers deep neural networks to solve inverse
problems, where we seek to estimate uncertain parame-
ters of physical models, such as deterministic differential
equations and stochastic processes. We train the neu-
ral networks to approximate inverse maps. The network
is mapping from observational data to parameters. The
point estimates from networks are accurate (provided suf-
ficient training data), but they lack information about un-
certainties in the predicted parameters. We discuss ap-
proaches to extend neural network-based inference to sta-
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tistical settings to computationally solve inverse problem
in a Bayesian framework.
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Efficient Sampling in Linear Inverse Problems with
Hierarchical Matrices

Computing solutions to Bayesian inverse problems remains
challenging, particularly when dealing with a large num-
ber of unknown parameters. Traditional methods often
struggle due to the computational infeasibility of exact
storage and operations with the prior covariance matrix,
which are either impossible or computationally expensive
to manage. This work investigates the use of hierarchi-
cal matrices to approximate the prior covariance matrix,
a technique that significantly reduces memory require-
ments while maintaining accuracy. Hierarchical matrices
not only allow for memory-efficient storage but also facil-
itate computationally efficient operations, such as matrix-
vector product and Cholesky factorization, which are es-
sential for handling large-scale problems. By integrating
the hierarchical matrix-approximated prior covariance into
the randomize-then-optimize (RTO) method, we can effi-
ciently draw samples from the posterior distribution. This
integration leverages the strengths of both hierarchical ma-
trices and the RTO method, providing a robust framework
for tackling high-dimensional inverse problems. Numerical
experiments are conducted on deconvolution and a source
estimation problem. These experiments demonstrate the
effectiveness and efficiency of the proposed approach, show-
casing significant improvements in computational perfor-
mance.
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Compatible Discretizations for Hall Magnetohy-
drodynamics

The magnetohydrodynamic (MHD) equations are the cou-
pling of Maxwells equations, which govern how electromag-
netic waves behave, with the equations of fluid dynamics,
and are used to model electrically conducting fluids. We
present two novel finite difference schemes for the kine-
matic Hall MHD equations, which includes the nonlinear
Hall term in Ohms Law. The first scheme uses averag-
ing techniques and discrete derivative operators to calcu-
late a second-order accurate numerical solution, while the
second scheme makes use of operator-splitting to handle
the nonlinear term. The contributed talk will give a brief
overview of finite-difference methods for Maxwells equa-
tions, the MHD equations and present some energy esti-
mates for the Hall model. For comparison, simulation re-
sults will be presented for both the resistive MHD model
and the Hall MHD model.
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Using Voigt-Regularized MHD to Generate Equi-
libria with Islands

The computation of 3D MHS equilibria without the as-
sumption of nested flux surfaces is a longstanding challenge
for magnetic confinement fusion. Recent work (Constantin
& Pasqualotto, 2022) on Voigt regularization of MHD has
proven the existence of time-asymptotic, regular solutions
of Voigt-MHD. The addition of non-ideal Voigt terms to
the MHD equations allows the magnetic topology to break,
forming islands. We demonstrate that Voigt-MHD can be
used to efficiently compute 2D equilibra with islands, and
investigate how the choice of Voigt parameters affects com-
putation time and eventual equilibrium. We discuss strate-
gies for generalization to 3D equilibrium calculations. This
work is supported by the Simons Foundation and the DoE
SciDAC project HifiStell.
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A Comprehensive Exploration of Quasisymmetric
Stellarators and Their Coil Sets

We augment the ‘QUAsi-symmetric Stellarator Repository’
(QUASR) to include vacuum field stellarators with quasi-
helical symmetry using a globalized optimization workflow.
The database now has around 370,000 quasisaxisymmetry
and quasihelically symmetric devices along with coil sets,
optimized for a variety of aspect ratios, rotational trans-
forms, and discrete rotational symmetries. We also outline
a couple of ways to explore and characterize the data set.
We plot devices on a near-axis quasisymmetry landscape,
revealing close correspondence to this predicted landscape.
We also use principal component analysis to reduce the di-
mensionality of the data so that it can easily be visualized
in two or three dimensions. Principal component analysis
also gives a mechanism to compare the new devices here
to previously published ones in the literature. We are able
to characterize the structure of the data, observe clusters,
and visualize the progression of devices in these clusters.
These techniques reveal that the data has structure, and
that typically one, two or three principal components are
sufficient to characterize it. The data set is archived at
https://zenodo.org/doi/10.5281/zenodo.10050655 and can
be explored online at quasr.flatironinstitute.org.
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Recent Progress in the DESC Stellarator Optimiza-
tion Code

We present recent work in the DESC stellarator optimiza-
tion code suite [Dudt 2020, Dudt 2023, Panici 2023, Conlin
2023]. The code is written in Python and uses the JAX
package for its automatic-differentiation capabilities, as
well as for just-in-time compilation and GPU-capabilities
for improving code performance. The DESC code is writ-
ten with modern software practices that enable flexibility
in its approach to the equilibrium and optimization prob-
lems. One example is near-axis constrained equilibria in
DESC, which connects near-axis expansion theory to global
3D ideal magnetohydrodynamics (MHD) in a natural way,
by constraining the DESC equilibrium behavior order-by-
order in radius to match near-axis expansion (NAE) the-
ory [Garren 1991]. This allows for global solutions which
retain the desirable NAE properties but avoid relying on
the NAE far from axis, where the NAE is less reliable.
Other recent works include the implementation of a high-
order singular integral algorithm [Malhotra 2019, Malhotra
2020] to efficiently evaluate the plasma field at the bound-
ary needed for free-boundary equilibrium solving, and the
implementation of a general omnigenous field model [Dudt
2024], allowing for optimization targeting omnigenity types
beyond the usual quasisymmetric or quasi-isodynamic va-
rieties. This work is supported by US DoE DE-AC02-
09CH11466, DESC0022005, and Field Work Proposal No.
1019
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An Introduction to Solving the Magnetohydro-
static Equations for Stellarators

Stellarators are magnetic plasma confinement devices with
potential use for fusion energy. Unlike the axisymmet-
ric tokamaks, stellarators are genuinely three-dimensional,
meaning they satisfy a set of nonlinear 3D PDEs often
referred to as the magnetohydrostatic equations (MHS).
Because numerical MHS solvers are often used within opti-
mization loops, there are many choices that scientists make
to balance speed, reliability, and the ability to describe the
relevant physics. In the first half of this talk, I will in-
troduce the MHS equations with a focus on the tension
between pressure, magnetic geometry, and solver speed.
Then, in the second half, I will describe a numerical ap-
proach to solving MHS based on an asymptotic expansion
in small distances about the stellarator’s axis. This so-
called near-axis expansion can be used to quickly explore

the space of stellarators, but it is outperformed by full 3D
solvers far from the axis. I will describe recent efforts in
improving its convergence and expanding the physics it can
describe.
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Summation-by-Parts Approach for Kinetic Equa-
tions

Summation-by-parts (SBP) operators are discrete approx-
imations of differ-ential operators derived from various nu-
merical methods such as finite differ-ences, finite volumes
and discontinuous Galerkin methods. They are extensively
used in the approximation of various partial differential
equations (PDEs) due to their remarkable stability prop-
erties. Their structure makes it easy to mimic continu-
ous stability estimates for semi-discrete and fully-discrete
approxima-tions of a range of problems. The focus of this
talk is on space-time SBP discretisations of kinetic equa-
tions, which are used in the study of rarefied gasses, plasma
physics and neutron transport. In particular, we consider
a linear kinetic transport equation under a diffusive scaling
with periodic boundary conditions. The goal is to propose
a stable discretisation of the problem that is also asymp-
totic preserving, such that the numerical scheme converges
to a consistent approximation of the limiting macroscopic
PDE.
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Curvilinear Hexahedral Cell Complexes for Swept
Trivariate Splines via Foliations

Isogeometric analysis (IGA) is a computational technique
that uses smooth spline discretizations for finite element
and other analyses. Although IGA offers significant ad-
vantages in per degree of freedom accuracy, numerical con-
ditioning, and representation of the domain, generating
smooth spline discretizations for real-world geometries re-
mains a challenge. Most notably, robust techniques for au-
tomatically creating the hexahedral cell complexes needed
for trivariate locally tensor product splines are still lacking.
In this work, we introduce a method to construct trivari-
ate cell complexes over topologically swept manifolds. Our
technique builds these trivariate cell complexes based on bi-
variate cell complexes defined over the source of the sweep.
We apply bijective parameterization techniques from the
bivariate setting on a lower-dimensional foliation of the
manifold to extend the parameterization from the sweep
source to the entire domain. The resulting trivariate pa-
rameterization inherits certain bijectivity guarantees from
the bivariate setting. We demonstrate the effectiveness of
our method by generating unstructured splines over hexa-
hedral layouts for various geometries.
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Discontinuous Galerkin Methods for Kinetic Equa-
tions with Flexible Coordinates: Conservation Re-
lations, L2 stability, and More

Kinetic equations describe, from near first-principles, the
physics of gases, plasmas, radiation, neutrino, and neu-
tron transport. The robust, accurate, and cost-effective
discretization of these fundamental equations poses unique
challenges though, owing to these various kinetic equations
high dimensionality and multi-scale nature. Discontinuous
Galerkin (DG) methods have become an increasingly pop-
ular approach to the numerical solution of different flavors
of kinetic equations, such as the Boltzmann equation for
neutral gases and the Vlasov equation for plasmas, because
with the proper choice of solution space, conservative, L2

stable DG discretizations can be derived, even for nonlin-
ear kinetic equations. However, because kinetic equations
are high-dimensional, up to six dimensions plus time, the
extension of these methods to kinetic equations in general
geometry so that optimized coordinates can be utilized for
a given problem is of vital importance. In this presenta-
tion, we will discuss how the current cutting edge of DG
methods for kinetic equations must be modified for certain
favorable coordinate transformations. In particular, we fo-
cus on velocity-space coordinate transformations such as a
transformation to the local hydrodynamic flow frame and
non-uniform velocity-space mappings, which permit opti-
mized deformations of the velocity space coordinates to
minimize the necessary resolution required for the prob-
lems of interest. We will review why DG methods produce
conservative, L2 stable discretizations of the kinetic equa-
tion, and how these proofs are modified in the presence
of more general coordinates. Finally we demonstrate on a
few classical problems in plasma physics the utility of this
approach and empirically verify some of the properties of
our new DG schemes for kinetic equations.
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Summation-by-Parts Finite-Difference Operators
for Singular Coordinate Transforms

We present a general scheme for using existing summation-
by-parts (SBP) finite-difference (FD) operators with singu-
lar coordinate transformations. The scheme preserves the
accuracy and SBP properties of the original operators and
permits simple implementation into existing codes. The
scheme allows taking advantage of the many previously
constructed SBP-FD operators and developments when

solving problems involving coordinate singularities. This
greatly simplifies the design of the numerical method by
avoiding re-constructing operators for the given coordinate
system. The operators are modified by viewing them in a
weak form and eliminating the degrees of freedom associ-
ated with the coordinate singularities. By then returning
to a strong form formulation an operator for the reduced
grid is achieved which can be handled as any other SBP-
FD operator. Using the scheme we derive a stable and
high-order accurate finite-difference method for underwa-
ter acoustic wave propagation in an axisymmetric domain.
The method handles range and depth-dependent material
properties, including discontinuous jumps. The accuracy
and stability properties of the method are proven and cor-
roborated using numerical experiments.
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High-Order Symmetric Positive Weight Quadra-
ture Rules for Construction of Summation-by-
Parts Operators on Simplices

The summation-by-parts (SBP) property can be used to
develop provably-stable discretizations of partial differen-
tial equations. The existence of a degree p SBP operator
on a given domain depends on the existence of a quadra-
ture rule of degree 2p−1 or larger. In this talk, we present
a technique to derive very high order quadrature rules on
simplices. Novel fully-symmetric positive-interior quadra-
ture rules of degrees up to 84 on triangles and 40 on tetrahe-
dra are derived. Most of the rules have e?ciencies of more
than 95% and 80% on triangles and tetrahedra, respec-
tively, where effciency is the ratio of the minimum number
of quadrature nodes predicted theoretically to the number
of nodes we obtain in this work. We demonstrate the ac-
curacy of the quadrature rules using numerical examples.
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Model Enrichments for Uncertain, Reduced Reac-
tions in Ablation Models for Hypersonic Flight

During hypersonic flight, air reacts with a planetary entry
vehicles thermal protection system (TPS), creating reac-
tion products that deplete the TPS. Reliable assessment
of TPS performance depends on accurate ablation models.
New finite-rate gas-surface chemistry models are advanc-
ing state-of-the-art in TPS ablation modeling, but model
reductions that neglect chemical species may be necessary
in some cases for computational tractability. This work
develops a theory-informed stochastic enrichment operator
to improve the predictive capability and quantify uncer-
tainties in such reduced models while maintaining com-
putational tractability. Specifically, modeling a subset of
chemical species causes discrepancies in predicted carbon
monoxide production. We propose an enrichment opera-
tor, embedded in the reduced model, to quantify the effect
of neglected species. The enrichment operator is theory-
informed and calibrated with Bayesian inference. Numeri-
cal results show the enrichment operator improves the re-
duced models predictions without significantly increasing
computational cost. SNL is managed and operated by NT-
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ESS under DOE NNSA contract DE-NA0003525.
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MS67

Embedded Model Error Quantification for Climate
Modeling

There exist several models for simulating climate change,
but each relies upon simplifying physical assumptions and
empirical calibrations. As such, a central goal for prac-
titioners is to not only quantify the uncertainty in the
predictions obtained from these models, but also explic-
itly delineate the contributions from modeling error, noise,
and limited observational data. This study explores a non-
intrusive, data-driven method to quantify uncertainty in-
duced by model errors in the E3SM models land compo-
nent, ELM. Specifically, a surrogate modeling approach us-
ing domain decomposition and the Karhunen-Love Decom-
position (KLD) is leveraged to build an accurate, low-cost
approximation for ELM. Then, an additive correction in
the form polynomial chaos expansions is employed to em-
bed model error directly within the surrogate. A Bayesian
framework is then used with low-cost samples from the
surrogate and observational data from select FLUXNET
sites across the US to calibrate both the model error
parametrization and ELM input parameters. The cali-
brated predictions are consequently endowed with uncer-
tainty that can be decomposed into contributions due to
model error and the quality of training data. This study
not only provides insight into the parameters that con-
tribute most to prediction variability in ELM, but also
showcases an approach for efficiently quantifying model
error, while remaining consistent with the physical con-
straints inherent within complex models.
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MS67

Multi-Fidelity Uncertainty Quantification of Em-
bedded Model Error in Turbulence Modeling

Reynolds-averaged Navier-Stokes (RANS) models are very
popular in the computational fluid dynamics community
for describing turbulent flows. However, the predictive ca-
pability of these models is hindered by errors stemming
from their linear eddy viscosity assumptions, particularly
in separated flow regimes such as slow, high-lift flight at
high angles of attack. Recently, embedded, internal model
corrections have been explored to quantify structural er-
rors together with model parameters, within a Bayesian
inference context. Model parameters are modified through
an additive error, enabling a non-intrusive approach to
quantify model uncertainty. This framework necessitates
advanced inverse UQ methodologies that leverage multi-
ple fidelities to reduce computational burden. In this con-

text, we will use a simulation-based likelihood approach to
model the probabilistic likelihood and implement a novel
coupling strategy to synchronize Markov chains within a
multi-level Markov Chain Monte Carlo (ML-MCMC) es-
timator. To validate our methodology, numerical experi-
ments will be carried out for test cases that undergo high
separation for certain boundary conditions.
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Coupling Volume Integral Equations and Boundary
Element Methods to Simulate Ultrasound Propa-
gation

Focused ultrasound is one of the most effective modali-
ties for neuromodulation and non-invasive cancer treat-
ments. Its application to a clinical environment depends
on the ultrasound instrument’s capacity to guide sufficient
energy toward the targeted region and ablate the tumor
while sparing healthy tissue and organs in the beam path.
Computational methods aid in safety guideline assessment
and patient-specific treatment planning. We have already
achieved realistic simulations with the Boundary Element
Method for the Helmholtz equation implemented in our
open-source Python library, OptimUS. However, our pre-
vious approach is limited to harmonic wave propagation
through piecewise homogeneous materials. In practice, lo-
calized heterogeneities in materials such as bone may aber-
rate the focus. For this purpose, we designed a Volume
Integral Equation for heterogeneous materials that natu-
rally couples with the Boundary Element Method for un-
bounded domains. This approach allows us to take the
speed of sound and density values from biomedical images.
We extensively verified our proposed technique by bench-
marking against analytical solutions, the Finite Element
Method, and FEM-BEM coupling. Our Volume-Surface
Integral Equations show a high accuracy on a voxel grid
and fast convergence at various frequencies. Our computa-
tional techniques apply to diverse simulations in computa-
tional acoustics beyond our specific objective of modeling
focused ultrasound propagation in the human body.
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FFT-Accelerated Inverse Media Scattering in
Three Dimensions Using Continuation in Fre-
quency

In this work we describe a fast, robust, and accurate al-
gorithm to solve an inverse problem for reconstructing the
sound speed profile of a three-dimensional variable media
using multifrequency scattered data. The inverse prob-
lem is first recast as a collection of PDE-constrained op-
timization problems, one for each frequency of interest.
In order to ensure stabilit and achieve a computational
speedup over the full multifrequency optimization problem,
the solver takes advantage of a continuation in frequency



SIAM Conference on Computational Science and Engineering (CSE25)                                                    6968 CSE25 Abstracts

algorithm which solves a series of single-frequency inverse
scattering problems in order of increasing frequency. Each
single-frequency inverse problem is ill-posed and nonlinear.
The ill-posedness is addressed by explicitly constraining
the search space to a band-limited representation of the
sound speed profile, while the non-linearity is treated us-
ing an iterative method. We present numerical results to
demonstrate the effectiveness of our solver in reconstruct-
ing both obstacles and smooth sound profiles.

Carlos Borges
University of Central Florida
carlos.borges@ucf.edu

Michael O’Neil
Courant Institute
New York University
oneil@cims.nyu.edu

MS68

Boundary Integral Approaches for Spectral Shape
Optimization

We suggest a robust and spectrally converging numerical
method for the spectrum of the Steklov-Helmholtz eigen-
value problem for smooth domains in the plane. Our
method involves layer potentials and the fundamental so-
lution of the Helmholtz equation, which allows us to re-
construct the eigenfunctions as well. The method can be
used to investigate many properties of the eigenpairs. In
particular, we use our method to study certain shape opti-
mization problems for the Steklov-Helmholtz eigenvalues.
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Integral Formulation of Dirac Singular Waveguides

This talk concerns a boundary integral formulation for the
two-dimensional massive Dirac equation. The mass term is
assumed to jump across a one-dimensional interface, which
models a transition between two insulating materials. This
jump induces surface waves that propagate outward along
the interface but decay exponentially in the transverse di-
rection. After providing a derivation of our integral equa-
tion, we establish that it has a unique solution for almost
all choices of parameters using holomorphic perturbation
theory. We then implement a fast numerical method for
solving our boundary integral equation and present several
numerical examples of solutions and scattering effects.
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A 2D Simulation Framework for Nonlinear Electro-
magnetic Wave Interactions in Cellular Structures

In this presentation, we explore the application of integral
equation methods to the precise analysis and design of pho-
tonic devices, particularly photonic chips interfaced with
optical waveguides of various geometries. Integral equa-
tion techniques offer significant advantages for modeling
complex electromagnetic interactions in photonic systems,
providing accurate solutions across a wide range of device
configurations. We will discuss the strengths and limi-
tations of these methods, highlighting their effectiveness
in different operating regimes and their role in enhancing
the accuracy and efficiency of photonic device simulations.
Practical examples will be provided to demonstrate the
versatility of the approach in addressing real-world engi-
neering challenges in photonics.
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Expnode: Exponential Integrators in Neural Ordi-
nary Differential Equations

With the abundance of data generated by high-resolution
simulations it has become popular to build models de-
rived from data. Of these data-driven models there has
been many works on neural ordinary differential equations.
While these models have enjoyed success, those based on
explicit integrators suffer from limited stability, imped-
ing their efficiency and robustness when encountering stiff
problems. In this work we propose using an exponential
integrator, which is an explicit integrator with stability
properties comparable to implicit methods. We demon-
strate that our model has advantages in both learning and
deployment over standard explicit neural ordinary differ-
ential equation methods, as the favorable stability proper-
ties allows us learn from lower-resolution data. Our neu-
ral network implementation takes advantage of Higham’s
algorithm of a matrix-free application of the matrix expo-
nential on a vector. We present a parameterization based
on the Hurwitz decomposition that controls the spectrum
of the linear operator to be to the left of the complex plane.
Examples such as Kuramoto-Sivashinky, Grad-13 moments
and quantum computing are presented to demonstrate ef-
fectiveness.
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Data-Driven Whitney Forms Model Reduction for
Maxwell

Maxwell’s equations is a coupled partial differential equa-



70 SIAM Conference on Computational Science and Engineering (CSE25)CSE25 Abstracts 69

tion that is used to model the evolution of electromag-
netic waves. Typically, these models are discretized using
compatible finite element methods with high their com-
putational costs. This talk proposes a reduced model for
Maxwell’s equations based on a data-driven Whitney form
rediscretization approach. This methodology fits a parti-
tion of unity based reduced discretization of Maxwell’s to
simulation data. This allows a reduction of computational
costs relative to the full scale simulation with limited error.
We will compare the reduction to a classical principle or-
thogonal decomposition model reduction approach, while
highlighting potential advantages of thew new approach to
a broader range of nonlinear problems.
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Leveraging Interpolation Models and Error Bounds
for Verifiable Scientific Machine Learning

Effective verification and validation techniques for modern
scientific machine learning workflows are challenging to de-
vise. Statistical methods are abundant and easily deployed,
but often rely on speculative assumptions about the data
and methods involved. Error bounds for classical inter-
polation techniques can provide mathematically rigorous
estimates of accuracy, but often are difficult or imprac-
tical to determine computationally. We present a best-of-
both-worlds approach to verifiable scientific machine learn-
ing by demonstrating that (1) multiple standard interpo-
lation techniques have informative error bounds that can
be computed or estimated efficiently; (2) comparative per-
formance among distinct interpolants can aid in validation
goals; (3) deploying interpolation methods on latent spaces
generated by deep learning techniques enables some inter-
pretability for black-box models. We present a detailed
case study of our approach for predicting lift-drag ratios
from airfoil images. Code developed for this work is avail-
able in a public Github repository.
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Construction of Coarse-Grained Molecular Dy-
namics with Many-Body Non-Markovian Memory

We introduce a machine-learning-based coarse-grained
molecular dynamics (CGMD) model that faithfully retains
the many-body nature of the inter-molecular dissipative in-
teractions. Unlike the common empirical CG models, the
present model is constructed based on the Mori-Zwanzig

formalism and naturally inherits the heterogeneous state-
dependent memory term rather than matching the mean-
field metrics such as the velocity auto-correlation function.
Numerical results show that preserving the many-body na-
ture of the memory term is crucial for predicting the col-
lective transport and diffusion processes, where empirical
forms generally show limitations.
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Reducing Structural Errors of Ensemble Score Fil-
ter for Nonlinear Data Assimilation with Partial
Observation

The Ensemble Score Filter (EnSF) has emerged as a
promising approach to leverage score-based diffusion mod-
els for high-dimensional recursive Bayesian inference in
nonlinear data assimilation. While initial applications to
Lorenz-96 and quasi-geostrophic systems showed potential,
the current EnSF methodology faces two key limitations
in score function estimation. First, it employs a heuristic
weighted sum to combine the likelihood and prior distri-
bution scores, introducing structural errors into the esti-
mation of the posterior distribution. Second, the method
tends to underestimate the correlation among different
state components, diminishing its effectiveness for data as-
similation with partial observations, i.e., only a subset of
the state components are observable. This workr addresses
both challenges through two innovations: (1) deriving the
exact posterior score function and its approximations by as-
suming the prior distribution is a Gaussian mixture model
defined by posterior ensemble from previous Bayesian iter-
ation, and (2) incorporating the composition of observation
operator and state equation into the likelihood function to
generate non-zero likelihood score components for unob-
servable states. Numerical experiments demonstrate that
these enhancements substantially improve EnSFs accuracy
in both posterior distribution estimation and tracking of
high-dimensional dynamical systems under partial obser-
vations.
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On Learning Nonlinearly State Dependent Port-
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Hamiltonian Systems

Port-Hamiltonian systems have received a lot of atten-
tion in recent years because of their interesting proper-
ties in modeling and control. They are especially useful
for system interconnection because they retain their port-
Hamiltonian structure. These structured systems, which
are also close to physics, allow for a more generic un-
derstanding of the underlying dynamics of physical sys-
tems. Data-driven modeling of port-Hamiltonian systems
remains an open problem, particularly for nonlinear sys-
tems. In this talk, we look at the recent emergence of
scientific machine learning techniques for learning port-
Hamiltonian systems. More specifically, we compare be-
tween different architectures for learning port Hamiltonian
systems from data and discuss different strategies to enable
a more efficient training. Finally, we illustrate our results
with different examples of physical systems.
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Gaussian-Process-Based Parametric Latent Dy-
namics Modeling of Shock-Induced Pore Collapse
Process

Shock-induced pore collapse is a key mechanism for var-
ious applications in science and engineering, such as tar-
geted drug delivery, shock lithotripsy and heterogeneous
energetic (HE) materials. Much efforts have been dedi-
cated to establish high-fidelity numerical models for predic-
tion, though they are computationally expensive. This ne-
cessitates surrogate reduced-order models for multi-query
applications, such as design optimization and uncertainty
quantification. In this work, we study the use of a
Gaussian-process-based parametric latent dynamics learn-
ing method. Learning the pore collapse dynamics is chal-
lenging in that the training data is scarce and furthermore
the latent dynamics changes depending on the pore shape
and location. In order to tackle this challenge, the un-
certain latent dynamics at an unknown parameter point is
calibrated with Gaussian process based on latent dynamics
learned at sample points. Another important quantity of
interest is the evolution of the discontinuous pore interface
moving along the space. In order to accurately track the
pore, the latent-space autoencoder is augmented with pore
indicator decoding. Compared to standard multi-layer per-
ceptron, the augmented autoencoder showed its superior-
ity in accurately capturing both the pore interface and HE
temperature. On reproductive cases, the trained latent
dynamics is able to achieve more than a thousand times
speed-up, while maintaining less than 1% error.
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Entropy Consistent Generative Models for Physics
Simulations Using Stochastic Interpolants

Despite the massive potentials of generative models, there
is quite limited work being done in the area of applying
such models to physics simulations. This is due to chal-
lenges in achieving efficient inference times while maintain-
ing physical consistency. In this work, we address these
challenges by leveraging the stochastic interpolant frame-
work as a generative model with entropy consistency incor-
porated. In this framework one aims to learn a stochastic
differential equation (SDE) that maps samples from one
distribution to another by defining a stochastic interpola-
tion between the two distributions, which is then used to
train a drift term in the SDE. In contrast to the widely used
denoising diffusion probabilistic models, which are limited
to Gaussian priors, the stochastic interpolant framework
can map samples between arbitrary distributions. This
makes the method more computationally efficient as ap-
propriate priors can be chosen. For physics simulations,
the target distribution is the conditional distribution of
a system’s state given an initial state. By applying this
approach autoregressively, we can generate complete tra-
jectories, accounting for the inherent uncertainty by pro-
ducing multiple plausible outcomes from the same initial
condition. The incorporation of entropy consistency en-
sures that all generated trajectories adhere to the laws of
physics. We demonstrate the effectiveness of our method
with examples from fluid dynamics.
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Rigorous a-Posteriori Error Estimation for Scien-
tific Machine Learning: a Control-Theoretical Per-
spective

Physics-informed neural networks (PINNs) leverage knowl-
edge by incorporating the underlying dynamical system
into the loss function during the learning to enhance the
data-driven machine learning approach. Access to the dif-
ferential equation allows for a rigorous a posteriori error
estimation framework. When dealing with a partial differ-
ential equation, the error estimator has to reflect three er-
ror sources: (i) approximation of the differential equation,
(ii) approximation of the initial value, and (iii) approxima-
tion of the boundary conditions. While the first two in-
gredients are standard in residual-based error estimation,
particular care has to be given to the latter. In this work,
we present a semigroup approach combined with input-to-
state stability to derive the error estimator. The required
grown constants and growth functions are then determined
by a classical approximation step for which we prove con-
vergence. If the boundary error is sufficiently smooth - a
reasonable assumption in the context of PINNs - then the
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computation can be further simplified via a homogeniza-
tion argument. We illustrate our theoretical findings on
a numerical toy problem and a challenging poroelasticity
problem on the geometry of a human brain.
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Applications of Order Value Optimization in Ma-
chine Learning

In order value optimization (OVO), given a collection of
functions fi’s, i = 1, ..., n, one is concerned with minimiza-
tion of the sum of m point-wise smallest functions. When
m = 1 and m = n, the problem reduces to the commonly
studied problems of minimizing the point-wise minimum
of functions and the point-wise maximum of functions, re-
spectively. So far, OVO has been applied in several do-
mains, including that of optimization formulations in fi-
nance. However, to date, its usage in the domain of ma-
chine learning has not been sufficiently explored. OVO
exhibits several potential advantages in machine learning,
including: 1) cost-effectiveness - the number of calculations
is reduced due to the usage of only a subset of the collection
of the functions; and 2) amenability to noisy and outlier
data scenarios, since the influence of outliers in the data is
diminished by considering only m smallest function values.
In this talk, we provide an overview of convergence results
in OVO. Specifically, the presented OVO method converges
to the critical points of objective function. In addition,
we point to its relationship with existing machine learn-
ing methods such as tilted empirical risk minimization and
superquantile minimization. Moreover, we provide several
numerical studies that show the potential of OVO in ma-
chine learning problems with outlier and noisy data.
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Efficient Component Libraries for the Design of

Boundary Integral Equation Solvers

Imagine wanting to write your own bespoke integral equa-
tion solver from scratch. It would require management
of surface grids, quadrature rules, basis functions, fast di-
rect evaluation of Green’s functions (ideally with SIMD on
ARM and Intel), sparse and dense linear algebra, all the
way up to implementation of Fast Multipole Methods or
other fast solver techniques. These libraries should be able
to talk to each other and be easy to install and deploy. In
this talk we discuss our own experience in splitting up our
own integral equation solver into small component libraries
that can be independently used, and have well defined C
interfaces that allow integration into high-level languages.
The goal is to allow users to pick and choose what com-
ponents they need, and to create a low-level platform that
makes it easy to implement novel integral equation formu-
lations and technologies without needing to reinvent the
wheel each time.
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Faster Evaluation of Line Expansions of Layer Po-
tentials Using Recurrence Relations

We present a method to symbolically generate recurrence
relations for derivatives of Green’s functions under an as-
sumption of radial symmetry. These recurrence relations
can be used to evaluate Taylor expansions of the kernel
which are relevant in the context of QBX, a method for
the evaluation of the singular integrals occurring in layer
potentials. Unlike naive symbolic computation, our process
results in linear complexity with respect to the expansion
order. We provide data on the flop count and efficiency
results of our recurrence generator in the context of evalu-
ating Taylor expansions. We then give experimental results
when these recurrences are integrated into the already ex-
isting QBX method for layer potential evaluation.
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Code-Verification Techniques for Electromagnetic
Surface Integral Equations

Code verification is an important step towards establish-
ing the credibility of the results of computational physics
codes by assessing whether the underlying numerical meth-
ods have been correctly implemented. The discretization of
differential, integral, or integro-differential equations nec-
essarily incurs some truncation error, and thus the approx-
imate solutions produced from the discretized equations
will incur an associated discretization error. If the solution
to the problem is known, a measure of the discretization
error may be evaluated directly from the approximate so-
lution. The code may be verified by examining the rate at
which the error decreases as the discretization is refined,
thereby verifying the observed order of accuracy of the dis-
cretization scheme is the expected order of accuracy. Elec-
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tromagnetic surface integral equations yield many code-
verification challenges due to the various sources of nu-
merical error and their possible interactions. These error
sources arise from the use of basis functions to approximate
the solution, quadrature to numerically integrate, and pla-
nar elements to represent curved surfaces. In this work, we
provide approaches to separately measure the numerical
errors arising from these different error sources using man-
ufactured solutions. We demonstrate the effectiveness of
these approaches for cases with and without coding errors.

Brian A. Freno
Sandia National Laboratories
bafreno@sandia.gov

MS72

Chunkie: a Matlab Integral Equation Toolbox

chunkIE is MATLAB package for prototyping integral
equation methods in two dimensions. It includes support
for the solution of Laplace, Helmholtz, Stokes, Yukawa,
and elasticity boundary value problems. The package also
includes support for handling corners, and multiple junc-
tion interfaces, coupling to fast multipole methods when-
ever available, and to fast direct solvers using the Fast lin-
ear algebra package in MATLAB (FLAM). In this talk,
we will discuss the software architecture of chunkIE and
demonstrate its capabilities through several examples.
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Diffusion-Based Image Reconstruction for
Position-Blind Ptychography

Ptychography is a type of coherent diffraction imaging
which uses a strongly coherent X-ray source from a syn-
chrotron to reconstruct high resolution images. By shifting
the illumination source, it exploits redundancy of multiple
diffraction patterns to robustly solve the related phase re-
trieval problem. The shift parameters are often subject to
uncertainty and introduce additional ill-posedness in the
reconstruction task. Motivated by applications in single
particle imaging, we consider the extreme task of entirely
unknown shifts, which have to be recovered jointly with the
image. The resulting blind inverse problem requires care-
ful regularisation. We explore the ability of learned priors,
encoded by a score-based diffusion model, to jointly solve
the reconstruction problem and recover the scan positions.
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Multi-Scale Latent Space Dynamics Identification

We propose multi-scale parametric Latent Space Dynam-
ics Identification (mLaSDI), a data-driven reduced-order
modeling framework for problems which exhibit multi-scale
features. LaSDI has successfully been applied to build
reduced-order models of many different partial differen-
tial equations which have some parametric dependence.
Since its recent inception, there have been many variants of
LaSDI to make some improvements. These methods typi-
cally follow the same general algorithm. First, we compress
the data to a low-dimensional latent space using an autoen-
coder. Then, we use the sparse identification of nonlinear
dynamics (SINDy) algorithm to find linear ordinary differ-
ential equations (ODEs) with approximate the latent space
for each simulation. Given a new parameter, we then in-
terpolate and evolve the ODEs to make rapid predictions.
However, the autoencoder may have reconstructing data
with multiple scales. Additionally, using linear ODEs in
the latent space restricts the behaviors we are able capture
while higher order ODEs are less stable and harder to in-
terpolate. To address these issues, we introduce mLaSDI.
Simply by using successive linear approximations of the
latent space, we can capture significantly more behaviors
in the latent space compared to LaSDI. This allows us to
extend the LaSDI framework and build accurate reduced-
order models for more problems where LaSDI performs
poorly.
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Physically-Consistent Flow Matching – a Paradigm
for Data Generation in Physical Systems and Den-
sity Estimation

Generative models have shown significant promise in ap-
plications such as computer vision, natural language pro-
cessing, and climate modeling. This work presents a flow-
based generative modeling approach for data generation
and probability density estimation in physical systems.
This technique integrates flow-based models with physical
constraints to ensure that generated samples and density
estimates respect the underlying laws governing the sys-
tem. In contrast to the widely used Diffusion models and
continuous-time normalizing flows, our approach has the
following notable advantages. First, likelihood evaluation
is not required, thereby accelerating model training. Sec-
ond, exact density estimation is possible by solving the
probability density transport equation. We demonstrate
the framework by generating physically consistent solutions
to the Darcy flow problem. We also present an application
of our framework to Bayesian optimal experimental de-
sign, where highly expressive variational distributions can
be constructed using conditional flow matching to estimate
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the expected information gain.
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Entropy-Consistent Reduced-Order Models for
Compressible Flow

In this work we propose a novel method to ensure im-
portant entropy inequalities are satisfied semi-discretely
when constructing reduced order models (ROMs) on non-
linear reduced manifolds. We are in particular interested
in ROMs of systems of nonlinear hyperbolic conservation
laws. The so-called entropy stability property endows the
semi-discrete ROMs with physically admissible behaviour.
The method generalizes earlier results on entropy-stable
ROMs constructed on linear spaces. The ROM works by
evaluating the projected system on a well-chosen approx-
imation of the state that ensures entropy stability. To
ensure accuracy of the ROM after this approximation we
locally enrich the tangent space of the reduced manifold
with important quantities. Using numerical experiments
on some well-known equations (the inviscid Burgers equa-
tion, shallow water equations and compressible Euler equa-
tions) we show the improved structure-preserving proper-
ties of our ROM compared to standard approaches and
that our approximations have minimal impact on the ac-
curacy of the ROM. We additionally generalize the recently
proposed polynomial reduced manifolds to rational polyno-
mial manifolds and show that this leads to an increase in
accuracy for our experiments.
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MS74

Entropy Stable Reduced Order Modeling of Non-
linear Conservation Laws Using Discontinuous
Galerkin Methods

We generalize the construction of entropy stable reduced
order models (ES-ROMs) for nonlinear conservation laws
from finite volume methods (FVM) to high order dis-
continuous Galerkin (DG) methods. This generalization
preserves entropy stability while advancing the hyper-
reduction steps by introducing new weighted test basis,
utilizing the Caratheodory pruning for the hyper-reduction
of boundary conditions, and implementing domain decom-
position (DD).

Ray Qu, Jesse Chan
Rice University
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MS75

Multi-Domain EncoderDecoder Neural Networks

for Efficient Reduced Order Data Assimilation

The first part of my talk introduces TorchDA, a novel
Python package designed for non-explicit observation op-
erators and GPU-accelerated data assimilation. Handling
complex, high-dimensional systems is challenging due to
the computational intensity and difficulty in defining ob-
servation functions. TorchDA integrates deep neural net-
works into data assimilation, serving as models for state
transitions and observations. It includes Kalman Filter,
EnKF, 3DVar, and 4DVar algorithms, offering flexible al-
gorithm selection. Testing on the Lorenz 63 model and a
2D shallow water system shows significant performance im-
provements, effectively mapping between different physical
spaces and providing a versatile tool for complex dynami-
cal systems. The second part of my talk focuses on latent
data assimilation for high-dimensional systems, where full
space assimilation is computationally prohibitive. Latent
methods operate in a reduced-order space but struggle with
complex, nonlinear mappings. Recent advancements like
Generalised Latent Assimilaiton (GLA) and Latent Space
Data Assimilation (LSDA) address these issues but add
computational costs and uncertainties. To overcome this,
I present MEDLA, a deep-learning-based framework that
uses a shared latent space to reduce computational de-
mands and improve accuracy by minimizing interpolation
errors. MEDLA consistently outperforms state-of-the-art
methods in managing multi-scale data and complex map-
pings.
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MS75

Local KarhunenLove Approximation of Global
Gaussian Samples

For Bayesian inference, such as that applied to modeling in-
compressible flow, localizing the sampling strategy for the
construction of the prior distribution has shown promise
constraining the inherent variability of the posterior distri-
bution. Specifically, the physical domain of the problem is
decomposed into partitions, with sampling taking place in
each subdomain. We investigate the approximation prop-
erties of localized Karhunen-Leve (KL) eigenfunctions in
representing global Gaussian field samples, which are con-
structed from the KL expansion (KLE) of the global prob-
lem. For a given global sample, we assess two parameters:
the number of subdomains (N) and the dimension of the
local KLEs (LD). Aiming to design efficient Markov Chain
Monte Carlo (MCMC) methods, we focus on optimizing N
and LD and employing projection to reduce discrepancies
at the interface between adjacent subregions. We assess
the quality of the approximation of global samples via two
criteria: (i) least squares errors and (ii) the number of iter-
ations for convergence of the multiscale MCMC methods.
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MS75

An Efficient Reduced-Order Model Based on Dy-
namic Mode Decomposition for Parameterized
Pdes

Dynamic mode decomposition (DMD), as a data-driven
method, has been frequently used to construct reduced-
order models (ROMs) due to its good performance in time
extrapolation. However, existing DMD-based ROMs suf-
fer from high storage and computational costs for high-
dimensional problems. To mitigate this problem, we de-
velop a new DMD-based ROM, i.e., TDMD-GPR, by com-
bining tensor train decomposition (TTD) and Gaussian
process regression (GPR), where TTD is used to decom-
pose the high-dimensional tensor into multiple factors, in-
cluding parameter-dependent and time-dependent factors.
Parameter-dependent factor is fed into GPR to build the
map between parameter value and factor vector. For any
parameter value, multiplying the corresponding parameter-
dependent factor vector and the time-dependent factor ma-
trix, the result describes the temporal behavior of the spa-
tial basis for this parameter value and is then used to train
the DMD model. In addition, incremental singular value
decomposition is adopted to acquire a collection of impor-
tant instants, which can further reduce the computational
and storage costs of TDMD-GPR. The comparison TDMD
and standard DMD in terms of computational and storage
complexities shows that TDMD is more advantageous. The
performance of the TDMD and TDMD-GPR is assessed
through several cases, and the numerical results confirm
the effectiveness of them.
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A Non-Overlapping Optimization-Based Domain
Decomposition Approach to Model Order Reduc-
tion of Fluid Flows

We present a model order reduction procedure to efficiently
and accurately solve fluid-structure interaction problems.
Our approach leverages a non-overlapping optimization-
based domain decomposition technique to determine the
control variable that minimizes jumps across the interfaces
between sub-domains. To solve the resulting constrained
optimization problem, we propose a sequential quadratic
programming method, which effectively transforms the
constrained problem into an unconstrained formulation.
Furthermore, we integrate model order reduction tech-
niques into the optimization framework, to speed up com-
putations. Numerical results are presented to demonstrate
the validity and effectiveness of the overall methodology.
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MS76

Bayesian Optimization for Scientific Applications

Bayesian Optimization is a powerful technique for ef-
ficient optimization of black box functions, with many
applications in the sciences. This talk will provide an
overview of Bayesian Optimization, including important
recent methodological advancements in areas such as multi-
objective, multi-fidelity, and high-dimensional problems,
and illustrate those using various scientific applications,
including nuclear fusion, particle accelerator design, optics
and sustainable concrete. This talk will also discuss soft-
ware for Bayesian optimization and key open challenges.
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Gray-Box Bayesian Optimization in Function
Spaces Using NEON - Neural Epistemic Operator
Networks

Bayesian Optimization (BO) is a field of machine learn-
ing that aims to optimize a hard-to-compute function f
in a sample-efficient way without access to gradients. This
framework requires building probabilistic surrogate models
to learn the behavior of f from data, often in a black-box
manner. However, for many problems in science and engi-
neering, there is additional information about the structure
of f that can be exploited to produce more accurate and
reliable surrogate models, replacing the ’black-box’ nature
with a ’gray-box’ one. In this talk, I will briefly describe
the composite BO framework and how it can be helpful for
many problems in the real world. I will also talk about my
new paper (https://www.nature.com/articles/s41598-024-
79621-7), where we exploit the compositional structure of
problems in science and engineering to create Neural Epis-
temic Operator Networks (Neon, for short), which allow for
efficient BO in very high dimensions, including potentially
infinite-dimensional cases of function spaces.
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MS76

Lucie: A Lightweight Uncoupled Climate Emulator
with Long-Term Stability and Physical Consistency
for O(1000)-Member Ensembles

We present LUCIE, a data-driven atmospheric emulator
that remains stable during autoregressive inference for a
thousand of years with minimal drifting climatology. LU-
CIE was trained using 9.5 years of coarse-resolution ERA5
data, incorporating 5 prognostic variables, 2 forcing vari-
ables, and one diagnostic variable (6-hourly total precipi-
tation), all on a single A100 GPU over a two-hour period.
LUCIE autoregressively predicts the prognostic variables
and outputs the diagnostic variables similar to AllenAIs
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ACE climate emulator. Unlike all the other state-of-the-art
AI weather models, LUCIE is neither unstable nor does it
produce hallucinations that result in unphysical drift of the
emulated climate. The low computational requirements of
LUCIE allow for rapid experimentation including the de-
velopment of novel loss functions to reduce spectral bias
and improve tails of the distributions. Furthermore, LU-
CIE does not impose true sea-surface temperature (SST)
from a coupled numerical model to enforce the annual cy-
cle in temperature. We demonstrate the long-term cli-
matology obtained from LUCIE as well as subseasonal-to-
seasonal scale prediction skills on the prognostic variables.
LUCIE is capable of 6000 years of simulation per day on
a single GPU, allowing for O(100)-ensemble members for
quantifying model uncertainty for climate and ensemble
weather prediction.
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MS76

Estimating Predictive Uncertainties of Neural Op-
erators As Simulators of Oil Reservoirs Flows

Optimizing oil exploitation in underground reservoirs re-
quires previous knowledge of the undersurface geology
(leading to uncertainties in the modeling) and high-fidelity
computer models. It involves complex multi-phase flows
within a subsurface heterogenous medium, and its opera-
tional optimization and design rely on very expensive com-
putational simulations. In order to cope with that, Scien-
tific Machine Learning Surrogates [1] have been used, lead-
ing to affordable and accurate predictions on proper time.
A critical component of reliable predictions is the ability
to provide uncertainty quantification. Here, we system-
atically estimate uncertainties in such predictions due to
building surrogates with limited data [2]. We concentrate
the study on Fourier Neural Operators tailored for , and
some specific geological scenarios are explored, employing
different concepts and algorithms for quantifying epistemic
uncertainty [2]. References: [1] Gege Wen, Zongy Li, Kam-
yar Azizzadeneshel, Anima Anandkumar, Sally M. Benson.
U-FNOAn enhanced Fourier neural operator-based deep-
learning model for multiphase flow. Advances in Water Re-
sources, 163, 104180, 2022. [2] Apostolos F. Psaros, Xuhui
Meng, Zongren Zou, Ling Guo, George E. Karniadakis,
Uncertainty quantification in scientific machine learning:
Methods, metrics, and comparison. Journal of Computa-
tional Physics, 477, 111902, 2023
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MS77

AI Techniques for Multi-site Extremes for Use in
Energy Systems Assessments

Inspired by recent extreme cold winter weather events in
North America caused by atmospheric blocking, we exam-
ine several probabilistic generative models for the entire
multivariate probability distribution of daily boreal winter
surface air temperature. We propose metrics to measure
spatial asymmetries, such as long-range anticorrelated pat-
terns that commonly appear in temperature fields during
blocking events. The model allows us to produce a con-
ditional sampling approach that can be paired with a risk
measure to address the inherent challenge in approximating
the risk of low-frequency events within a sampling based
approach. As a result, we present a model for spatially cor-
related, county-specific temperatures and a method to gen-
erate both unconditional and conditionally extreme tem-
perature samples from this model efficiently. We demon-
strate its consequences in a resource adequacy setting.
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Generative Latent Diffusion Model for Spatiotem-
poral Inflow Turbulence

Eddy-resolving turbulence simulations often require the
generation of stochastic inflow conditions. Traditionally,
recycling-based methods are used to obtain turbulent in-
lets, which involve performing high-fidelity, computation-
ally expensive simulations. Alternatively, synthetic inflow
turbulence generators have been developed to synthesize
inflow turbulence efficiently on-the-fly without precursor
simulations. However, these methods often struggle to ac-
curately replicate the coherent structures of true turbu-
lence. Recent advancements in deep learning (DL) have
provided new approaches for turbulent inlet generation.
Existing research has utilized sequence models to learn
dynamics from simulation data, but these deterministic
models tend to suffer from error accumulation over long-
term predictions. Probabilistic models, while potentially
more robust, are challenging to train and often lack gen-
eralizability across different flow conditions. Additionally,
most DL models fail to generate inflows that strictly ad-
here to physical laws, leading to turbulence decay at down-
stream. To address these challenges, we propose a DL
network that leverages divergence-free basis together with
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latent diffusion models (LDM). The turbulence statistical
distribution is learned by LDM in a latent space encoded
by the divergence-free basis. By enforcing the volume-
conservative property of incompressible flow, our approach
offers an effective turbulence generator applicable to vari-
ous flow conditions.
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Modeling Spatio-temporal Extremes with Condi-
tional Variational Autoencoders

Extreme weather events are widely studied in the fields of
agriculture, climatology, ecology, and hydrology, to name
a few. Enhanced scientific understanding of the spatio-
temporal dynamics of extreme events could significantly
improve policy formulation and decision-making within
these domains. We formulate a novel approach to model
spatio-temporal extremes by conditioning on a time se-
ries (e.g., the El Nino-Southern Oscillation (ENSO) index)
via a conditional variational autoencoder (extreme-CVAE).
The prominent alignment of extremal dependences show-
cases the model’s ability to be a spatio-temporal extreme
emulator. Along with a decoding path, a convolutional
neural network was built to investigate the relationship
between the time series dynamics and parameters within
the latent space, thereby inheriting the intrinsic temporal
dependence structures. An extensive simulation validated
the effectiveness and time efficiency of the model. We
conducted an analysis of the monthly precipitation data
which adequately demonstrates both the time efficiency
and model performance of our approach in real-world sce-
narios.
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Accelerating Phase Field Simulations Through a
Hybrid Adaptive Fourier Neural Operator with U-
Net

Computational simulation of phase field dynamics can
be prohibitively expensive when using standard numeri-
cal solvers. For example, high-fidelity simulations often
use very small time steps due to stability considerations,
which can become a bottleneck when the target quantities
of interest require predictions far out in time. To address
this challenge, we employ machine learning-based surro-
gate models to help predict key dynamics forward in time,
enabling predictions at time horizons far beyond what is
achievable through traditional methods alone. Specifically,
we propose U-AFNO, a novel model which incorporate a
special kind of vision transformers, Adaptive Fourier Neu-
ral Operators (AFNO), with a U-Nets backbone. We train
it to predict future states with much coarser time steps
thus encapsulating multiple high-fidelity steps within a sin-
gle surrogate evaluation. We show that our model is ca-
pable of predicting accurately chaotic phase-field dynamics
over long time roll-outs, and recovers key quantities of in-
terest describing the global phase field dynamics. Most
notably, we also show that our model predictions are sta-

tistically indistinguishable from simulations otherwise pre-
dicted by the numerical solver. Furthermore, we discuss
novel data augmentation strategies using generative models
to effectively alleviate the need for numerous high-fidelity
training data, while reducing prediction errors.
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Model Reduction for Kohn-Sham Density Func-
tional Theory

Density Functional Theory (DFT) is a formulation of the
electronics structure problem that offers a practical bal-
ance between computational complexity and accuracy. As
the predictive tool of choice for materials science applica-
tions, DFT codes account for a large fraction of the uti-
lization on many supercomputing systems. However, the
high computational cost associated with the solution of
the DFT equations poses a significant limitation for prac-
tical quantum molecular dynamics (MD) simulations, nec-
essary to obtain meaningful inference for many realistic
systems. To address this limitation, we investigate data-
driven strategies which combine linear scaling algorithms
for DFT and reduced order models (ROMs), constrained
by the physics, to enable the exploration of intrinsic low
dimensional subspace and manifold through data. Combin-
ing ROMs with DFT provides a natural way to incorporate
physics through the underlying PDE with favorable impli-
cations for error control, yielding low computational cost,
yet high fidelity solutions. In this talk, we will present the
data-driven strategies and numerical results on prototype
problems which exhibit the technical difficulties posed by
Kohn-Sham Density Functional Theory.
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Transformer Models in Continuum Mechanics

Transformer models have gained popularity as solvers of
partial differential equations because their attention mech-
anisms can be easily transferred to spatio-temporal data.
We use the vision transformer architecture along with axial
and cross attention to learn spatio-temporal dynamics from
large scale direct numerical simulation data in continuum
solid mechanics. It is of interest to explore the extension of
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recent results suggesting that pre-training on multiphysics
simulations leads to higher performance upon focused fine
tuning, as well as to study the limits of inference with this
framework.

Rahul Gulati, Benjamin Jasperson
University of Southern California
rahulgul@usc.edu, bjaspers@usc.edu

Krishna Garikipati
Aerospace & Mechanical Engineering
University of Southern California
garikipa@usc.edu

MS79

Learning Methods in Collective Motion

Interacting particle systems, also known as agent-based
models, are utilized to study a wide range of physical phe-
nomena across multiple scales; examples include the col-
lective motion of bacteria, the flocking of birds and other
animal species, and the coordination of mobile networks.
Most such systems exhibit a form of emergence: local in-
teractions leading to large-scale coordination. A funda-
mental scientific question is thus discovering local interac-
tion laws which lead to observed behavior. To answer this
question we consider a general model structure based on a
distance based interaction kernel that can describe a wide
variety of interacting agent systems. We present a number
of machine learning methods that can be utilized to infer
the interaction kernel from trajectory data. Specifically,
we compare a number of non-parametric learning meth-
ods, including a novel neural ordinary differential equation
method. We also extend our framework to stochastic dif-
ferential equations, and present methods for learning drifts
in the presence of both known and unknown noise, and the
systems considered take a very general form. Many appli-
cations are demonstrated, demonstrating the ability of our
methods to learn interaction mechanisms from trajectory
data alone; models considered include the flocking of birds,
the schooling of fish, and cancer cell migration.
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Interacting Particle Systems on Networks: Joint
Inference of the Network and the Interaction Ker-
nel

Modeling multi-agent systems on networks is a fundamen-
tal challenge in a wide variety of disciplines. We jointly
infer the weight matrix of the network and the interaction
kernel, which determine respectively which agents inter-
act with which others and the rules of such interactions
from data consisting of multiple trajectories. The estima-
tor we propose leads naturally to a non-convex optimiza-
tion problem, and we investigate two approaches for its so-
lution: one is based on the alternating least squares (ALS)
algorithm; another is based on a new algorithm named op-
erator regression with alternating least squares (ORALS).
Both algorithms are scalable to large ensembles of data
trajectories. We establish coercivity conditions guarantee-
ing identifiability and well-posedness. The ALS algorithm
appears statistically efficient and robust even in the small
data regime but lacks performance and convergence guar-
antees. The ORALS estimator is consistent and asymp-
totically normal under a coercivity condition. We conduct

several numerical experiments ranging from Kuramoto par-
ticle systems on networks to opinion dynamics in leader-
follower models.
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Radius of Information for Two Intersected Cen-
tered Hyperellipsoids and Implications in Optimal
Recovery from Inaccurate Data

For objects belonging to a known model set and observed
through a prescribed linear process, we aim at determin-
ing methods to recover linear quantities of these objects
that are optimal from a worst-case perspective. Working
in a Hilbert setting, we show that, if the model set is the
intersection of two hyperellipsoids centered at the origin,
then there is an optimal recovery method which is linear.
It is specifically given by a constrained regularization pro-
cedure whose parameters can be precomputed by semidefi-
nite programming. This general framework can be applied
to several scenarios, including the two-space problem and
problems involving l2-inaccurate data. It can also be ap-
plied to the problem of recovery from l1-inaccurate data.
For the latter, we reach the conclusion of existence of an
optimal recovery method which is linear, again given by
constrained regularization, under a computationally verifi-
able sufficient condition.
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Imaged-based Modeling for Cardiac Physiology

This talk will describe our efforts to construct imaged-
based computer models of cardiac physiology. We will fo-
cus on an application in pediatric cardiology related to de-
fective coronary artery anatomy. Models are constructed
from computed tomography data and boundary conditions
are estimated from cardiac catherization data. Attention
will be paid to how one might define the ”model valida-
tion” in this context and how one can use surrogate models
for calibrating boundary condition parameters to available
clinical data.
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Comparing Image Reconstructions of Different
Methods for Simulated Eit Data

Electrical Impedance Tomography (EIT) is a portable, in-
expensive, noninvasive imaging system that does not use
ionizing radiation. Due to these properties, EIT has been
of great interest for many different medical applications. In
practice, electrodes are attached to a patient’s body where
current is applied, and the resulting voltage is measured
to reconstruct internal electrical properties. However, the
EIT inverse problem is severely ill-posed due to the limited
amount of measurements from the partial boundary data,
and aggressive changes in the electrical properties inside
the body cause regularization difficulties. Here, we will
compare both non-iterative and iterative methods, as well
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as machine learning methods, to improve image reconstruc-
tions. These methods will be compared using simulated
data with anomalies placed in varying locations.
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An Accurate Method of Fundamental Solutions for
Large and Dense Particle Systems in Stokes Flow

The Stokes mobility and resistance problems for rigid par-
ticles in viscous fluids have broad applications in both nat-
ural processes and industrial contexts and are important in
the study of transport or diffusion processes, rheology and
nonlinear shear thickening. Hydrodynamic interactions be-
tween particles are challenging to determine, as they are
simultaneously long-ranged and expensive to resolve for
dense suspensions. The latter is caused by near-singular
lubrication forces resulting from close-to-touching bodies
in relative motion. With the aim of controlling the accu-
racy for dense suspensions with a computationally cheap
method, we present a new technique for the two prob-
lems that combines the method of fundamental solutions
(MFS) with the method of images. For rigid spheres, we
propose to represent the flow using fundamental solutions
(Stokeslets) located on interior spheres, augmented by lines
of image sources adapted to each near-contact to resolve
lubrication. Source strengths are found by a least-squares
solve at contact-adapted boundary collocation nodes. In
the talk, we also discuss efficient preconditioning. The re-
sulting well-conditioned schemes are competing with state-
of-the art solvers tailored for spherical particles in Stokes
flow, yet are compatible also with other smooth particle
shapes, and scale linearly in the number of objects. For
instance, a problem of 10,000 ellipsoids is solved to 5-digit
accuracy on a workstation in less than two hours.
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Parallel Set-Valued Rational Approximation for
PDEs

In the solution of (parametrized) PDEs and non-linear
eigenvalue problems from physics and engineering appli-
cations, often large sets of functions have to be approxi-
mated, containing singularities in either the spatial or fre-
quency domain. This typically results in a prohibitively
large computational and memory cost. Both can be re-
duced by switching to set-valued approximation. Here,
we present a fast and parallel set-valued rational approxi-
mation algorithm for (parametrized) PDEs. Our method,
called PQR-AAA, is a set-valued variant of the Adaptive
Antoulas Anderson (AAA) algorithm, accelerated by us-
ing local approximate orthogonal bases obtained from a
truncated QR decomposition. We demonstrate its con-
nection to interpolative decompositions and present var-

ious theoretical insights. We focus in particular on gluing
together separate approximations built in parallel, while
maintaining prescribed accuracy. We demonstrate both
theoretically and numerically this method’s accuracy and
effectiveness. Various reference problems and real-world
3D applications are presented. This talk is based on joint
work with Daan Huybrechs and Karl Meerbergen.
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Computing Greens Functions Using Recurrences

Singular and nearly sing8lar integrals involving Cauchy and
log kernels of weighted orthogonal polynomials solve sim-
ple three-term recurrences. By a careful choice between
forward recurrence and (F.W.J.) Olver’s algorithm we can
efficiently and accurately compute these singular integrals,
arbitrarily close or even on the element. These techniques
extend to log kernel integrals on the square where one needs
to simultaneously utilise two bivariate recurrence relation-
ships.
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Recursive Reduction Quadrature for the Evalua-
tion of Laplace Layer Potentials in Three Dimen-
sions

A high-order quadrature rule is constructed for the evalua-
tion of Laplace single and double layer potentials and their
normal derivatives on smooth surfaces in three dimensions.
The construction starts from a harmonic approximation
of the density on each patch that admits a natural har-
monic polynomial extension in a volumetric neighborhood
of the patch. Then by the general Stokes theorem, singu-
lar and nearly singular surface integrals are reduced to line
integrals preserving the singularity of the kernel. These
singularity-preserving line integrals can be evaluated semi-
analytically by the singularity-swap quadrature involving
a complex-valued parameter root finding for the given tar-
get and polynomial approximation of the smooth part on
the boundary of the patch. In other words, the evaluation
of singular and nearly singular surface integrals is reduced
to function evaluations on the vertices on the boundary
of each patch. The recursive reduction quadrature largely
removes adaptive integration that is needed in most exist-
ing high-order quadratures for singular and nearly singular
surface integrals, leading to improved efficiency and robust-
ness.

Hai Zhu
Flatiron Institute
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MS81

Low-Rank Methods for Nonlinear Equations

Recently there has been a growing interest in low-rank
methods for solving matrix and tensor differential equa-
tions. Traditional approaches to computing low-rank solu-
tions require the equation of interest to be expressible in
a low-rank format. However, many equations, particularly
nonlinear ones, do not fit into this framework. To overcome
this challenge, we introduce novel algorithms that leverage
sparse sampling techniques to compute low-rank solutions
to nonlinear differential equations. We will demonstrate
the effectiveness of these methods through various numer-
ical applications.

Alec Dektor
Lawrence Berkeley National Laboratory
adektor@lbl.gov

MS81

The Runge-Kutta Sparse Grid Discontinuous
Galerkin Method with Stage-Dependent Mesh for
Transport Equations

In this talk, we present a class of Runge-Kutta (RK) sparse
grid discontinuous Galerkin (DG) methods with stage-
dependent mesh for transport equations. The new method
extends beyond the traditional method of lines framework
and utilizes stage-dependent sparse grid DG finite element
spaces for the spatial discretization operators. It features
fewer floating-point operations and may achieve larger time
step sizes. Numerical tests for transport problems in high
dimensions are provided to demonstrate the performance
of the new method.

Juntao Huang
Texas Tech University
juntao.huang@ttu.edu

MS81

On Asymptotic-Preserving Dynamical Low-Rank
Approximation for Thermal Radiative Transfer

In recent years, dynamical low-rank approximation
(DLRA) has gained popularity for efficiently handling high-
dimensional kinetic equations. Especially the flexibility
provided by basis-update & Galerkin (BUG) integrators
has allowed the construction of numerical schemes that
account for a wide range of properties. In this work,
we are interested in constructing a low-rank scheme using
the parallel BUG integrator that, on a discrete level, pre-
serves the long-timescale dynamics of the thermal radiative
transfer (TRT) equations. Numerical schemes that do so
consistently, stably, and efficiently are called asymptotic-
preserving (AP) schemes. TRT equations are used to
model the formation of thermal radiation fronts propagat-
ing in a cold medium and observed in phenomena like su-
pernova explosions, star formations, and radiation emitted
from a Hohlraum striking a fusion target. On a long time
scale, they converge to the non-linear diffusion-type PDE
called the Rosseland equation. The key challenges for con-
structing an AP scheme for the TRT equations, that cap-
tures the limiting Rosseland equation, lie in choosing an
appropriate low-rank ansatz and ensuring that the trun-
cation step preserves the range space of the substeps. We
propose a low-rank AP scheme based on a macro-micro

ansatz of the particle density and a range-preserving trun-
cation step. The proposed scheme is shown to be energy-
stable with a CFL condition that is independent of the
Knudsen number in the limiting case.

Chinmay Patwardhan
Karlsruhe Institute of Technology
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MS81

A Hybrid Amr Tensor-Train Algorithm for Solving
the 2D3V Boltzmann-Bgk Equation

The Boltzmann equation describes the time evolution of a
particle distribution function in a six-dimensional position-
velocity phase space. The exponential growth in com-
putational complexity often challenges a grid-based ap-
proach to modeling the Boltzmann equation as the di-
mensionality grows. Scalable low-rank tensor decompo-
sition techniques have recently been developed with ap-
plications to high-dimension PDEs to address this issue.
Despite the remarkable progress made in the commu-
nity, low-rank structures in the phase-space are not evi-
dent in realistic engineering systems with complex geome-
tries (e.g., electric propulsion systems and fusion reactors),
where discontinuities, shocks, complex boundary condi-
tions, and material-dependent physics (e.g., collisions, fu-
sion reactions, ionization/excitation, charge-exchange pro-
cesses) pose formidable challenges. In this talk, we propose
a novel hybrid algorithm where quad-tree adaptive mesh
refinement (AMR) is applied in real space while a low-
rank tensor-train approximation is applied in the velocity
space. The AMR algorithm efficiently handles challenges
pertaining to complex structures in real space, while the
tensor-train formulation targets dimensionality challenges
in the velocity space. We present preliminary results on the
new algorithm applied to challenging multi-dimensional gas
kinetics problems.

William T. Taitano
Los Alamos National Laboratory
taitano@lanl.gov
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MS82

GPU-Accelerated Vecchia Algorithms for Scalable
Gaussian Process Modeling with Batched Matrix
Computations

Gaussian Processes (GPs) are widely used in geospatial
analysis but face significant computational challenges when
applied to large datasets, primarily due to the need to
invert n x n covariance matrices, where n represents the
number of spatial locations. Approximation techniques,
such as low-rank and sparse methods, have been devel-
oped to address this issue, with the Vecchia approximation
standing out as one of the most promising approaches.
This study introduces parallel GPU implementations of
the classic Vecchia method and newly proposed algorithms
- Block Vecchia and Scaled Vecchia - leveraging batched
matrix computations to enable efficient likelihood estima-
tion in Maximum Likelihood Estimation (MLE). The Block
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Vecchia algorithm evaluates multivariate conditional like-
lihoods for location blocks in parallel, offering improved
scalability, efficiency, and reduced storage requirements for
large-scale problems compared to the classic Vecchia ap-
proach. Meanwhile, the Scaled Vecchia algorithm improves
accuracy in high-dimensional problems. This study makes
several key contributions. (1) It demonstrates significant
speedups for the classic, Block, and Scaled Block Vecchia
algorithms on various GPUs; (2) The Block Vecchia al-
gorithm improves modeling accuracy by using larger con-
ditioning sizes and block counts, outperforming the clas-
sic Vecchia approach; (3) The Block Vecchia algorithm
achieves substantial computational speedups, up to 80
faster than the classic Vecchia method, without any loss
in accuracy; (4) The Block Vecchia algorithm exhibits en-
hanced scalability, effectively handling problems that are
40 larger than those manageable by the classic algorithm;
(5) The scaled block Vecchia algorithm addresses high-
dimensional problems that were previously infeasible to
solve using the classic or Block Vecchia approaches. Ex-
periments were performed to evaluate accuracy using sta-
tistical methods on synthetic and real datasets and perfor-
mance assessments on single and multiple GPUs.

Sameh Abdulah
Extreme Computing Research Center (ECRC)
King Abdullah University of Science and Technology
sameh.abdulah@kaust.edu.sa

MS82

Engineering Fast Kernels for Rotation-Equivariant
Deep Neural Networks

Rotation-equivariant deep neural networks, i.e. networks
that preserve certain geometric relationships between their
inputs and outputs, achieve state of the art performance
on interatomic potential calculations. A core calculation
in these networks is the Clebsch-Gordon tensor product,
a kernel that multiplies a highly-structured sparse matrix
against a Kronecker product of two dense feature vectors.
Due to its low arithmetic intensity and irregular data ac-
cess pattern, the kernel remains a significant obstacle to
scaling equivariant networks to large workloads. We intro-
duce a sparse CUDA kernel generator for the CG tensor
product with performance matching or exceeding the best
existing open and closed-source implementations. To ac-
complish this, we used template metaprogramming to en-
gineer kernels that maximize instruction-level parallelism
while minimizing global memory transactions. We gener-
ate a computation schedule ahead of time to manage the
limited pool of GPU shared memory and offer operators
that fuse the CG tensor product with graph convolution.
We also provide kernels for the gradients of the CG ten-
sor product along with a novel mathematical identity to
compute higher-order partial derivatives. We provide up
to 5.4x inference-time speedup over the original version of
the MACE foundation model, with planned work to sup-
port new autograd frameworks and accelerators.
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MS82

Mixed Precision HODLR Matrices

In this talk, we demonstrate that off-diagonal blocks of
HODLR matrices that are approximated by low-rank ma-
trices can be represented in low precision without degen-
erating the quality of the overall approximation (with the
error growth bounded by a factor of 2). We also present
an adaptive-precision scheme for constructing and storing
HODLR matrices, and we verify that the use of mixed
precision does not compromise the numerical stability of
the resulting HOLDR matrix-vector product and LU fac-
torization. That is, the resulting error in these computa-
tions is not significantly greater than the case where we
use one precision (say, double) for constructing and stor-
ing the HOLDR matrix. Our analyses further give insight
into how one must choose the working precision in HOLDR
matrix computations relative to the approximation error to
mitigate the downside of finite precision.

Xinye Chen
Univerzita Karlova
Xinye.Chen@lip6.fr

MS82

Simulating Quantum Clifford Circuits with Gaus-
sian Elimination

Quantum circuits are considered more powerful than clas-
sical circuits but require exponential resource to simulate.
Clifford circuits are a special class of quantum circuits that
can be simulated in polynomial time but still show impor-
tant quantum effects such as entanglement. In this work,
we present an algorithm that simulates Clifford circuits by
performing Gaussian elimination on a modified adjacency
matrix derived from the circuit structure. By utilizing effi-
cient sparse Gaussian elimination algorithms, we expect to
achieve good performance on Clifford circuits with sparse
structures that are common in practice. Moreover, by rep-
resenting general quantum circuits using Clifford gates and
T gates, this algorithm could potentially accelerate general
quantum circuit simulation.

Yuchen Pang
Department of Computer Science
University of Illinois at Urbana-Champaign
yuchenp2@illinois.edu

MS82

Secure Peer-to-Peer Matrix Multiplication for
100+ Players

We describe secure multiparty computation (MPC) algo-
rithms for matrix multiplication. Our algorithms are mo-
tivated by the challenges of large networks of battery-
powered drones: many players, vulnerability to fail-stop
faults, and severe bandwidth limitations. Given shares of
two matrices distributed among a large number of play-
ers n, we describe an algorithm to compute shares of their
product. Our algorithm is scalable in n: each player sends
and receives amortized O(1) messages per matrix mul-
tiplication for O(vn) matrix multiplications. The algo-
rithm is private against coalitions of size T(vn) and tol-
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erates T(vn) fail-stop faults. We implement our matrix
multiplication algorithm using Cicada, a general-purpose
open-source MPC software library, and demonstrate that it
works well in practice as the engine of a privacy-preserving
linear regression method with n = 100.

Cynthia Phillips
Sandia National Laboratories
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MS83

Multi-Mesh Adaptive Finite Element Methods for
Kohn-Sham Eigenvalue Problem

The divide-and-conquer (DAC) method is a popular way
to reduce the computational cost in the solution of the
Kohn-Sham (KS) eigenvalue problem, which is commonly
implemented by the domain decomposition technique and
involves breaking down the computational domain into
smaller subdomains. In this work, we explore an alter-
native approach to the DAC method by splitting the KS
eigenvalue problem rather than the computational domain.
Specifically, we propose a splitting method that divides
the eigenpairs into groups and solves them on different ap-
proaching spaces. The splitting of the eigenpairs is based
on the regularity of the corresponding wavefunctions, and
the multi-mesh adaptive finite element method is employed
to tailor the discretized space for each group. Numerical
experiments validate the effectiveness and efficiency of the
proposed method.

Yang Kuang
School of Mathematics and Statistics
Guangdong University of Technology
ykuang@gdut.edu.cn

MS83

Inchworm-Based Simulation of Open Quantum
Systems with Tensor Networks

We study the dynamical simulation of open quantum spin
chains with nearest-neighbor coupling, where each spin
interacts with a harmonic bath. Building on our prior
research, we extend the inchworm method and modular
path integrals to handle both diagonal and off-diagonal
couplings. Our method first decouples the system into
single-spin problems, which are solvable via the inchworm
method. By structuring the data appropriately, we treat
each spins quantities as tensors, allowing us to connect indi-
vidual spins into a complete system using tensor operators.
Additionally, to reduce computational and memory costs
in long-time simulations, we apply tensor-train representa-
tion to efficiently represent the reduced density matrix of
the spin chains and employ the Transfer Tensor Method
(TTM) to avoid the exponential growth of computational
cost over time. Numerical tests on simple examples will be
conducted to validate our method.

Yixiao Sun
Department of Mathematics
National University of Singapore
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MS83

Tensor Neural Networks and Their Applications to
Eigenvalue Problems in Quantum Mechanics

In this presentation, we will introduce our recently pro-
posed Tensor Neural Network architecture and its applica-
tion to high-dimensional eigenvalue problems, especially to
eigenvalue problems in quantum mechanics. Tensor Neural
Networks are designed to avoid the dependence of numer-
ical integration on the Monte-Carlo scheme in loss func-
tions. By converting high-dimensional integration into one-
dimensional integration, high-dimensional integration can
be computed with high precision using classical numerical
integration formulas. The characteristics of TNN can sim-
plify computational complexity and significantly improve
the accuracy of neural network methods, making TNN far
more accurate than other methods, significantly when solv-
ing high-dimensional eigenvalue problems. We will show
the high accuracy of the TNN method for solving multi-
state problems in quantum mechanics and the prospect of
application in other issues. In addition, we will introduce
other researchers’ discussion of TNN. Finally, we will intro-
duce the implementation of the TNN structure efficiency
program and the corresponding algorithm.

Yifan Wang
School of Mathematical Sciences
Peking University
wangyifan1994@pku.edu.cn

MS83

A Gradient Flow Model for Wigner Ground State
Calculations Based on Density Functional Theory

In this talk, a gradient flow model is proposed for conduct-
ing Wigner ground state calculations of many-body system
in the framework of density functional theory. Firstly, a
gradient flow model is derived to obtain the ground state
Wigner function of one-body system. Subsequently, this
model is extended to many-body system within the con-
text of density functional theory. To ensure computa-
tional efficiency, the Fourier pseudo-spectral method and
an operator splitting method are introduced for numeri-
cal simulations. Two toy models are considered to vali-
date our approach, including the periodic extension of a
one-dimensional delta-interacting system with a local den-
sity approximation, and a three-dimensional system with
Coulomb interaction. Results from these two models suc-
cessfully demonstrate the potential of the method toward
large-scale systems and the system with defects.

Hongfei Zhan
School of Mathematical Sciences
Peking University
hfzhan@nus.edu.sg

MS84

Sparse, Empirically Optimized Quadrature for
Broadband Spectral Integration

Integration over the highly nonlinear electromagnetic spec-
trum dominates the expense of broadband radiative calcu-
lations, and climate and weather models require fast pa-
rameterizations to characterize the flow of energy through
the atmosphere. Though modern parameterizations are ef-
ficient and accurate, they are finely tuned for specific appli-
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cations and can be difficult to understand. Here we present
a data-driven quadrature scheme that approximates the
spectral flux integral by performing a weighted sum of
monochromatic calculations at a small subset of points.
This subset is chosen combinatorically via simulated an-
nealing, quadrature weights are found by solving a lin-
ear program, and both optimize the same cost function.
The cost function allows us to flexibly prioritize comput-
ing quantities of interest including flux and flux divergence
profiles in atmospheres with present day ranges in temper-
ature and gas concentration. Though trained on cloudless
profiles, the longwave (thermal) quadrature scheme extrap-
olates well to cloudy atmospheres. We update the opti-
mization procedure for shortwave (sunlight) calculations,
which must be robust to variations in solar zenith angle
and surface reflectivity while maintaining a small train-
ing dataset, and apply the approach to include variability
in all greenhouse gases for flexibility in different climate
scenarios. Together the results show data driven quadra-
ture offers a versatile and efficient alternative to traditional
methods.
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MS84

The Benefits of Embracing Complexity and Solv-
ing the Inverse 3D Radiative Transfer Equation for
Atmospheric Remote Sensing

Satellite remote sensing using shortwave radiation is a
powerful tool to measure the microphysical properties of
clouds. Operationally, 1D radiative transfer models are
employed to invert radiance measurements. These mod-
els neglect the interactions of multiple scattering with
cloud heterogeneities, resulting in systematic errors in ba-
sic quantities such as cloud optical thickness that can reach
-70% in heterogeneous, cumuliform clouds. The solution to
this issue is to solve the inverse 3D radiative transfer equa-
tion to retrieve the 3D microphysical properties of the at-
mosphere. This requires an increase in measurement infor-
mation content. Our approach is to utilize high-resolution,
multi-angle imagery to solve the non-linear scattering to-
mography problem using a fast approximation to the ad-
joint. We quantify the accuracy with which this problem
can be solved and describe the recent advances in the the-
ory of cloud remote sensing that have emerged through
exploration of this concept. We find that many of the nu-
merical challenges in our solution of the radiative transfer
equation in cloudy atmospheres, whether they are angu-
lar singularities in the source or the presence of spatial
variability, become our greatest allies in performing cloud
tomography. This is because they increase the informa-
tion content of the measurements in the face of the loss
of precision that occurs when inverting multiply scattered

radiation from optically thick clouds.
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MS84

Exploring Aerosol-Meteorology Interactions and
Radiative Forcing Through Measurement and
Model Integration

Recent changes in the global aerosol burden have signifi-
cantly altered aerosol direct radiative forcing (DRF), which
indicates aerosol influence on climate via perturbation of
the radiation budget. The DRFs estimated using the
Clouds and the Earth’s Radiant Energy System (CERES)
data show notable spatial and temporal variations of DRF
across the South and Southeast United States over recent
decades. The TRacking Aerosol Convection Interactions
Experiment (TRACER) provides a unique opportunity to
study aerosol processes that affect climate in the coastal
environment of the Southern Texas region. The changes in
DRF are considered to be primarily driven by changes in
anthropogenic activities associated with population growth
and urbanization. However, the effect of interactions be-
tween the aerosol environment and mesoscale meteorolog-
ical phenomena on DRF is less studied. A comprehensive
suite of measurement data is used to understand these pro-
cesses, complemented by detailed meteorological observa-
tions during the summer over the TRACER environment.
DRF is estimated using the measurement-informed Optical
Properties of Aerosols and Clouds (OPAC) software pack-
age and the Santa Barbara DISORT Atmospheric Radia-
tive Transfer (SBDART) radiative transfer model. Addi-
tionally, the WRF-Chem model simulations performed over
the southern Texas region further elucidate the impact of
meteorological phenomena and aerosol environment on the
DRF from local to regional scales.

Tamanna Subba
Brookhaven National Laboratory
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MS84

Angular-Spatial Hp-Adaptivity for Radiative
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Transfer

Radiative transfer is important for many science and en-
gineering applications, and numerical simulations of radia-
tive transfer can be challenging. For instance, the radia-
tion field is seven-dimensional - three spatial, two angu-
lar, one wavelength, and one temporal - and often features
steep gradients. Therefore, memory usage is a key issue.
To reduce memory, some past work has investigated the
use of adaptive mesh refinement (AMR), typically for ei-
ther the spatial or angular coordinate, and typically for
only h-adaptivity. Here, we propose the use of AMR for
the spatial and angular coordinates together, and the use
of h- and p-adaptivity together as hp-AMR for the po-
tential for further memory savings. We implemented the
proposed method for several test cases in two spatial and
one angular dimension, with the discontinuous Galerkin
spectral element method. Our primary findings from these
test cases were: (1) Angular hp-adaptivity can deliver the
radiation solution with the same accuracy as, and with
much less computational memory than, uniform angular
h- or p-refinements, or angular h-adaptivity alone. (2)
Full spatial-angular hp-adaptivity is more efficient in so-
lution representation, compared to solely spatial or solely
angular hp-adaptivity. These results suggest that adaptive
angular-spatial hp-refinement may perform well in large-
scale seven-dimensional applications.

Jason L. Torchinsky
Sandia National Laboratories
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MS86

Graph p-Laplacian Eigenpairs via Spectral Energy
Functions

Several problems in graph theory, such as graph clusetring
and core-periphery detection, can be related to appropriate
nonlinear eigenvalue problems. These eigenvalue problems
are formulated in terms of the critical point equation of
some p-Rayleigh quotient, where the p-norms appear in
both the numerator and the denominator. In this talk we
discuss the particular case of the graph p-Laplacian spec-
trum, with focus on the limit cases p = 1 and p = ∞.
Indeed the 1-Laplacian and the∞-Laplacian spectrum pro-
vide approximations of the Cheeger cuts and the pack-
ing radii of the graph, respectively. Our main goal is
to present a new method for computing the p-Laplacian
eigenpairs. To this end, we first reformulate the graph p-
Laplacian eigenproblem in terms of a constrained weighted
2-Laplacian eigenvalue problem. Then, based on this re-
formulation, we introduce a class of spectral energy func-
tions whose differentiable saddle points correspond to p-
Laplacian eigenpairs. In particular, any such eigenpair is
such that the Morse index of the p-Rayleigh quotient in the
eigenfunction matches the index of the energy function. Fi-
nally, based on gradient flows for the energy functions, we
propose numerical methods for the computation of nonlin-
ear p-Laplacian eigenpairs as limit points of sequences of
linear generalized eigenpairs.
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MS86

Doubling Algorithms for Eigenvalue Problems

Doubling algorithms have demonstrated extreme successes
in solving several high profile nonlinear matrix equations
of practical significance such as those arising from optimal
control theory, applied probability and transportation the-
ory, Markov-modulated fluid queue theory, and quantum
transport in nano research. A key point that makes all
possible is to embed the solutions of those nonlinear matrix
equations into basis matrices of the eigenspaces of certain
matrix pencils, but doing so demands that the eigenspaces
admit basis matrices having particular structural proper-
ties. The latter limits the applicability of existing dou-
bling algorithms for eigenvalue problem in general. In this
talk, we will present a unifying framework of doubling algo-
rithms that can disregard the structural property to work
for any regular matrix pencils. Existing doubling algo-
rithms fall into the unifying framework.

Ren-Cang Li
University of Texas - Arlington
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MS86

Nonlinear Eigenvector Problems and Optimization
of Homogeneous Functions

Eigenvector-dependent nonlinear eigenvalue problems
(NEPv) are commonly solved in various fields such as
machine learning, signal processing, and computational
physics. These problems typically arise as algebraic char-
acterizations for the solutions of optimization problems,
where a homogeneous objective function is optimized un-
der an equality constraint involving another homogeneous
function. In this talk, we will introduce a unified NEPv
characterization for such homogeneous optimization prob-
lems. Unlike traditional approaches that rely solely on
first-order optimality conditions, our NEPv incorporates
additional second-order information, which helps address
the eigenvalue position issue in NEPv. Additionally, we
demonstrate that the self-consistent-filed iteration exhibits
superlinear convergence when applied to these NEPv. We
will cover the theoretical foundations, implementation de-
tails, and practical applications of this approach.

Ding Lu
University of Kentucky
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MS87

COLABS: Collaboration for Better Software (for
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Science)

The COLABS project focuses on training, workforce devel-
opment, and the research software engineering (RSE) com-
munity of practice (CoP) as part of DOEs Next-Generation
Scientific Software Technologies program and a member
of the Consortium for the Advancement of Scientific Soft-
ware (CASS). COLABS develops and delivers software en-
gineering and software development training, and coordi-
nates training efforts across CASS. Relatedly, COLABSs
primary workforce effort entails the development of curric-
ula to facilitate new hires gaining skills they might lack,
thus allowing hiring managers to cast a broader net when
recruiting staff for software-focused positions. Addition-
ally, we promote and facilitate internship opportunities
in software-focused projects for students from underrep-
resented groups. Finally, we collaborate with the U.S. Re-
search Software Engineer Association to encourage sharing
technical and professional knowledge and experiences to
build the RSE CoP in the national labs.
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MS87

The CASS Approach: a Consortium for the Ad-
vancement of Scientific Software

Many of the scientific discoveries that shape our world
are made possible by a sophisticated ecosystem of soft-
ware technology. This software ecosystem has evolved over
decades of research with input from countless stakehold-
ers and application scientists. Sustaining it and ensuring a
strong foundation for the future requires a comprehensive
and thoughtful approach to software stewardship and ad-
vancement. The Consortium for the Advancement of Sci-
entific Software (CASS) was formed by the Department of
Energy in 2024 to help address this need. It is comprised of
a collection of complementary, agile organizations that sup-
port specific scientific software communities and provide
crosscutting services. These organizations work together
under a unified consortium framework to coordinate effort,
pool resources, and engage with the community for max-
imum impact. The purpose of this talk is to summarize
the high-level mission, history, and structure of CASS and
explore how it enables the range of activities that will be
highlighted in this minisymposium.
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PESO: Partnering for Scientific Software Ecosys-
tem Stewardship Opportunities

This presentation will introduce the newly established
PESO project, which supports software-ecosystem stew-
ardship and advancement, collaborating through the
Consortium for the Advancement of Scientific Software
(CASS). PESOs vision is that investments by the U.S.
Department of Energy (DOE) in software have maximum
impact through a sustainable scientific software ecosystem
consisting of high-quality libraries and tools that deliver
the latest high-performance algorithms and capabilities to
serve application needs at DOE and beyond. Key PESO
goals are (1) enabling applications to leverage robust, cu-
rated scientific libraries and tools, especially in pursuit of
improvement in high-end capabilities and energy efficiency
by leveraging accelerator (GPU) devices, and (2) empha-
sizing software product quality, the continued fostering of
software product communities, and the delivery of prod-
ucts, while advancing workforce inclusivity and sustainable
career paths. PESO delivers and supports software prod-
ucts via Spack and E4S, and PESO provides porting and
testing platforms leveraged across product teams to en-
sure code stability and portability. PESO also facilitates
the delivery of other products, such as AI/ML libraries, as
needed by the HPC community. PESO collaborates with
CASS to transform independently developed products into
a portfolio whose total is much more than the sum of its
partsestablishing a trusted software ecosystem essential to
DOEs mission.
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MS87

Towards Software Sustainability: Center for Open-
Source Research Software Stewardship and Ad-
vancement

The Center for Open-Source Research Software Steward-
ship and Advancement (CORSA) is a new community of
practice that aims to address the long-term sustainabil-
ity of scientific and research software by fostering collab-
oration among stakeholders, facilitating partnerships with
open-source and not-for-profit software foundations, devel-
oping tools for measuring sustainability-related aspects of
software projects, and educating the community regarding
approaches to the stewardship and advancement of open-
source software. Recent events, such as the completion of
the 7-year DOE Exascale Computing Project, have high-
lighted the need for better strategies to ensure the long-
term stewardship of critically important scientific software.
Many factors impact the sustainability of research software
projects, so gaining a better understanding of, and being
able to measure these over the long term can provide valu-
able information when developing a sustainability strategy.
The stewardship of this software, in turn, requires the pro-
vision of resources and structures that ensure that there is
a healthy vibrant community that is able to undertake the
necessary work. In this presentation, we will provide an
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overview of the activities that CORSA has been undertak-
ing, our achievements during the first year of the project,
and upcoming and future plans that the community can
get involved in.
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MS88

Scaling Gaussian Processes to Model Stationary
Spatial Data

Gaussian processes are ubiquitous as the primary tool for
modeling spatial data. However, the Gaussian process is
limited by its O(n3) cost, making direct parameter fit-
ting algorithms infeasible for the scale of modern data col-
lection initiatives. The Nearest Neighbor Gaussian Pro-
cess (NNGP) was proposed as a scalable approximation
to dense Gaussian processes which has been successful for
∼ 106 observations. We introduce the clustered Nearest
Neighbor Gaussian Process (cNNGP) which further re-
duces the computational and storage cost of a stationary
NNGP. Our simulations demonstrate significant reductions
in the computational time for model fitting while preserv-
ing model fit quality. Furthermore, relative to the full
NNGP, the reduction in computational requirements im-
proves as the data size grows. The proposed methods were
implemented to obtain an uncertainty-equipped, wall-to-
wall map for predicted biomass using biomass estimates
generated by NASAs Global Ecosystem Dynamics Investi-
gation (GEDI).
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Understanding Microscopic Behavior of Battery
Electrolytes Through Molecular Dynamics Simu-
lations

Ionic liquids (ILs) are prime candidates for a broad range
of applications, including spacecraft propulsion propel-
lants, water purification media, and potential replace-
ments to traditional, organic solvent battery electrolytes.
Unlike molecular solvents, ILs have large liquid cohe-
sive energies due to strong Coulomb interactions between
cation/anion pairs, giving rise to their unique thermo-
physical and transport properties. In the case of bat-
tery applications, the fundamental bulk phase and elec-
trochemical, interfacial behavior of ILs has significant im-
plications on energy storage capacity and safety consid-
erations. In this work, we examine how a novel, qua-
ternary ammonium-based IL, methyltrioctylammonium
bis(trifluoromethylsulfonyl)imide or [N1888][TFSI], be-
haves macroscopically as a bulk liquid as well as how it re-
arranges near a gold, Au(111), electrode surface. We show-
case the power of statistical mechanics and advanced com-
putational chemistry methods in interpreting macroscopic

properties at the application level via microscopic studies.
Agreement between simulations and experiment indicate
important theoretical findings regarding the long-range
correlations and electrostatic behavior for [N1888][TFSI].

Shehan Parmar
Georgia Tech University
parmar@gatech.edu

Jesse McDaniel
Georgia Institute of Technology
School of Chemistry and Biochemistry
jesse.mcdaniel@chemistry.gatech.edu

MS88

Trans-dimensional Bayesian Model Selection and
Parameter Estimation for Characterization of Lo-
cal Nuclear Spin Environments in NV Centers

Detailed knowledge of the local environments of defects in
semiconductors, such as nitrogen-vacancy (NV) centers in
diamond, is essential for optimizing control and entangle-
ment protocols in sensing and quantum information ap-
plications. However, direct experimental characterization
is not scalable, since characterizing an individual sample
can take weeks. In this work, we address the ill-posed
inverse problem of recovering the atomic positions and hy-
perfine couplings of random isotopic nuclei surrounding an
NV center using relatively sparse experimental coherence
signals, which can be obtained in hours for a single sample.
A significant challenge is the unknown number of nuclei in
each sample, requiring us to determine both the number of
nuclear hyperfine parameters and their values. To address
this challenge, we employ a trans-dimensional Bayesian ap-
proach using Reverse Jump Markov Chain Monte Carlo
(RJMCMC) combined with parallel tempering. This ap-
proach simultaneously determines the number of nuclei and
provides a full posterior distribution of their atomic posi-
tions and hyperfine couplings. These posterior distribu-
tions enable us to select the promising NV samples for
further characterization. Our approach paves the way for
high-throughput characterization of the local environment
of NV centers, which is crucial for advancing widespread
use of defects in semiconductors centers in sensing and
quantum information processing applications.
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A Case Study on Assessing Credibility in Compu-
tational Models for Medical Devices

The credibility of computational modeling and simulation
(CMS) is critical for advancing its role in medical device
development and regulatory decision-making. However,
challenges persist due to model uncertainties, complex
device behavior, and non-standardized credibility frame-
works. This case study focuses on assessing the credibility
of a CMS model for an electronic drug delivery system,
where a conjugate heat transfer process between heated
coils and a fluid was simulated. The model employs fi-
nite volume methods to solve the Navier-Stokes and energy
equations, simulating fluid flow and heat transfer dynam-
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ics. Using the US Food and Drug Administration guidance
and recognized standards we designed and implemented a
credibility plan that includes a thorough verification study
using a Grid Convergence Index and observed order of ac-
curacy, yielding errors on the order of 1e-5. To address
validation under small sample conditions, we employed a
probabilistic multi-metric approach, incorporating the area
metric, confidence interval, and tolerance interval, imple-
mented via a Python script with continuous integration
testing. This analysis highlighted that the largest credibil-
ity errors arise from validation uncertainties. While pro-
prietary constraints on the commercial solver limit full re-
producibility of the model itself, we ensured transparency
in the verification, validation, and uncertainty quantifica-
tion processes through a publicly accessible GitHub repos-
itory. This work contributes to establishing robust cred-
ibility practices for CMS in medical device applications,
ultimately supporting more informed and reliable regula-
tory decisions.
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Machine-Learning-Based Spectral Methods To-
ward Reduced-Order Modeling for Partial Differ-
ential Equations

Many multiscale physical systems contain too many de-
grees of freedom to simulate accurately given limited com-
putational resources. Reduced-order modeling techniques
reduce the prohibitively large system to a computation-
ally feasible size without sacrificing essential dynamical
features. Model reduction which involves coarsening a rep-
resentation using standard basis functions, e.g. Fourier
functions, is well developed. The applicability and effec-
tiveness of spectral methods depend crucially on the choice
of basis functions used to expand the solution of a partial
differential equation. Deep learning is a strong contender
in providing efficient representations of complex functions
[Meuris et al, Sci. Rep. 13, 1739, 2023]. Deep neural
networks (DNNs) have shown potential in learning contin-
uous operators or complex systems from streams of scat-
tered data. The deep operator network (DeepONet) [Lu et
al, Nat. Mach. Intell 3, 2021] consists of a DNN for en-
coding the discrete input function space (branch net) and
another DNN for encoding the domain of the output func-
tions (trunk net). Physics-informed DeepONets [Wang et
al, Sci. Adv. 7, 40, 2021] leverage automatic differentiation
to impose the underlying physical laws during model train-
ing. In this work, we employ physics-informed machine-
learning extracted basis functions from DeepONets which
are custom-made for the particular system, with the goal of
reduced-order modeling with spectral methods for partial
differential equations.
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Runge-Kutta Discontinuous Galerkin Methods
with Compact Stencils for Hyperbolic Conserva-
tion Laws

In this talk, we develop a new type of Runge-Kutta (RK)
discontinuous Galerkin (DG) methods for solving hyper-
bolic conservation laws. Compared with the standard
RKDG methods, the new methods feature improved com-
pactness and allow simple boundary treatment. The con-
vergence to weak solution and the accuracy of the numeri-
cal solutions are studied. Their connections with the Lax-
Wendroff DG schemes and the ADER DG schemes are also
investigated. Numerical examples are given to confirm that
the new RKDG schemes are as accurate as standard RKDG
methods, while being more compact and cost-effective, for
a wide range of problems including two-dimensional Euler
systems of compressible gas dynamics.
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Structure-Preserving Finite Element Methods for
Ideal Relaxation Problem

The Parker problem remains an open question since it was
first proposed in 1972. It states that given a magnetic
configuration, the static equilibrium magnetic field will be
tangentially discontinuous. This relaxation process can be
described by ideal magnetohydrodynamics equations. For
such a time-dependent problem, one of the challenges lies
in numerical methods which can preserve the topology of
the magnetic field, called helicity, which acts as a topolog-
ical barrier for energy decay. In this talk, we will first
outline the computational approaches to investigate the
Parker problem, which includes finite element structure-
preserving discretisation, initial condition truncation and
magnetic potential computation for helicity. Numerical re-
sults will be shown. This is a joint work with Patrick Farrell
and Kaibo Hu.
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Software and Algorithms for High-Order Implicit
Time Stepping

Although high-level software packages have greatly simpli-
fied the application of efficient finite element techniques to
problems in flow (and beyond), far less attention has been
applied to time stepping. Here, we describe the Irksome
package, a high-level time stepping library for the Fire-
drake project. Users describe the semi-discrete variational
form of their partial differential equation in an extension of
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the Unified Form Language (UFL). Irksome transforms this
semi-discrete form into the fully discrete variational prob-
lem for a Runge-Kutta method at each time step. Irksome
supports a wide range of RK methods, including explicit,
diagonally implicit, and even fully implicit methods. Irk-
some inherits Firedrake’s rich interface to PETSc, so we
can also deploy novel preconditioners that make fully im-
plicit methods competitive with and even superior to more
widely-used schemes.
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A Uniform Framework for Fluid Dynamics in Free-
Flow and Porous Media

This talk presents a uniform framework for computational
fluid dynamics in porous media based on finite element ve-
locity and pressure spaces with minimal degrees of freedom.
The velocity space consists of linear Lagrange polynomials
enriched by a discontinuous, piecewise linear, and mean-
zero vector function per element, while piecewise constant
functions approximate the pressure. Since the fluid model
in porous media can be seen as a combination of the Stokes
and Darcy equations, different conformities of finite ele-
ment spaces are required depending on viscous parameters,
making it challenging to develop a robust numerical solver
uniformly performing for all viscous parameters. There-
fore, we propose a pressure-robust method by utilizing a
velocity reconstruction operator and replacing the veloc-
ity functions with a reconstructed velocity. The robust
method leads to error estimates independent of a pressure
term and shows uniform performance for all viscous param-
eters, preserving minimal degrees of freedom. We prove
well-posedness and error estimates for the robust method
while comparing it with a standard method requiring an
impractical mesh condition. We finally confirm theoretical
results through numerical experiments with two- and three-
dimensional examples and compare the methods’ perfor-
mance to support the need for our robust method.

Seulip Lee
Tufts University
USA
seulip.lee@tufts.edu

Lin Mu
University of Georgia
linmu@uga.edu

MS89

One-Way Spatial Marching of the Navier-Stokes
Equations

The One-Way Navier-Stokes (OWNS) equations are based
on a one-way spatial integration method for linear hyper-
bolic equations with slowly-varying coefficients in the direc-
tion of integration. Linear OWNS has been demonstrated
for stability analysis of high- and low-speed boundary layer
flows, where the Navier-Stokes equations are linearized
about a time-invariant baseflow, Q, and time-varying dis-
turbances, q′, to Q are evolved in the marching direction.

More recently, the OWNS approach has been extended to
support nonlinear effects, yielding the ability to accurately
evolve the early stages of laminar-turbulent transition. Al-
though recent work has focused on hydrodynamic stabil-
ity analysis, this one-way formulation could be applied to
other inhomogeneous wave propagation problems, such as
those that arise in underwater acoustics, medical imag-
ing, and seismology. Global frequency-domain analysis
eliminates the transients associated with time-marching,
while the spatial-marching yields a reduced computational
cost relative to the global method since the equations can
be solved sequentially rather than simultaneously in the
marching direction. We will demonstrate the linear and
nonlinear OWNS methodology for boundary-layer flows,
jets, and mixing layers. In particular, we will show that
enables rapid prediction of laminar-turbulent transition for
boundary-layer flows.

Michael K. Sleeman
California Institute of Technology
michael.k.sleeman@gmail.com

Omar Kamal
California Institute of Technology
Department of Mechanical and Civil Engineering
okamal@caltech.edu

Matthew Lakebrink
Boeing Research & Technology
matthew.t.lakebrink@boeing.com

Tim Colonius
Division of Engineering and Applied Science
California Institute of Technology
colonius@caltech.edu

MS90

Thornado: a Toolkit for Relativistic Neutrino-
radiation Hydrodynamics

The toolkit for high-order neutrino-radiation hydrodynam-
ics (thornado) is developed as an open source library of
modules for solving the equations of neutrino-radiation hy-
drodynamics for relativistic astrophysics applications, such
as core-collapse supernovae, with tabulated microphysics
provided byWeakLib. Its development has been focused on
specialized solvers based on discontinuous Galerkin meth-
ods and node-level performance and portability on hetero-
geneous computing systems, focusing primarily on kernels
for updating solution representations organized in logically
Cartesian data structures. As such, thornado can be incor-
porated in large-scale frameworks with relative ease, as ex-
emplified by its instantiation in the multi-physics software
Flash-X. Separate from its collection of native modules,
thornado maintains separate division for large-scale simu-
lation by leveraging AMReX for adaptive mesh refinement
and distributed parallelism. This talk will provide a brief
overview of thornado’s current capabilities for relativis-
tic neutrino-radiation hydrodynamics, emphasizing recent
progress on robust methods for spectral neutrino transport.
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Exascale Core-Collapse Supernova Simulations
with Flash-X+thornado

Neutrino-matter coupling via weak interactions is one of
the most important physical mechanisms in the evolution
of core-collapse supernovae (CCSN). The numerical model-
ing of these systems in an inherently multi-physics, multi-
method and multi-scale problem. In this talk, we will de-
scribe the union of three codes to simulate CCSN: Flash-
X+thornado+WeakLib, which evolve the fluid and grav-
ity and provide the computational infrastructure (Flash-
X), a code that evolves neutrino radiation hydrodynamics
in a spectral two-moment model using the discontinuous
Galerkin method (thornado), and a library that provides
the equation of state and weak interaction opacity tables
(WeakLib). We will describe the two-moment spectral
neutrino transport in thornado, interfacing fluid data in
different representations (finite volume and discontinuous
Galerkin), as well as our performance portability strategy
using OpenMP/OpenACC offloading to harness heteroge-
neous exascale machines such as Frontier at the OLCF.
We will present results and performance data from fully
adaptive mesh refinement CCSN simulations using Flash-
X+thornado+WeakLib.
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Kharma: Flexible Accretion Simulations at Exas-
cale

KHARMA (an acronym for “Kokkos-based High-Accuracy
Relativistic Magnetohydrodynamics with Adaptive mesh
refinement”) is a new open-source performance-portable
code for conducting general-relativistic magnetohydrody-
namic (GRMHD) simulations, such as black hole accretion
systems, at scale. By heavily leveraging the Parthenon
adaptive mesh refinement framework and Kokkos program-
ming model, KHARMA has been written to be not only
fast but easily extensible, modular, and readable. Nearly
all functionality is split into packages, each representing an
algorithmic component or physics extension. This modu-
larity has made it straightforward to adapt the code to
tackle the unique stability and accuracy concerns at scale
on OLCF Frontier, as well as to add important extra
physics relevant for our problems of interest. I will briefly
cover the requirements which led to developing KHARMA,
its structure as a Parthenon code, and some of the unique
methods and other features we’ve implemented so far.
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Arepo-RT: Moving Mesh Radiation Hydrodynam-
ics with GPU Acceleration

Radiative transfer (RT) is essential for modeling many as-
trophysical phenomena, but its integration into radiation-
hydrodynamics (RHD) simulations is computationally in-
tensive due to the stringent time-stepping and high dimen-
sionality requirements. The emergence of exascale super-
computers, equipped with extensive CPU cores and GPU
accelerators, offers new avenues for optimizing these sim-
ulations. This talk will outline our progress in adapting
Arepo-RT for exascale environments. Key advancements
include a new node-to-node communication strategy utiliz-
ing shared memory, which significantly reduces intra-node
communication overhead by leveraging direct memory ac-
cess. By consolidating inter-node messages, we increase
network bandwidth utilization, improving performance on
both large-scale and smaller-scale systems. Additionally,
transitioning RT calculations to GPUs has led to a speedup
of approximately 15 times for standard benchmarks. As a
case study, cosmological RHD simulations of the Epoch of
Reionization demonstrate a threefold improvement in effi-
ciency without requiring modifications to the core Arepo
codebase. These developments have broad implications for
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the scalability and efficiency of future astrophysical simu-
lations, offering a framework for porting similar simulation
codes based on unstructured resolution elements to GPU-
centric architectures.
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Bi-fidelity Design Under Uncertainty Using Neural
Networks

With the ubiquitousness of uncertainty in every engineer-
ing system, the robust design of these systems requires ad-
dressing the presence of any uncertainty. However, in de-
sign under uncertainty, the estimation of response and/or
gradients of the response with respect to the design pa-
rameters is required for multiple realizations of the uncer-
tainty at every iteration. This may lead to a significant
computational cost for the design of large and complex
structures. To alleviate this computational burden, in this
talk, a computationally efficient bi-fidelity approach is pro-
posed, where a simplified low-fidelity model is used along
with neural networks to describe the behavior of any non-
linear or design components that represent the complex
high-fidelity structures behavior together. Once trained,
these neural networks provide an inexpensive method to
get the structure’s response and its gradients with respect
to the design parameters for many realizations of the un-
certain parameters, reducing the optimization cost. As a
numerical example, the design of the base-isolation layer
of an 11-story building is used to show the efficacy of the
proposed approach.
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Spectral Expansions based Surrogate for Operator
Learning and Sensitivity Analysis: Application to
flows in Thermochemical Nonequilibrium

This work presents a surrogate modeling framework com-
bining Karhunen-Love Expansion (KLE) and Polynomial
Chaos Expansion (PCE) for two applications: (i) opera-
tor learning of coarse-grained chemistry in thermochemi-
cal nonequilibrium flows and (ii) multifidelity Global Sen-
sitivity Analysis (GSA) of key metrics like maximum heat

flux with respect to chemical kinetic parameters in hyper-
sonic flows. By accounting for model errors from simplified
physics, the framework delivers robust and reliable prob-
abilistic predictions. For operator learning, KLE is used
to capture time dynamics, isolating temporal modes, while
PCE maps model errors and input parameters to KLE co-
efficients. This approach enhances stability when coupled
with fluid solvers, fully incorporates parametric and model
uncertainty, and facilitates analytical sensitivity analysis
through PCE. For GSA, KLE is used to reduce spatial di-
mensions, and Bayesian PCE is employed to manage data
sparsity from high-fidelity models. The operator learning
method is validated for the O2-O chemistry system under
hypersonic conditions in a 0D reactor and 1D normal shock,
demonstrating stable integration, probabilistic consistency,
and errors below 10%. The multifidelity GSA framework
is validated in a 1D shock scenario and applied to analyze
heat flux sensitivity for a spherical reentry vehicle, showing
high accuracy even with limited high-fidelity data.
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An Application of the Multi-Index Stochastic Col-
location Method for the Uncertainty Quantification
of a Naval Engineering Problem

The use of Multi-Index Stochastic Collocation (MISC) for
forward Uncertainty Quantification (UQ) of PDEs with un-
certain parameters is discussed. MISC is the multi-fidelity
counterpart of the Sparse Grids Stochastic Collocation
method, and can be used to compute a surrogate model
for the solution of a PDE with respect to its uncertain pa-
rameters, given a hierarchy of solvers. The UQ aims at as-
sessing the performance of the 5415 DTMB model (namely,
its resistance to advancement) subject to uncertain draft
and advancing speed (i.e., to operational uncertainties).
These vary according to a truncated Gaussian and a tri-
angular PDF, respectively. The 5415 model performance
is evaluated by means of numerical simulations performed
with an in-house linear potential flow solver. The use of
MISC with two and three fidelities is investigated and a
comparison against the single-fidelity counterpart will be
provided.
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Uncertainty Quantification in Scientific Machine
Learning

Neural networks (NNs) are currently changing the com-
putational paradigm on how to combine data with math-
ematical laws in physics and engineering in a profound
way, tackling challenging inverse and ill-posed problems
not solvable with traditional methods. However, quantify-
ing errors and uncertainties in NN-based inference is more
complicated than in traditional methods. This is because
in addition to aleatoric uncertainty associated with noisy
data, there is also uncertainty due to limited data, but
also due to NN hyperparameters, overparametrization, op-
timization and sampling errors as well as model misspeci-
fication. Although there are some recent works on uncer-
tainty quantification (UQ) in NNs, there is no systematic
investigation of suitable methods towards quantifying the
total uncertainty effectively and efficiently even for func-
tion approximation, and there is even less work on solving
partial differential equations and learning operator map-
pings between infinite-dimensional function spaces using
NNs. In this work, we present a comprehensive framework
that includes uncertainty modeling, new and existing solu-
tion methods, as well as evaluation metrics and post-hoc
improvement approaches. To demonstrate the applicability
and reliability of our framework, we present an extensive
comparative study in which various methods are tested on
prototype problems, including problems with mixed input-
output data, and stochastic problems in high dimensions.
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Distributed Computing for Physics-based Data-
driven Reduced Modeling at Scale

High-performance computing (HPC) has revolutionized
our ability to perform detailed simulations of real-world
processes. A prominent example is from aerospace propul-
sion, where HPC is used for rotating detonation rocket en-
gine (RDRE) simulations in support of the design of next-
generation rocket engines; however, these simulations take
millions of core hours even on powerful computers, which
makes them impractical for engineering tasks like design
exploration and risk assessment. Reduced-order models
(ROMs) address this limitation by constructing compu-
tationally cheap yet sufficiently accurate approximations
that serve as surrogates for the high-fidelity model. In
this presentation, we discuss a new distributed algorithm
that achieves fast and scalable construction of predictive
physics-based ROMs trained from sparse datasets of ex-
tremely large state dimension. The algorithm learns struc-
tured physics-based ROMs that approximate the dynam-
ical systems underlying those datasets. We demonstrate
our algorithm’s scalability using up to 2, 048 cores on the
Frontera supercomputer at the Texas Advanced Comput-
ing Center. We focus on a real-world three-dimensional

RDRE. Using a training dataset of 2, 536 snapshots each
of state dimension 76 million, our distributed algorithm en-
ables the construction of a predictive ROM in just 13 sec-
onds on 2, 048 cores on Frontera. Distribution Statement
A: Approved for Public Release; Distribution is Unlimited.
PA# AFRL-2024-1411
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Efficient Langevin Sampling for Bayesian Classifi-
cation on Graphs

This work addresses the task of semi-supervised learning
for images classification in safety-critical application. Im-
ages are represented by a set of nodes in a high-dimensional
space, pairwiseconnected by edges, with weights depending
on their similarity. Unlabelled images are then injected to
the graph, and we aim at correctly classifying the images
using graphical learning through the design of an operator
such as the Laplace operator. The formulation of this prob-
lem into a Bayesian inference one allows to quantify uncer-
tainty and we investigate the use of Langevin dynamics to
sample from the label distribution. We also assess how an
approximation of the Laplace operator and the terms in
the stochastic Langevin dynamics impacts the uncertainty
and which sampling methods can be used to create highly
efficient Markov chain Monte Carlo algorithms.
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Analysis of Matched Source Waveform Inversion to
Overcome Cycle Skipping in Seismic Inversion

Seismic inverse problems are notoriously difficult to solve
because they require repeated solution of the forward prob-
lem, in this case the wave equation, as part of an iter-
ative optimization loop. Because of the expense of this
pde solve, only local gradient-based optimization methods
are viable. Hence, successfully locating the geologically-
informative minimizer requires a very accurate initial guess
of the parameters to be estimated, for example, wave ve-
locity. Standard least-squares objective function minimiza-
tion (known as ”full waveform inversion” or ”FWI”) is
well-known to stagnate at local minimizers far from the
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true solution. To overcome this ”cycle skipping” problem,
a penalty term is often added to the FWI objective func-
tion. ”Extension” methods relax physical restrictions on
the solution, for example by not requiring the source to be
compactly supported or introducing a filter that loosens
the bond between predicted and observed data. This fil-
ter maps the observed and predicted data trace-by-trace,
penalizing deviation of the filter from the Dirac delta func-
tion. This method is known as matched source waveform
inversion or MSWI. In this talk we consider transmission
data and show numerically that the for single arrival trans-
mitted data, MSWI overcomes cycle skipping because it is
equivalent to travel-time inversion. Thus we no longer re-
quire a good initial guess for the acoustic wave velocity.
However, the method fails for multi-arrival data.

Susan Minkoff
Department of Mathematical Sciences
University of Texas at Dallas
sminkoff@utdallas.edu

William Symes
Rice University
symes@caam.rice.edu

Huiyi Chen
Department of Mathematical Sciences
University of Texas at Dallas
hxc180000@utdallas.edu

MS92

Extropy and Entropy As Measures of Information
and Uncertainty with Related Applications

This work is devoted to discussing various monotone prop-
erties and characterization results associated with the ex-
tropy measure as a measure of uncertainty for ranked data.
A comparative analysis is conducted between the extropy
of the ranked data and its counterpart in simple random
sampling. To further contribute to the field, a consistent
estimator for the residual extropy of RSS is proposed. The
effectiveness of this estimator is demonstrated through an
illustrative example, highlighting its performance in prac-
tical scenarios.
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MS92

Mixed-Precision and Gauss-Newton Algorithms for
Training Deep Neural Networks

We present ongoing research on enhancing the efficiency
of deep neural network training through mixed-precision
computation and modified Gauss-Newton algorithms. By
adjusting the precision of various computations and pa-
rameters, we achieve reduced model sizes and lower com-
putational and communication costs. To minimize the
expense of Gauss-Newton approximations, we utilize ad-
vanced automatic differentiation techniques. We demon-
strate our results across diverse learning tasks, including
physics-informed neural networks, supervised learning, and
generative modeling via normalizing flows.
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MS93

Parallel Higher Order Fractional Time Step Meth-
ods for Embedded Boundary Methods

We introduce a novel approach to constructing high-order
time-split methods for the numerical solution of time-
dependent PDEs. Time-split methods, also known as frac-
tional step methods, offer an attractive approach by split-
ting the original problem into simpler sub-problems, ide-
ally easier to solve. However, the computational cost and
complexity associated with achieving high-order accuracy
have been a significant challenge. We address this chal-
lenge by proposing a parallel deferred correction frame-
work. This framework allows for the parallel evaluation
of splitting stages, enabling the generation of a high-order
splitting method while leveraging parallel computing re-
sources. The effectiveness of our method is demonstrated
through numerical experiments, showcasing its ability to
achieve high-order accuracy with improved computational
efficiency.
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MS93

Higher-Order Surface Representations for Embed-
ded Boundary Methods

We demonstrate a high-order embedded boundary algo-
rithm that features adaptive refinement of the boundary
surface representation, in conjunction with mesh refine-
ment. This algorithm manages both irregular structures
and multiple levels of refinement efficiently using brick-
based data layouts. This provides both a compact ap-
proach for data communication, and portability to GPUs.
High-order surface representations are achieved using an
application of the divergence theorem with quadrature
rules over a surface triangulation. This strategy supports
localized refinement of the boundary representation. Our
algorithm is validated for both parabolic and hyperbolic
PDEs, and is demonstrated on domains characterized by
complex geometries. We compare approaches for resolving
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the geometries of interest, and the resulting effects these
boundary representations have on the underlying physics.
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A High-Order Multiresolution Immersed Interface
Method for Elliptic Problems in Complex 3D Do-
mains

We develop a high-order immersed interface method for
elliptic problems in complex 3D domains. The Laplacian
operator is discretized using a high-order immersed finite
difference scheme on a structured cartesian grid. In this
scheme, we reconstruct finite difference ghost values across
the interface or boundary using a high-order least-squares
interpolation of field values, together with boundary con-
ditions on the complex geometry. The elliptic solver relies
on a low-order multigrid based preconditioner coupled to
a high-order iterative Krylov solver on the finest resolu-
tion. Our approach leads to fourth order convergence in
the infinity norm for Poisson equations with both Dirich-
let and Neumann boundary conditions. We implemented
the method in our 3D wavelet-based high order adaptive
grid solver Murphy. In this talk, we outline the algorithm
and implementation, show convergence results, and analyze
the iterative solver and parallel performance for complex
geometries on multiresolution grids.
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MS94

An artificial viscosity approach to high order en-
tropy stable discontinuous Galerkin methods

Entropy stable discontinuous Galerkin (DG) methods im-
prove the robustness of high order DG simulations of non-
linear conservation laws. These methods yield a semi-
discrete entropy inequality, and rely on an algebraic flux
differencing formulation which involves both summation-
by-parts (SBP) discretization matrices and entropy con-
servative two-point finite volume fluxes. However, explicit
expressions for such two-point finite volume fluxes may not
be available for all systems, or may be computationally ex-
pensive to compute. We propose an alternative approach
to constructing entropy stable DG methods using an arti-
ficial viscosity coefficient based on the local violation of a
cell entropy inequality a local entropy dissipation estimate.
The resulting method yields the same global semi-discrete
entropy inequality satisfied by entropy stable flux differ-
encing DG methods. The artificial viscosity coefficients
are parameter-free and locally computable over each cell.
The resulting artificial viscosity preserves high order ac-
curacy, improves linear stability, and does not result in a

more restrictive maximum stable time-step size under ex-
plicit time-stepping.
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High-order Summation-by-parts Operators Over
Point Clouds

The first half of this talk will summarize our recently pro-
posed algorithm for constructing high-order summation-
by-parts (SBP) operators on point clouds. The construc-
tion algorithm assembles global SBP operators from lo-
cal operators that are defined on cells of a background
mesh. We refer to these cell-local operators as degenerate
SBP operators, because their diagonal mass matrix may
not be positive definite, in general. We enforce positive-
definiteness of the global mass matrix by solving a linear
optimization problem. There is considerable flexibility in
how the cell-local operators are defined; thus, the second
half of the talk will present two options for the cell-local op-
erators, and numerical experiments will explore the impact
these choices have on the global SBP operators.
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Space-Time Entropy-Stable Shock-Tracking
Summation-by-Parts Discretizations of the Com-
pressible Euler Equations

High-order methods can provide efficient and accurate sim-
ulations, however, they offten lack robustness, especially in
the presence of shocks, leading to spurious oscillations and
instabilities that can cause numerical solvers to crash. To
overcome these challenges, several stabilization techniques
have been developed. However, many of these methods
degrade to first-order accuracy near shocks and increase
computational costs. Recently, Persson and Zahr intro-
duced a method to align mesh interfaces with shock sur-
faces. In this approach, the conservation law is discretized
without knowledge of the shock’s location. Then, an opti-
mization problem adjusts the mesh to align with the shock,
while finding the corresponding solution. This approach
is advantageous as it can be applied to any discretization
allowing inter-element discontinuities, ensuring that high-
order accuracy is retained even for shocked problems. In
this work, we employ the SBP framework to develop high-
order, provably-stable schemes for problems with shocks,
with a particular focus on space-time curvilinear SBP op-
erators for the Burgers’ equation. A combination of two-
point flux and average flux is utilized to demonstrate the
stability of the scheme. We present a series of numerical
results that confirm the schemes effectiveness in handling
shock problems.
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Entropy Stable Discontinuous Galerkin Methods
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Based on Artificial Viscosities with Multiple Pa-
rameters

Entropy stable discontinuous Galerkin (DG) methods dis-
play improved robustness for problems with shocks, tur-
bulence, and under-resolved features by enforcing an en-
tropy inequality. Such methods rely on entropy conser-
vative (EC) fluxes that are computationally expensive to
evaluate. An alternative approach for enforcing an entropy
inequality is through a minimally dissipative artificially
viscosity. We review how to construct such an artificial
viscosity and extend this approach to artificial viscosities
with multiple parameters (e.g., viscosity and thermal dif-
fusivity). Through the method of Lagrange multipliers, we
determine simple analytical expressions for optimal viscos-
ity parameters. We compare this to the case of a single
monolithic viscosity parameter, and compare the behavior
of the artificial viscosity using different split form fluxes for
various 1D and 2D problems.
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Entropy-Stable Real Gas Dynamics

A framework for numerical evaluation of entropy-
conservative volume fluxes in multi-species gas flows with
internal energies is developed, for use with high-order dis-
cretization methods. The novelty of the approach lies in
the ability to use arbitrary expressions for the internal de-
grees of freedom of the constituent gas species. The de-
veloped approach is implemented in an open-source dis-
continuous Galerkin code for solving hyperbolic equations.
Numerical simulations are carried out for several model
high-enthalpy 2-D flows with non-equilibrium chemistry
and the results are compared to those obtained with the
finite volume-based solver DLR TAU.
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MS95

An Information Field Theory Framework for
Model-Form Error Detection

We derive properties of information field theory (IFT) as
applied to inverse problems. The results here can be ex-
tended to methodologies which can be seen as limiting cases
of IFT, such as Gaussian process regression and physics-
informed machine learning. We first define the concept of
a well-posed inverse problem within the context of IFT,
and pose a few useful theorems for conditions in which an
inverse problem becomes well-posed. Using the Gaussian
random field interpretation of IFT, we show how identify-
ing parameters of a covariance kernel becomes a well-posed
inverse problem under certain conditions. An expression
for the Hessian of the inverse problem log posterior is de-
rived to construct the results. A specific focus is placed
on the inverse problem of detecting model-form error. We
provide an example where the physics are assumed to be
the Poisson equation and prove conditions for which iden-

tifying model-form error in this case becomes a well-posed
inverse problem under IFT.
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Robust Bayesian Optimal Experimental Design un-
der Model Misspecification

Bayesian optimal experimental design (BOED) is increas-
ingly used to improve uncertainty quantification by opti-
mizing the way scientists and engineers gather data. How-
ever, as with all methods, understanding the impact of as-
sumptions and model discrepancy is critical. In fact, this is
particularly important for BOED because it guides the way
data is gathered potentially causing BOED not to sample
data that could falsify assumptions or sampling data whose
errors are poorly quantified due to low-fidelity models. In
this talk we discuss a new information criterion, Expected
Generalized Information Gain (EGIG), for BOED prob-
lems that incorporate model discrepancy. This criterion is
intended to augment traditional BOED based on Expected
Information Gain by defining a trade off in robustness vs
performance of the experimental design. EGIG measures
how poorly inference using an incorrect model is expected
to perform compared to an appropriate model for the ex-
periment. We will discuss both the theoretical aspects of
this new approach to OED and scalable algorithms incor-
porating it into BOED. Finally, we will describe how we
use this approach to analyze and optimize experiments in
materials calibration and geophysics.
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Learning Latent Space Dynamics with Model-Form
Uncertainties

In this talk, we present a stochastic reduced-order model-
ing approach to represent and quantify model-form uncer-
tainties in the reduced-order modeling of complex systems
using operator inference techniques. The proposed method
captures these uncertainties by expanding the approxima-
tion space through the randomization of the projection
matrix. The relevance of the method is demonstrated on
canonical problems in fluid mechanics.
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Validation of Displacement Damage Models

As the third pillar of science, computational simulation



SIAM Conference on Computational Science and Engineering (CSE25)                                                    9594 CSE25 Abstracts

has allowed scientists to explore, observe, and test physi-
cal regimes previously thought to be unattainable. High-
fidelity models are derived from physical principles and
calibrated to experimental data. However, missing or un-
known physics and measurement, experimental, and nu-
merical errors give rise to uncertainties in the model form
and parameter values in even the most trustworthy mod-
els. Thus, rigorous calibration and validation of a computa-
tional model is paramount to its effective us as a predictive
tool. The popularity of the Bayesian paradigm stems from
its natural integration of measurement and model uncer-
tainties. A systematic approach to model validation, pro-
gressing from parameter and quantity of interest identifi-
cation to sensitivity analysis, calibration, and validation, is
applied to a drift-diffusion simulation code called Charon.
Charon allows the computational qualification of semicon-
ductor devices subjected to displacement damage. *Sandia
National Laboratories is a multimission laboratory man-
aged and operated by National Technology Engineering
Solutions of Sandia, LLC, a wholly owned subsidiary of
Honeywell International Inc., for the U.S. Department of
Energys National Nuclear Security Administration under
contract DE-NA0003525.
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MS96

Boundary Integral Methods for Flexural Wave
Scattering

The waves which propagate in thin elastic plates are known
as flexural waves; among other applications, flexural waves
are important in the study of the behavior and break up of
sea ice. The standard time-harmonic model for these waves
involves a fourth order differential operator related to the
biharmonic operator. It is thus natural to consider bound-
ary integral reformulations of these equations but existing
integral representations do not lead to well-conditioned in-
tegral equations. Here, we will present integral represen-
tations for the clamped plate, free plate, and supported
plate boundary conditions which result in well-conditioned
integral equations. We will present some numerical results
using these representations and discuss the process used to
derive them. Some of the representations employ a novel
regularization strategy which may be of broader interest.
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Uniform H-Matrix Compression with Applications
to Boundary Integral Equations

Boundary integral equations lead to dense system ma-
trices when discretized, yet they are data-sparse. Using
the H-matrix format, this sparsity is exploited to achieve
O(N logN) complexity for storage and multiplication by
a vector. This is achieved purely algebraically, based on
low-rank approximations of subblocks, and hence the for-
mat is also applicable to a wider range of problems. The
H2-matrix format improves the complexity to O(N) by in-
troducing a recursive structure onto subblocks on multiple
levels. However, in practice this comes with a large pro-
portionality constant, making the H2-matrix format ad-
vantageous mostly for large problems. In this paper we
investigate the usefulness of a matrix format that lies in
between these two: Uniform H-matrices. An algebraic
compression algorithm is introduced to transform a reg-
ular H-matrix into a uniform H-matrix, which maintains
the asymptotic complexity. Using examples of the BEM
formulation of the Helmholtz equation, we show that this
scheme lowers the storage requirement and execution time
of the matrix-vector product without significantly impact-
ing the construction time.
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The Method of Fundamental Solutions for Waveg-
uide Scattering Problems

Waveguide couplers are an important building block of
many photonic devices. Their simulation is thus an im-
portant part of the design process. Their simulation is
also challenging, however, because photonic waveguides are
leaky and so couple through an unbounded region. In this
talk, we describe a numerical method for simulating these
couplers. Our method is based on the observation that
individual waveguides are simple enough that their fun-
damental solutions can be computed numerically. These
fundamental solutions can then be used to transform the
problem into an integral equation on the interface connect-
ing the waveguides. The resulting integral equation for-
mulation is well-posed and can be solved using coordinate
complexification. We present numerical simulations of a
variety of couplers and show how similar techniques can be
applied to a number of other scattering problems.
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Error Estimation Based Adaptive Quadrature for
Layer Potentials

Accurate numerical evaluation of layer potentials near do-
main boundaries necessitates specialized quadrature tech-
niques to handle the rapid variations in the integrand.
We present the singularity swap surface quadrature (S3Q)
method, a recently developed adaptive quadrature ap-
proach tailored for complex geometries featuring multiple
axisymmetric bodies. The method features automatic pa-
rameter selection based on error estimation to reach a pre-
set error tolerance. It combines a trapezoidal rule for the
azimuthal angle with a Gauss-Legendre quadrature on an
adaptively subdivided grid in the polar angle, utilizing a so-
called interpolatory semi-analytical quadrature in conjunc-
tion with a singularity swap technique as needed. Build-
ing on its applications to the Laplace and Stokes equa-
tions, we extend the S3Q method to the Helmholtz equa-
tion by introducing a kernel splitting technique, enabling
error-controlled evaluation of oscillatory integrals associ-
ated with wave propagation. We also explore enhance-
ments to the S3Q methods computational efficiency.
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Some Scaling Limits for Wave Propagation in Ran-
dom Media

Inherently rich in multi-scale features, wave propagation
in random media is a rather interesting and complex phe-
nomenon. While a complete understanding of wave fields
propagating in reasonably arbitrary random media remains
essentially out of reach, much progress has been made in
the setting of paraxial beam propagation. The paraxial
approximation aims at considering high-frequency waves
propagating over long distances along a privileged direc-
tion with negligible backscattering. Here, I will discuss
the so-called white noise paraxial scaling, where different
asymptotic regimes lead to very different statistical limits
for the wave field. In particular, I will focus on a diffusive
scaling under which an arbitrary beam profile transitions
to a complex Gaussian distribution with the intensity fol-
lowing an exponential law. This provides a mathematical
justification for the complex Gaussian conjecture widely
acknowledged in the physical literature and used to char-
acterize speckle patterns observed in experiments.
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Towards Digital Twins for Power-to-X: Comparing
Surrogate Models for Methanation Reactors

A digital twin (DT) is a digital model of an intended or ac-
tual real-world physical product, system, or process (phys-
ical twin) that serves as the effectively indistinguishable
digital counterpart. Reduced-order modeling (ROM) can
be viewed as an enabling tool for the construction of reli-
able DTs. A key feature of some ROM approaches is the
data-driven aspect, which alleviates the need to explicitly
access the (complex) model. In this work, we address the
challenge of ROM for dynamical systems in the field of pro-
cess engineering, by employing scientific machine learning
(SciML). Our test case is driven by carbon dioxide (CO2)
methanation i.e., the conversion of CO2 to methane, which
facilitates the recycling of CO2 emissions and enables green
carbon processing. The methods covered here are operator
inference (OpInf), a non-intrusive data-driven method for
learning dynamical systems from data, and SINDy, which
enables the discovery of governing equations from data by
sparse identification of nonlinear systems. By harnessing
the latest developments, stable quadratic surrogate mod-
els are inferred. Based on a complex model of the reac-
tor, we apply the proposed methods for real-time collected
data and investigate the behavior of the surrogates for dif-
ferent operating conditions, together with their predictive
capabilities. We compare results to standard ML methods
(based on Graph Neural Networks) and present conclusions
towards implementing a reliable DT infrastructure.
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Data-Efficient Kernel Methods for Pde Discovery

For many problems in computational sciences and engi-
neering, observational data exists for which the underlying
physical models are not known. PDE discovery methods
provide systematic ways to infer these physical models di-
rectly from data. We introduce a framework for identify-
ing and solving PDEs using kernel methods. In particular,
given observations of PDE solutions and source terms, we
employ a kernel-based data-driven approach to learn the
functional form of the underlying equation. We prove con-
vergence guarantees and a priori error estimates for our
methodology. Through numerical experiments, we demon-
strate that our approach is particularly competitive in the
data-poor regime where few observations are available.
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Theory and Applications of Approximate Online
State-Parameter Estimation

Online inference, which aims to estimate the states and
parameters of a dynamical system as it evolves, is crit-
ical yet challenging across various fields, and is critical
for enabling next-generation digital twins to reason about
streaming data. Existing methods often lack robustness
or scalability, and little work has explored non-asymptotic
accuracy for Bayesian online state-parameter estimation.
Our work addresses this gap in two ways. First, we con-
duct a general accuracy analysis from a Bayesian perspec-
tive, quantifying estimation errors by measuring the dis-
tance between the approximate posterior and the ground
truth. We present theorems that establish a strong type
of local Lipschitz continuity for the temporal propagation
of posteriors and provide upper bounds on errors accumu-
lated over time. We also outline sufficient conditions for
automatic error reduction over time, which can guide the
design of more effective online estimation algorithms. Sec-
ondly, we introduce an efficient and scalable online varia-
tional inference framework for state-parameter estimation.
Our method, free from assumptions about the structure
of joint posterior distribution for states and parameters,
offers accurate posterior approximations in a flexible way.
We demonstrate its effectiveness in applications to both
low- and high-dimensional, partially observable dynamical
systems.
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Train Small, Model Big: A Novel Data-Driven
Scaleup for Large-Scale Physics Simulations

Traditional finite element methods (FEM) are widely used
for large-scale physics problems. However, refining these
models significantly increases problem size and computa-
tional cost, often reaching exa-scale and causing numerical
instability due to CFL limits and mesh distortion. These is-
sues create a bottleneck, hindering important missions. We
introduce a data-driven finite element method (DD-FEM)

for multi-physics problems, embodying a train small, model
big paradigm. DD-FEM learns from small-scale data to en-
able exa-scale modeling. Recent developments have shown
up to 1000x speed-up and scale-up in lattice-type structure
design and steady NavierStokes equations. DD-FEM inno-
vates by using a data-driven basis instead of a traditional
polynomial basis. Data generation occurs at the element
level, allowing extensive data creation. This data con-
structs linear or nonlinear manifold bases, surpassing tra-
ditional bases and enabling larger time steps, accelerating
simulations. DD-FEM introduces data-driven refinement
(d-refinement), enhancing accuracy faster than traditional
methods. It also accommodates arbitrary element shapes,
increasing flexibility. This ensures DD-FEM’s readiness
for exa-scale, time-dependent, nonlinear multi-phase, and
multi-physics problems.
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Dynamic Mode Decomposition Variants and Ex-
tensions for Robust Data-Driven Modeling

The dynamic mode decomposition (DMD) is a data-driven
reduced-order modeling technique that decomposes time-
varying data sets into coherent spatiotemporal modes.
This representation of the data allows for a large variety of
tasks, including dimensionality reduction, future-state pre-
diction, and system control, which has led to the methods
utilization and success across many scientific disciplines. In
this talk, we discuss several major developments regard-
ing DMD and its applications. In particular, we explore
two recent methodological extensions of the DMD algo-
rithm: (1) sparse-mode DMD for generating spatially local
DMD modes, and (2) mrCOSTS for decomposing multi-
scale data sets. We demonstrate key insights provided
by these different approaches by analyzing synthetic and
real-world systems, including sea surface temperature pat-
terns and optical waveguides. In addition to reviewing new
DMD variants, we also discuss the use of time-delay embed-
dings in conjunction with DMD models. Recent findings
suggest that time-delays can be used to not only apply
DMD to partial measurement data, but also to identify
chaotic behavior even in the absence of measurements that
embed the true underlying system. We thus explore this
phenomenon and discuss how it might inform our under-
standing of Takens-embeddable coordinates and time-delay
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DMD models.
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Better Training Through Structure and Second-
Order Information

Deep neural networks (DNNs) have achieved inarguable
success as high-dimensional function approximators in
countless applications, including numerous scientific appli-
cations such as surrogate modeling, operator learning, and
model discovery. However, this success comes at a signifi-
cant hidden cost, notably a long training time. In this talk,
we will to make training easier by exploiting commonly-
used network structures and incorporating second-order
information. Specifically, we will use Gauss-Newton-like
techniques and will demonstrate the computational advan-
tages of our approach over traditional stochastic optimizers
on several benchmark deep learning tasks.
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MS98

On the Advancement of Physics-Informed Machine
Learning Via Optimization

We present recent efforts advancing the predictive power
of physics-informed machine learning through robust train-
ing methods. Firstly, we present an effective training
method for multivariate neural networks with smooth acti-
vation, namely, σ-Active Neuron Least Squares (σ-ANLS).
σ-ANLS was developed from a general iterative training
framework whose core mechanism is single-neuron opti-
mization (SNO). In particular, it explores the optimum in
a pool of vectors constructed by locality and non-locality.
Secondly, we present a two-step training method for deep

operator networks, which is constructed by two subnet-
works: the branch and trunk networks. Typically, the two
sub-networks are trained simultaneously, which often fail.
The proposed two-step training method trains the trunk
network first and then sequentially trains the branch net-
work. The core mechanism is motivated by the divide-and-
conquer paradigm and is the decomposition of the entire
complex training task into two subtasks with reduced com-
plexity. Extensive computational examples demonstrate
the effectiveness of the proposed training methods com-
pared with existing first- and second-order optimization
algorithms on various learning tasks ranging from function
approximation, dynamical systems, and solving PDEs to
operator learning.

Yeonjong Shin
North Carolina State University
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MS99

Orbit: Oak Ridge Base Foundation Model for
Earth System Predictability

Earth system predictability is challenged by the complex-
ity of environmental dynamics and the multitude of vari-
ables involved. Current AI foundation models, although
advanced by leveraging large and heterogeneous data, are
often constrained by their size and data integration, limit-
ing their effectiveness in addressing the full range of Earth
system prediction challenges. To overcome these limita-
tions, we introduce the Oak Ridge Base Foundation Model
for Earth System Predictability (ORBIT), an advanced vi-
sion transformer model that scales up to 113 billion pa-
rameters using a novel hybrid tensor-data orthogonal par-
allelism technique. As the largest model of its kind, ORBIT
surpasses the current climate AI foundation model size by
a thousandfold. Performance scaling tests conducted on
the Frontier supercomputer have demonstrated that OR-
BIT achieves 684 petaFLOPS to 1.6 exaFLOPS sustained
throughput, with scaling efficiency maintained at 41% to
85% across 49,152 AMD GPUs. These breakthroughs es-
tablish new advances in AI-driven climate modeling and
demonstrate promise to significantly improve the Earth
system predictability.

Prasanna Balaprakash
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MS99

Improved Subseasonal Forecasting of Extreme
Weather Using Machine Learning

The best early warning products for extreme events only
run up to 15 days in advance. These predictions are help-
ful in protecting vulnerable members of the public, but a
greater lead time would allow for mobilizing the resources
necessary to protect critical energy and defense infrastruc-
ture. This leaves an opportunity for improvement in the
forecasting of targeted extreme events over the subseasonal
(2-8 week) period using machine learning. Our hypothesis
is that machine learning can be used to take in intelli-
gently selected precursor features, such as an El Nio index,
and predict the occurrence of large-scale temperature ex-
tremes over the continental US on subseasonal timescales
with greater accuracy then a physics-based weather model.
We have had preliminary success in creating a subseasonal
forecaster of polar vortex extremes using machine learning
methods. We used geometric moments representing the
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polar vortex state and 31 scalar precursor variables were
calculated on each winter day from MERRA-2 Reanaly-
sis data. Using random forest (RF) we inspected partial
dependence plots to identify the precursors with the most
predictive strength. Withholding the last year, we trained
statistical and machine learning methods on the best pre-
cursors to predict the state of the polar vortex 15 days in
advance. The best performing algorithm was a RF fore-
caster that outperformed recently published results but
struggled to adequately capture extreme events.
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MS99

Aurora: A Foundation Model of the Atmosphere

Deep learning foundation models are revolutionizing many
facets of science by leveraging vast amounts of data to
learn general-purpose representations that can be adapted
to tackle diverse downstream tasks. Foundation models
hold the promise to also transform our ability to model
our planet and its subsystems by exploiting the vast ex-
panse of Earth system data. Here we introduce Aurora, a
large-scale foundation model of the atmosphere trained on
over a million hours of diverse weather and climate data.
Aurora leverages the strengths of the foundation modelling
approach to produce operational forecasts for a wide va-
riety of atmospheric prediction problems, including those
with limited training data, heterogeneous variables, and
extreme events. In under a minute, Aurora produces 5-day
global air pollution predictions and 10-day high-resolution
weather forecasts that outperform state-of-the-art classi-
cal simulation tools and the best specialized deep learning
models. Taken together, these results indicate that foun-
dation models can transform environmental forecasting.
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MS99

A Physics-Enhanced AI Method for Cloud Physics
in General Circulation Models

We introduce a novel physics-enhanced deep learning
method for resolving cloud physics in general circulation
models, also known as hybrid modeling. Our approach
addresses key challenges in hybrid modeling and ensures
physically accurate predictions as well as stable long-term
simulations without loss of precision. The novel deep
learning approach significantly enhances the robustness
and interpretability of hybrid models (machine learning +
physics) for climate prediction, potentially advancing our
ability to simulate and predict complex atmospheric pro-
cesses.
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MS100

A Second Kind Formulation for Algebraic Con-
trained Differential Equations: The Rare Time
When Reckless Differentiation Makes Things Bet-
ter

A key characteristic of incompressible fluids is the disparity
in the differential order of the equations. This discrepancy
generates numerical difficulties that are often resolved by
differentiating the applied force, adding boundary condi-
tions, and/or using different discretization approaches for
pressure and velocity. In this work, we introduce a new
formulation for the periodic channel, presenting an unex-
pectedly simple yet effective solution to resolve the mis-
match between pressure and velocity in incompressible flu-
ids. By employing this seemingly unconventional approach,
we craft a well-conditioned system that eliminates the tra-
ditional mismatch problem. Notably, this method’s ver-
satility extends beyond incompressible fluids and applies
to various differential-algebraic equations, such as inelastic
fibers and curl-free fluids.
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MS100

A Robust Fast Algorithm for the Evaluation of
Layer and Volume Potentials

Over the last two decades, several fast, robust, and high-
order accurate methods have been developed for solving the
Poisson equation in complicated geometry using potential
theory. In this approach, rather than discretizing the par-
tial differential equation (PDE) itself, one first evaluates
a volume integral to account for the source distribution
withinthe domain, followed by solving a boundary inte-
gral equation to impose the specified boundary conditions.
Here, we present a new fast algorithm which is easy to im-
plement and compatible with virtually any discretization
technique, including unstructured domain triangulations,
such as those used in standard finite element or finite vol-
ume methods. Our approach combines earlier work on po-
tential theory for the heat equation, asymptotic analysis,
the nonuniform fast Fourier transform (NUFFT), and the
DMK framework. It is insensitive to flaws in the trian-
gulation, permitting not just nonconforming elements, but
arbitrary aspect ratio triangles, gaps and various other de-
generacies. On a single CPU core, the scheme computes
the solution at a rate comparable to that of the FFT in
work per gridpoint.
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MS100

Quadrature by Matched Asymptotic Expansions
(qbmax) for the Evaluation of Layer Potentials
with Boundary Layers

Evaluating layer potentials becomes computationally ex-
pensive when dealing with rapidly decaying kernels, such as
Helmholtz kernels with large imaginary wave numbers. In
this work, we propose a high-order method for evaluating
layer potentials with such kernels, referred to as Quadra-
ture by Matched Asymptotic Expansions (QBMAX). This
method is an extension of the recently developed high-order
scheme, Quadrature by Expansion (QBX), which works for
singular, weakly singular, or even hyper-singular kernels.
The idea behind QBX is to form local expansions around
off-surface points and extrapolate layer potentials to points
near or on the surface. However, in the case of rapidly
decaying kernels, the local expansion converges poorly, re-
quiring high-order expansion and discretization. Instead,
QBMAX forms off-surface local expansions scaled by the
matched asymptotic expansion of the underlying PDE near
the boundary, demonstrating accuracy and efficiency. We
include numerical experiments that show QBMAX offers
robust results in both 2D and 3D when compared to the
QBX method.
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MS100

Boundary Integral Methods for Particle Diffusion
in Complex Geometries: Shielding, Confinement,
and Escape

Many problems in Engineering and Biology necessitate
solving the first passage time problem, which addresses
questions such as the expected time for a Brownian parti-
cle in unbounded space to reach a target. I will present a
boundary integral equation method for solving this mean
first passage time with complex geometries of absorbing
and reflecting bodies. The method applies the Laplace
transform to the time-dependent problem, yielding a mod-
ified Helmholtz equation which is solved with a bound-
ary integral method. This approach circumvents the lim-
itations of traditional time-stepping methods and effec-
tively handles the long equilibrium timescales associated
with diffusion problems in unbounded domains. Return-
ing to the time domain is achieved by applying quadrature
along the so-called Talbot contour to calculate the inverse
Laplace transform. I will demonstrate the method for var-

ious complex geometries formed by disjoint bodies of arbi-
trary shape on which either uniform Dirichlet or Neumann
boundary conditions are applied. The examples include
geometries that guide diffusion processes to particular ab-
sorbing sites, absorbing sites that are shielded by reflecting
bodies, and finding the exits of confining geometries, such
as mazes.
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MS101

Identifying Point Sources in Elliptic Problems Us-
ing Deep Neural Networks

The inverse problem of recovering point sources represents
an important class of applied inverse problems. However,
there is still a lack of neural network-based methods for
point source identification, mainly due to the inherent solu-
tion singularity. In this work, we develop a novel algorithm
to identify point sources, utilizing a neural network com-
bined with a singularity enrichment technique. We employ
the fundamental solution and neural networks to represent
the singular and regular parts, respectively, and then min-
imize an empirical loss involving the intensities and loca-
tions of the unknown point sources, as well as the param-
eters of the neural network. Moreover, by combining the
conditional stability argument of the inverse problem with
the generalization error of the empirical loss, we conduct a
rigorous error analysis of the algorithm. We demonstrate
the effectiveness of the method with several challenging ex-
periments.
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MS101

Machine Learning for Synthetic Aperture Radar
Imaging

We consider the problem of synthetic aperture radar (SAR)
imaging. A single transmitter/receiver mounted on a mov-
ing platform emits pulses and collects the corresponding
scattered field from an area of interest, called the imaging
window (IW). We propose two deep learning networks for
solving the SAR imaging problem. Assuming labeled data
for small point like targets are available we train the two
networks and compare their performance. The first net-
work takes as input collected SAR data and generates a
reflectivity map that indicates the locations of the scatter-
ers in the IW. We propose an interpretation of this network
as a SAR imaging operator plus a deconvolution one. The
second network is different in that it takes as input SAR
images and using convolutional neural layers it deconvolves
the unknown SAR Kernel. Both networks achieve higher
resolution than the traditional SAR imaging techniques.
This will be demonstrated with numerical simulations in
the SAR Gotcha regime.
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MS102

An Ensemble Score Filter for Tracking High Di-
mensional Nonlinear Dynamical Systems

We propose an ensemble score filter (EnSF) for solving
high-dimensional nonlinear filtering problems with supe-
rior accuracy. A major drawback of existing filtering meth-
ods is the low accuracy in handling high-dimensional and
highly nonlinear problems. EnSF attacks this challenge
by exploiting the score-based diffusion model, defined in
a pseudo-temporal domain, to characterizing the evolu-
tion of the filtering density. EnSF stores the informa-
tion of the recursively updated filtering density function
in the score function, instead of storing the information
in a set of finite Monte Carlo samples (used in particle
filters and ensemble Kalman filters). Unlike existing dif-
fusion models that train neural networks to approximate
the score function, we develop a training-free score esti-
mation that uses a mini-batch-based Monte Carlo esti-
mator to directly approximate the score function at any
pseudo-spatial-temporal location, which provides sufficient
accuracy in solving high-dimensional nonlinear problems as
well as saves a tremendous amount of time spent on train-
ing neural networks. High-dimensional Lorenz-96 systems
are used to demonstrate the performance of our method.
EnSF provides surprising performance, compared with the
state-of-the-art Local Ensemble Transform Kalman Filter
method, in reliably and efficiently tracking extremely high-
dimensional Lorenz systems (up to one million dimensions)
with highly nonlinear observation processes.
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MS102

Data-Driven Long Term Stable Forecasting of
Chaotic Systems

Forecasting high-dimensional dynamical systems is a fun-
damental challenge in various fields, such as geosciences
and engineering. Deep Learning has emerged as a promis-
ing tool for forecasting complex nonlinear dynamical sys-
tems. However, classical techniques used for their train-
ing are ineffective for learning chaotic dynamical systems.
Secondly the spectral bias of neural networks prohibits the
long term predictions to follow the attractor of the un-
derlying dynamics. In this work, we propose a couple of
novel techniques for robust learning of such systems. The
Multistep Penalty(MP) method introduces penalized dis-
continuities in the predicted trajectory while training to
address the challenges of non-convexity and exploding gra-
dients associated with training networks with underlying
chaotic dynamics. We also introduce an energy spectum
based loss function that mitigates the spectral bias of the
trained networks. These methods are applied to chaotic
systems such as the Lorenz system, KuramotoSivashinsky
equation, the Kolmogorov flow, ERA5 reanalysis data, and
ocean data. We also test them with several architectures
like Neural ODE, Fourier Neural Operator, and UNet. We
observe that these techniques provide viable performance
for chaotic systems, not only for short-term predictions but
also for preserving invariant statistics that are hallmarks
of physical systems.
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MS102

A Stochastic Precipitating Quasi-Geostrophic
Model

Efficient and effective modeling of complex systems, incor-
porating cloud physics and precipitation, is essential for
accurate climate modeling and forecasting. However, sim-
ulating these systems is computationally demanding since
microphysics has crucial contributions to the dynamics of
moisture and precipitation. In this paper, appropriate
stochastic models are developed for the phase-transition
dynamics of water, focusing on the PQG model as a proto-
type. By treating the moisture, phase transitions, and la-
tent heat release as integral components of the system, the
PQG model constitutes a set of partial differential equa-
tions (PDEs) that involve Heaviside nonlinearities due to
phase changes of water. Despite systematically charac-
terizing the precipitation physics, expensive iterative al-
gorithms are needed to find a PDE inversion at each nu-
merical integration time step. As a crucial step toward
building an effective stochastic model, a computationally
efficient Markov jump process is designed to randomly sim-
ulate transitions between saturated and unsaturated states
that avoids using the expensive iterative solver. The tran-
sition rates, which are deterministic, are derived from the
physical fields, guaranteeing physical and statistical con-
sistency with nature. Furthermore, to maintain the consis-
tent spatial pattern of precipitation, the stochastic model
incorporates an adaptive parameterization that automati-
cally adjusts the transitions based on spatial information.
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MS104

High-Dimensional Hamilton-Jacobi-Bellman PDEs
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for Global Optimization

This talk introduces a novel approach to global opti-
mization leveraging solutions of Hamilton-Jacobi-Bellman
(HJB) equations, with an application to accelerating
consensus-based optimization (CBO) algorithms. We be-
gin by reformulating the global optimization problem as
an infinite-horizon optimal control problem. The solution
to the associated HJB equation provides a value function
that approximates the objective function’s landscape. By
extracting gradient information from this value function,
we obtain a control signal that guides the search towards
the global optimum without requiring explicit derivatives
of the original objective function. We then demonstrate
how this HJB-derived control can be integrated into the
CBO framework to significantly enhance its performance.
The resulting controlled CBO method exhibits faster con-
vergence rates and improved robustness compared to stan-
dard CBO, especially in challenging scenarios with limited
particles or poor initialization.
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MS104

Solving the Rubik’s Cube Using Its Local Graph
Structure

This research proposes a new approach to solving the Ru-
biks Cube by using two neural networks that focus on the
local graph structure of the cubes current state. Building
on previous work in the reinforcement learning community
such as DeepCubeA, we extend these contributions and
optimize cube-solving methods by utilizing the local graph
structure rather than the entire state space of the cube.
Our first neural network predicts the next optimal move to
make. This network aims to improve accuracy and reduce
computation time. Our second neural network estimates
the distance from the current state to the solved state of
the cube. This network is trained on extensive datasets
using supervised learning techniques. This approach re-
duces the computational challenges that arise from the Ru-
biks Cube’s immense state space. Preliminary results show
strong promise for the efficacy of this method, exhibiting
the potential to advance cube-solving techniques in the re-
inforcement learning community. Through continued re-
search and validation, we demonstrate the effectiveness of
utilizing neural networks that leverage local graph struc-
tures for solving complex puzzles.
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MS104

Inverse Reinforcement Learning of Optimal Con-
trol and Differential Games

One of the most efficient approaches for autonomous agents
to master complex skills and decent behaviors efficiently
and safely is to imitate the behaviors of humans or expert
agents who already optimally perform those tasks. Inverse
reinforcement learning (IRL) control stands out as a princi-
pled framework that enables agents to imitate the demon-

strated behaviors described by optimal control systems and
differential games by reconstructing the underlying cost or
objective functions while ensuring the stability and conver-
gence of algorithms. Inverse RL offers model-free proper-
ties during reconstruction and reduces uncertainties with
unknown dynamics, distinguishing it from the classic in-
verse optimal control (IOC) that shares similar functional-
ity but relies on explicit system dynamics. The presenta-
tion will show state-of-the-art data-driven IRL of optimal
control systems and differential games, including zero-sum,
non-zero-sum, and multiagent graphical games. In partic-
ular, data-driven off-policy integral inverse RL algorithms
are developed to reconstruct cost functions and control pol-
icy.
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MS104

A Physics-Informed Learning Framework for Non-
linear Optimal Control Problems

In this talk we will propose a physics-informed neural net-
works (PINNs) framework to solve the infinite-horizon op-
timal control problem of nonlinear systems. In particu-
lar, since PINNs are generally able to solve a class of par-
tial di??erential equations (PDEs), they can be employed
to learn the value function of the infinite-horizon opti-
mal control problem via solving the associated steadystate
Hamilton-Jacobi-Bellman (HJB) equation. However, an
issue here is that the steady-state HJB equation generally
yields multiple solutions; hence if PINNs are directly em-
ployed to it, they may end up approximating a solution
that is di??erent from the optimal value function of the
problem. We tackle this by instead applying PINNs to
a finite-horizon variant of the steady-state HJB that has
a unique solution, and which uniformly approximates the
optimal value function as the horizon increases. An algo-
rithm to verify if the chosen horizon is large enough is also
given, as well as a method to extend it – with reduced
computations and robustness to approximation errors – in
case it is not. Unlike many existing methods, the proposed
technique works well with non-polynomial basis functions,
does not require prior knowledge of a stabilizing controller,
and does not perform iterative policy evaluations.
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MS104

Sciml for Modeling and Control of Dynamic Sys-
tems with Applications

Innovation in deep learning methods, tools, and technol-
ogy offers an unprecedented opportunity to transform the
systems engineering practice and bring much excitement to
systems theory research. In this talk, I will introduce re-
cent results in modeling dynamic systems with deep learn-
ing representations that embed domain knowledge. I will
also discuss differentiable predictive control, a data-driven
approach that uses physics-informed deep learning repre-
sentations to synthesize predictive control policies. Ill mo-
tivate and illustrate the concepts with examples of engi-
neered energy systems such as floating offshore wind and
intelligent buildings.

Draguna L. Vrabie, Bruno Jacob
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MS105

Proportional Asymptotics of Bayesian Neural Net-
work Predictions

Bayesian inference could provide the framework for princi-
pled uncertainty quantification for neural networks. Bar-
riers to adoption include the interpretability of predictive
distributions and the challenge of fully learning multimodal
posterior distributions. We demonstrate that under a dis-
cretized prior for the inner layer weights, we can exactly
characterize the posterior predictive distribution as a mix-
ture of Gaussian modes. This setting allows us to define
equivalence classes on realizations of network parameters
which produce the same training error and to relate the
elements of these classes to the networks scaling regime:
the number of training samples, the size of each layer, and
the number of final layer parameters. Of particular inter-
est are distinct parameter realizations which map to low
training error and correspond to distinct modes in the pos-
terior predictive distribution. We describe the impact of
the scaling regime on multimodality and the inevitability
of uncertainty when network size grows with sample size.
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Physics Informed IB-UQ: Information Bottleneck
Based Uncertainty Quantification for Physics In-
formed Scientific Computing

Neural networks (NNs) are currently changing the com-
putational paradigm on how to combine data with math-
ematical laws in physics and engineering in a profound
way, tackling challenging inverse and ill-posed problems
not solvable with traditional methods. However, quan-
tifying errors and uncertainties in NN-based inference is
more complicated than in traditional methods. In this
talk, we will present Information Bottleneck based uncer-
tainty quantification method for physics informed neural
networks and operator learning. The effectiveness of the
model will be demonstrated through several representative
examples.
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MS105

Multifidelity Neural Networks with UQ for Repre-
senting Free Energy Surfaces

We consider high-dimensional distributions representing
population densities evolving in Rn. Of interest to us
is an efficient approach to infer the dynamics in Fokker-
Planck form. We adopt a two step process: In the first
step we combine Knothe-Rosenblatt rearrangements with
globally C∞ basis functions. In the second step we use
Bayesian neural networks to parameterize the unknown n-
dimensional Fokker-Planck equations that govern the time-
evolution. The learning problem leads to inference of the
Fokker-Planck forms with quantified uncertainty. These
methods provide advantages over discretization-based in-
ference of partial differential equations that are afflicted
by the curse of high-dimensionality.
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MS105

Bayesian Optimal Experimental Design for Adap-
tive Training of Neural Network Surrogate Models

Multi-query tasks such as uncertainty propagation, infer-
ence, and optimization all require repeated evaluations of
a forward model. When the forward model involves a high-
fidelity physics-based simulation, these tasks can become
prohibitive. One approach to accelerate the computation
is by training a parametric surrogate model, such as a neu-
ral network (NN), from high-fidelity simulation data, and
using it to replace the original forward model for all tasks.
The surrogate is often trained in a deterministic manner
without quantifying the uncertainty in the surrogate mod-
els parameters or downstream predictions, and with a sin-
gle batch of training data that is randomly selected, for
instance via space-filling designs. We propose the use of
Bayesian Optimal Experimental Design (OED) for training
a NN, that quantifies and updates surrogate uncertainty
and leveraging it to select locations to acquire new train-
ing simulations. We make use of a greedy-sequential OED
to iterate between the prior-to-posterior update of NN pa-
rameters via variational inference, and identifying and ac-
quiring new high-fidelity simulations that would yield the
greatest Expected Information Gain (EIG). In particular,
we formulate goal-oriented OED approaches where the EIG
does not focus on the abstract NN parameters, but on
quantities of interest from downstream tasks that will rely
on the completed NN surrogate. We compare our frame-
work to existing active data collection methods on numer-
ical examples.
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Probabilistic Solver for Parametric PDEs Via Neu-
ral Operator Induced Gaussian Process

The study of neural operators has significantly advanced
the development of efficient approaches for solving partial
differential equations (PDEs), offering advantages over tra-
ditional methods. However, most of the existing neural
operators lack the capability to quantify predictive uncer-
tainty, a crucial aspect, especially in data-driven scenar-
ios with the limited availability of data. In this work, we
propose a probabilistic solver for solving parametric par-
tial differential equations (PDEs) which utilizes the prob-
abilistic characteristic of Gaussian Processes (GPs) while
leveraging the learning prowess of neural operators. The
proposed framework leads to improved prediction accuracy
and offers a quantifiable measure of predictive uncertainty.
The proposed framework is extensively evaluated through
experiments on various PDE examples, including Burg-
ers equation, Darcy flow, non-homogeneous Poisson, and
wave-advection equations. Furthermore, a comparative
study with wavelet neural operator (WNO), its Bayesian
variant along with GP (zero mean) is presented to high-
light the advantages of our proposed approach. The results
demonstrate superior accuracy and expected uncertainty
characteristics, suggesting the promising potential of the
proposed framework in applications pertaining to mechan-
ics and engineering.
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MS106

Numerical Investigation of the SRTD Algorithm
for the Oldroyd 3-Parameter Model

The SRTD algorithm was recently developed to solve the
steady-state case of a certain 3-parameter subset of the
Oldroyd models which contains the upper-convected and
lower-convected Maxwell models. It is an iterative algo-
rithm, and it is similar to the original UCM algorithm by
Renardy, but SRTD decouples the Oldroyd 3-parameter
system into a Navier-Stokes like momentum equation and
two transport equations. When the decoupled equations
are solved exactly, the iteration is provably convergent for
a sufficiently nice domain, tangential boundary conditions,
and sufficiently small parameters, but no numerical imple-
mentation had been tested. In this talk, we present the
results of a numerical investigation of a finite element im-
plementation of the SRTD algorithm and discuss future
plans of accelerating and extending the SRTD method.
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Semi-Lagrangian Characteristic Reconstruction
and Projection for Transport under Incompressible
Velocity Fields

We present a novel semi-Lagrangian characteristic recon-
struction method that leverages a volume preserving pro-
jection to advect quantities under incompressible velocity
fields. A key advantage of this framework is to see the tra-
ditional semi-Lagrangian scheme as the construction of a
diffeomorphism between the deformed and original geom-
etry (reference map). This representation allows us to use
the local deformation of the geometry to design a projec-
tion for the reference map onto the space of volume pre-
serving diffeomorphisms. In the context of the advection of
an implicit surface representation (level set method), this
results in significant improvements to the interface pre-
cision and mass conservation. We demonstrate the per-
formance of our new method with a variety of two- and
three-dimensional examples, compare this new approach
to traditional schemes, and show the effectiveness of our
characteristic bending scheme is particularly well suited for
simulations of the incompressible Navier-Stokes equations.
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Viscoelastic Phase Separation of Polymer-Solvent
Systems: Analysis Structure-Preserving Discreti-
sation

In the context of binary phase separation dynamic symme-
try of both phases, i.e. similar relaxation time scales, plays
a crucial role in modelling. The generally accepted model is
an incompressible Cahn-Hilliard-Navier-Stokes system for
the evolution of the volume fraction and the velocity. In
viscoelastic phase separation, this dynamic symmetry is
broken, since polymer chains and solvent particles have ef-
fects on completely different time scales. To accommodate
these asymmetrical effects, the model is extended by ad-
ditional equations. On one hand, the viscoelastic effects
arising from chain dynamics are modeled using the Peter-
lin model for the conformation tensor. This renders the
flow Non-Newtonian. On the other hand, mixing effects
between solvent and chains are captured through a nonlin-
early coupled advection-reaction-diffusion equation, aug-
menting the Cahn-Hilliard equation. In the absence of the
conformation tensor, we employ a structure-preserving ap-
proximation using conforming finite elements both in space
and time. This method is shown to accurately preserve
essential thermodynamic quantities, such as conservation
of mass and energy dissipation. Theoretical findings are
complemented by a convergence test and an illustrative
example drawn from practical applications.
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Pressure Robust Discretization of Non-Newtonian
Fluids

We present a nonconforming Crouziex-Raviart discretiza-
tion for the nonlinear Stokes equation modelling a non-
Newtonian incompressible fluid. Our a priori estimates are
pressure robust, i.e. the convergence rate for the velocity
does not depend on the regularity of the pressure.
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A Survey of Recent Results for Discretization of
Rheological Models

There are many models for non-Newtonian fluids. In re-
cent years, mathematical theory about such models and
their numerical solution has increased substantially. For
example, some models due to Rivlin and Ericksen and to
Oldroyd have been proved to be equivalent in the limit of
small parameters, even though these models initially ap-
pear to be quite different. Since this understanding has
improved recently, it is reasonable to ask what future re-
search directions should be explored. We will survey the
state of the field, describe some recent results, and suggest
some open problems to be considered.
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University of Chicago
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Transporting Mass with Low Distortion

Traditionally, stochastic mass transport is studied as an
optimization problem. The goal is to push forward a given
source measure to a target measure in a way that mini-
mizes distances. According to Caffarelli, a prominent result
in Euclidean spaces establishes the Lipschitz regularity of
these optimal transport maps in some specific cases. Lip-
schitz continuity allows the transfer of analytic properties
of the source measure to an a priori complicated target,
and Caffarellis result has proven to be widely influential.
In this talk, we will explore extensions of Caffarellis theo-
rem to various settings. Our main observation is that the
optimality conditions mentioned above are not necessary
for most applications. We shall thus introduce a general
construction of transport maps, based on semigroup inter-
polation, and analyze its Lipschitz constant via stochastic
calculus of variations techniques. In particular, we will
go beyond the Euclidean setting and consider Riemannian

manifolds as well as infinite-dimensional spaces. Interest-
ingly, these types of problems relate to some modern nu-
merical applications, which we shall also discuss.
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Tree-Wasserstein Distance for Data with Latent
Feature Hierarchy

Finding meaningful distances between high-dimensional
data samples is an important scientific task. In this work,
we present a new tree-Wasserstein (TW) distance, which
we term Hyperbolic Diffusion Tree-Wasserstein (HDTW)
distance, for high-dimensional data with a latent feature
hierarchy. While the conventional use of the TW distance
is to speed up the computation of the Wasserstein distance,
we use its inherent tree as a means to learn the latent fea-
ture hierarchy. The key idea of our method is to embed
the features into a continuous multi-scale hyperbolic space
using diffusion geometry, and then, present a new tree de-
coding algorithm by establishing analogies between the hy-
perbolic embedding and trees. We show that our HDTW
distance provably recovers the TW distance for data with
a latent feature hierarchy and that its computation is effi-
cient and scalable. We showcase the usefulness of the pro-
posed HDTW distance in applications to word-document
and single-cell RNA-sequencing datasets, demonstrating
its advantages over competing baselines based on the TW
distances and methods based on pre-trained models.
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Efficient Neural Network Approaches for Con-
ditional Optimal Transport with Applications in
Bayesian Inference

We present two neural network approaches that approxi-
mate the solutions of static and dynamic conditional op-
timal transport (COT) problems. Both approaches en-
able conditional sampling and conditional density estima-
tion, which are core tasks in Bayesian inferenceparticularly
in the simulation-based (”likelihood-free”) setting. Our
methods represent the target conditional distributions as
transformations of a tractable reference distribution and,
therefore, fall into the framework of measure transport.
Although many measure transport approaches model the
transformation as COT maps, obtaining the map is com-
putationally challenging, even in moderate dimensions. To
improve scalability, our numerical algorithms use neural
networks to parameterize COT maps and further exploit
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the structure of the COT problem. Our static approach
approximates the map as the gradient of a partially input-
convex neural network. It uses a novel numerical imple-
mentation to increase computational efficiency compared
to state-of-the-art alternatives. Our dynamic approach
approximates the conditional optimal transport via the
flow map of a regularized neural ODE; compared to the
static approach, it is slower to train but offers more mod-
eling choices and can lead to faster sampling. We demon-
strate both algorithms numerically, comparing them with
competing state-of-the-art approaches, using benchmark
datasets and simulation-based Bayesian inverse problems.
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Stochastic Inverse Problem Based on Push-
Forward Maps

Inverse problems in physical sciences are typically formu-
lated as PDE-constrained optimization problems, aimed at
identifying unknown parameters by optimizing models to
match observed data. While this approach assumes de-
terministic parameters, many real-world problems involve
stochastic parameters, requiring the recovery of their full
distribution. This talk addresses the challenge of solving
such stochastic inverse problems by examining three key
aspects: the stability of the inverse problem, the role of
regularization in the resulting variational formulation, and
the application of the Wasserstein gradient flow as an ef-
fective solver for optimizing over probability distributions,
providing new insights into this emerging class of inverse
problems.

Yunan Yang, Maria Oprea
Cornell University
yunan.yang@cornell.edu, mao237@cornell.edu

Li Wang
University of Minnesota
wang8818@umn.edu

Qin Li
University of Wisconsin-Madison
qinli@math.wisc.edu

MS108

Data Assimilation with Measure Transport and

Generative AI

Measure transport and related generative AI methods have
shown impressive performance in image and video gener-
ation tasks. Their probabilistic nature also serves as an
appealing framework for extending standard data assim-
ilation (DA) methods in the geosciences. The Ensemble
Kalman Filter (EnKF) is one of the most popular ensem-
ble DA algorithms with demonstrated stability in high-
dimensional settings. However, the Gaussian assumptions
made in its formulation lead to biases that eventually dete-
riorate the model predictions. This talk will highlight two
recent DA frameworks which utilize measure transport and
generative AI tools to relax the Gaussian assumptions in
the EnKF. Specifically, the Ensemble Conjugate Transform
Filter (ECTF) generalizes the EnKF to arbitrarily complex
distributions based on ideas from normalizing flows, while
the Ensemble Score Filter (EnSF) samples the Bayesian
posterior with training-free diffusion models. Both meth-
ods take advantage of the appealing idea that target distri-
butions in the DA problem can be obtained as successive
transformations of much simpler base distributions like the
Gaussian. Following a brief mathematical introduction, I
will describe recent progress in applying these new DA al-
gorithms to problems in the geosciences.
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Non-Gaussian Extensions of the Maximum Likeli-
hood Ensemble Filter

With the resolution of numerical weather and ocean predic-
tion models becoming higher resolution then more nonlin-
ear dynamics need to be approximated which leads to non-
Gaussian statistics. Most of the traditional data assimila-
tion systems are based upon assuming Gaussian statistics
for the errors involved. Over the last 20 years there has
been development of lognormal versions of the variational
data assimilation systems but not so much towards the
ensemble systems. In this presentation we introduce the
non-Gaussian versions of the maximum likelihood ensem-
ble filter based upon the lognormal and the reverse log-
normal distributions and show that it can perform better
than a Gaussian fits also version of he filter with the cou-
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pled Lorenz 1963 model.
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Understanding Bias in Ensemble Filters

Ensemble filtering methods are empirically proven to be ef-
fective at addressing filtering problems in high-dimensional
settings. However, these methods are inherently biased,
and a better theoretical understanding of this bias is inter-
esting. In this talk, we will quantify this bias in the mean-
field setting. We will focus on two particular transport-
based filtering methods: the standard Ensemble Kalman
Filter and the stochastic map filter, a nonlinear analog
that can effectively capture non-Gaussian posteriors. Each
of these methods has a corresponding class M of dynami-
cal models for which they are unbiased. Interestingly, we
can quantify, in W2-distance, how the bias of our ensemble
method depends on the proximity of the true dynamics to
the unbiased class M. This sheds light on the origin of bias
in the investigated ensemble filters and how it interacts
with the systems dynamics.
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Local Sequential Mcmc for Data Assimilation with
Applications to Drifters Data and Surface Water
and Ocean Topography-Like Data

In this talk, I present a new data assimilation (DA)
scheme based on a sequential Markov Chain Monte Carlo
(SMCMC) DA technique that is provably convergent
and has been recently used for filtering, particularly for
high-dimensional non-linear, and potentially, non-Gaussian
state-space models. Unlike particle filters, which is a con-
vergent method as well, SMCMC does not assign weights
to the samples/particles, and therefore, the method does
not suffer from the well-known issue of weight-degeneracy
when a relatively small number of samples is used. We
design a time-dependent localization approach within the
SMCMC framework that focuses on regions where obser-
vations are located and restricts the transition densities in-
cluded in the conditional distribution of the state to these
regions. This results in immensely reducing the effective
degrees of freedom and thus improving the efficiency. We

test the new technique on high-dimensional (d ∼ 104−105)
linear Gaussian model and non-linear shallow water models
with Gaussian noise with real and synthetic observations.
We show superiority in terms of efficiency and accuracy
over competing ensemble methods and the SMCMC filter.
For two of the numerical examples, the observations mimic
the Surface Water and Ocean Topography data. We also
use a set of ocean drifters’ real observations in which the
drifters are moving according the ocean kinematics and as-
sumed to have unknown random locations at the time of
assimilation.
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Augmenting Subspace Optimization Methods with
Linear Bandits

In recent years, there has been a growing interest in devel-
oping iterative optimization methods that focus on finding
descent restricted to affine subspaces containing an incum-
bent. Each iteration typically consists of choosing a sub-
space according to some possibly randomized technique,
and then building and minimizing a local model employing
derivatives of the function projected onto the chosen sub-
space. In model-based derivative-free optimization, where
gradient approximations essentially require a finite differ-
ence (i.e., a number of function evaluations linear in prob-
lem dimension), these methods suggest serious opportuni-
ties for practical gains in efficiency, since the number of
function evaluations necessary to obtain a projected gradi-
ent approximation instead scales with the chosen subspace
dimension. Motivated by practicality, we consider a simple
augmentation of such a generic subspace method. In par-
ticular, we consider a sequential optimization framework
where actions consist of one-dimensional linear subspaces
and rewards consist of projected gradient measurements
made along corresponding affine subspaces. This sequen-
tial optimization problem can be analyzed through the lens
of dynamic regret. We modify an existing upper confidence
bound (UCB) linear bandit method to achieve sublinear
dynamic regret. We demonstrate the efficacy of employ-
ing this UCB method alongside a sketched version of the
derivative-free optimization method, POUNDers.
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Solving 10,000-Dimensional Optimization Prob-
lems with Inaccurate Function Values: An Old Al-
gorithm

We re-introduce a derivative-free subspace optimization
framework originating from Chapter 5 the thesis [Z.
Zhang, On Derivative-Free Optimization Methods, PhD
thesis, Chinese Academy of Sciences, Beijing, 2012] of
the author under the supervision of Ya-xiang Yuan. At
each iteration, the framework defines a (low-dimensional)
subspace based on an approximate gradient, and then
solves a subproblem in this subspace to generate a new
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iterate. We sketch the global convergence and worst-case
complexity analysis of the framework, elaborate on its
implementation, and present some numerical results
on solving problems with dimension as high as 10,000.
The same framework was presented during ICCOPT
2013 in Lisbon under the title ”A Derivative-Free
Optimization Algorithm with Low-Dimensional Sub-
space Techniques for Large-Scale Problems”, although
it remains nearly unknown to the community until
very recently. An algorithms following this framework
named NEWUOAs was implemented by Zhang in MAT-
LAB in 2011 (https://github.com/newuoas/newuoas),
ported to Module-3 by Nystroem (Intel) in
2017, and included in cm3 in 2019 (https:
//github.com/modula3/cm3/blob/master/caltech-
other/newuoa/src/NewUOAs.m3).
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Optimizing Gaussian Processes for Large-Scale Ap-
plications with Mixed-Precision Computation

Gaussian Processes (GPs) are a fundamental class of ma-
chine learning models widely used for regression, uncer-
tainty quantification, and the estimation of statistical
model parameters, particularly in geospatial data analy-
sis. In computational materials science, GPs are employed
to model the residual error between machine learning in-
teratomic potentials (MLIPs) and reference quantum me-
chanical (QM) data, with MLIPs acting as surrogate mod-
els for QM calculations. Despite their strengths, GPs face
significant challenges when applied to large datasets due
to their high computational complexity. This complex-
ity arises primarily from the need to construct and in-
vert large covariance matrices, which are both computa-
tionally intensive and memory-demanding tasks. This pre-
sentation explores a novel optimization of GP regression
models using accuracy-preserving mixed-precision compu-
tation across various stages of the process. By redesign-
ing the computation of matrix generation through opti-
mized matrix-matrix multiplication operations, and accel-
erating the solution of linear systems via mixed-precision
Cholesky-based solvers, we achieve substantial improve-
ments in both speed and efficiency. This approach demon-
strates the potential for significant computational savings
while maintaining the accuracy of GP models, making
them more practical for large-scale applications.
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H2O: Orchestrating Hierarchical Algorithms on
Heterogeneous Architectures with the Parsec Run-
time System for Complex Scientific Applications

Task-based runtime systems have become pillars of the
computational revolution, renowned for their dynamic ex-
ecution models and strategic resource management. These
systems are fundamental to the development of increas-
ingly complex and adaptable algorithms, which are vital
to advancing computational science. In this talk, we in-
troduce the PaRSEC runtime system, designed to provide
a scalable and efficient framework for deploying and man-
aging complex scientific applications. Our discussion aims

to showcase PaRSECs capacity to enhance the efficiency
of processing algorithms on hierarchical matrix operations,
like mixed-precision computations, in heterogeneous com-
puting environments. The results confirm that runtime
systems like PaRSEC can significantly boost the process-
ing of large-scale scientific computations, establishing them
as essential tools for researchers in high-performance com-
puting domains.
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Leveraging Sparse Linear Algebra for High-
Performance Kernel K-means Clustering

The diverse and non-trivial challenges of parallelism in data
analytics require computing infrastructures that go beyond
the demand of traditional simulation-based sciences. The
growing data volume and complexity have outpaced the
processing capacity of single-node machines in these ar-
eas, making massively parallel systems an indispensable
tool. However, programming on high-performance com-
puting (HPC) systems poses significant productivity and
scalability challenges. It is important to introduce an ab-
straction layer that provides programming flexibility and
productivity while ensuring high system performance. As
we enter the post-Moore’s Law era, effective programming
of specialized architectures is critical for improved per-
formance in HPC. As large-scale systems become more
heterogeneous, their efficient use for new, often irregu-
lar and communication-intensive data analysis computa-
tion becomes increasingly complex. In this talk, we will
present how sparse linear algebra can be used to achieve
performance and scalability on extreme-scale systems while
maintaining productivity for emerging data-intensive sci-
entific challenges. In particular, I will present our project
on GPU-based Kernel K-means, called Popcorn, where
we achieve significant speedups over traditional CPU and
GPU implementations by formulating Kernel K-means us-
ing sparse- dense matrix multiplication (SpMM) and sparse
matrix- vector multiplication (SpMV), demonstrating the
effectiveness of sparse matrices for efficient parallel pro-
gramming.
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Improving Spgemm Performance Through Re-
ordering and Cluster-Wise Computation

Sparse matrix-matrix multiplication (SpGEMM) is a key
kernel in many scientific applications and graph workloads.
However, it often performs poorly due to irregular memory
accesses. A common strategy for optimizing sparse matrix
operations is to reorder the matrix with the goal of im-
proving data locality. In this work, we comprehensively
study the impact of reordering on SpGEMM performance
by applying 10 reordering algorithms.
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Cumper: Cubical Multiparameter Persistence for
Topological Machine Learning

We introduce cubical multipersistence, a topological data
analysis technique, to extract robust topological signa-
tures from 2D and 3D images. Deep learning excels in
learning data representations but struggles with low-data
regimes and challenging modalities like MRI, CT scans,
and histopathology. To address these challenges, we in-
tegrate cubical multipersistence into machine learning to
enhance performance on small, intricate datasets. This
approach captures valuable topological details often over-
looked by traditional methods. Our pipeline uses hand-
crafted grayscale features and their filtrations, along with
a novel learnable 2D multifiltration pipeline powered by
a U-Net backbone. We ensure the validity of neural net-
work outputs as multifiltrations through differentiable con-
straints. From these cubical multiparameter filtrations, we
derive silhouette functional summaries of persistence dia-
grams as topological features, combining them with latent
appearance features for downstream tasks like classifica-
tion. Our model can be trained end-to-end using straight-
through estimators, also learning the filtration thresholds.
We demonstrate the efficacy of CuMPer on diverse 2D med-
ical image datasets. Our models, whether data-driven or
not, outperform the state-of-the-art in both classification
and regression tasks. Additionally, our end-to-end model
excels in 2D classification, surpassing the state-of-the-art
in various benchmarks.
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Smoothness-Increasing Accuracy-Conserving
(siac) Filters and Its Corresponding Probability
Density Function

Numerical filters have often been investigated in a Fourier
context. They are usually designed to alleviate Gibbs phe-
nomena or aliasing error. They can also extract hidden
information in the data in order to achieve a more accu-
rate solution. These so-called accuracy extracting filters,
such as the Smoothness-Increasing-Accuracy-Conserving
(SIAC) filter, rely on patterns of information contained
in the given data. The patterns determine the filter scal-
ing and might arise from the numerical discretization or
different sources of noise. Filters such as SIAC rely on mo-
ment conditions statistical or mechanical to extract extra
information. This motivates us to explore the probability
density function (PDF) corresponding to SIAC, which al-
lows for estimating a given state over time. In this talk
we will discuss the generalised SIAC filter, its correspond-
ing PDF, and the relation to filters based on Geganbauer
polynomials. This work was done in collaboration with A.
Edoh, J. Glaubitz, Y. Hristova, T. Li, and Nisha.
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Ergodic Properties of Generalized Billiards

We consider the generalization of the classical billiard map
via different reflection laws. We study several dynamical
properties of the resulting dynamical systems with the em-
phasis on the ergodic properties of the dynamic. Mathe-
matical billiards are a form of dynamical system used to
simulate real-world phenomena, from the movements of mi-
croorganisms, to the navigation of robot vacuum cleaners,
and beyond. In certain cases, it can be beneficial to mod-
ify the law of specular reflection. Generalized billiards have
been employed to investigate chaotic systems, as well as to
develop algorithms that can solve optimization problems
with greater efficiency. We consider the billiard transfor-
mation T (s, φ) on a convex table Γ defined by the following
way:

{
sn+1 = sn + f(sn, φn) φn+1 = λφ̂n + α. (1)
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A Hybrid Siac - Data-Driven Post-Processing Fil-
ter for Discontinuities in Solutions to Numerical
Pdes

We introduce a hybrid filter that incorporates a mathe-
matically accurate moment-based filter with a data driven
filter for discontinuous Galerkin approximations to PDE
solutions that contain discontinuities. Numerical solu-
tions of PDEs suffer from an O(1) error in the neigh-
borhood about discontinuities, especially for shock waves
that arise in inviscid compressible flow problems. While
post-processing filters, such as the Smoothness-Increasing
Accuracy-Conserving (SIAC) filter, can improve the order
of error in smooth regions, the O(1) error in the vicin-
ity of a discontinuity remains. To alleviate this, we com-
bine the SIAC filter with a data-driven filter based on
Convolutional Neural Networks. The data-driven filter is
specifically focused on improving the errors in discontinu-
ous regions and therefore only includes top-hat functions
in the training dataset. For both filters, a consistency
constraint is enforced, while the SIAC filter additionally
satisfies r−moments. This hybrid filter approach allows
for maintaining the accuracy guaranteed by the theory
in smooth regions while the hybrid SIAC-data-driven ap-
proach reduces the ℓ2 and ℓ∞ errors about discontinuities.
Thus, overall the global errors are reduced. We examine
the performance of the hybrid filter about discontinuities
for the one-dimensional Euler equations for the Lax, Sod,
and sine-entropy (Shu-Osher) shock-tube problems.
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From Pixels to Patterns: Leveraging Topological
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Data Analysis in Histopathology

Topological Data Analysis (TDA) has emerged as a sophis-
ticated framework for uncovering the underlying structure
of complex datasets. In histopathology imaging, where
conventional methods often struggle with subjectivity and
variability, TDAprimarily through Persistent Homologyof-
fers a robust mechanism for extracting and analyzing topo-
logical invariants across multiple scales. By integrating
TDA with deep learning, we have identified generic topo-
logical patterns in tumor tiles across various cancer types,
enabling the development of a versatile model that distin-
guishes between tumor and healthy tissue. This approach
leverages topological signatures to enhance the diagnos-
tic precision of histopathological models, providing a novel
pathway for tissue morphology characterization and cancer
classification. The talk will detail these methodologies and
present experimental results that underscore the effective-
ness of TDA in creating a generic, scalable diagnostic tool
for diverse histopathological applications.
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SWAS: Advancing Scientific Workflows and Appli-
cation Services

The Center for Stewardship and Advancement of Work-
flows and Application Services (SWAS) is designed to
support the growing scientific workflows and application
services community by providing a cohesive, sustainable
ecosystem. As workflows become central to scientific re-
search, particularly in DOE science for simulations, real-
time data analysis, and AI-driven studies, the demand for
robust, interoperable, and scalable software solutions has
never been greater. SWAS aims to address this need by
stewarding critical workflow software, supporting core ca-
pabilities, and fostering a collaborative community focused
on innovation, best practices, and sustainability. This
talk will explore SWASs multi-faceted approach to build-
ing a sustainable software ecosystem that integrates diverse
software projects, enables seamless interoperability across
platforms, and enhances user experience. Attendees will
learn how SWAS is engaging stakeholders from academia,
industry, and national labs to co-create a resilient software
infrastructure that supports the entire lifecycle of work-
flow development. We will also highlight SWASs strategic
collaborations, including partnerships with DOE facilities
and other Software Stewardship Organizations, aimed at
driving forward the future of scientific computing.
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STEP: Software Tools Ecosystem Project

The Software Tools Ecosystem Project (STEP) provides
the support and enhancement needed for critical High Per-
formance Computing (HPC) software tools to remain effec-
tive, efficient, and relevant in the rapidly evolving field of
HPC. We focus on the collection of software packages that
can be applied to monitor, analyze, and diagnose perfor-
mance and behavior of computational science applications
and systems. STEPs support for these projects empha-

sizes the ongoing sustainment and enhancement necessary
by identifying key tool gaps and addressing needs through
novel software strategies and extending leading HPC ca-
pabilities. We are pursuing opportunities for co-design
with hardware vendors, application developers, facilities
and tool developers. This talk will explore STEP’s ap-
proach to building a sustainable software tools ecosystem.
By providing a forum to improve communication among
tool developers, application teams, vendors and facilities,
STEP seeks to be a clearing-house for efficiently managing
critical HPC technology. We invite application teams and
interested parties to join with STEP as we engage stake-
holders from academia, industry, and national labs to co-
create a robust software tools infrastructure that supports
the newest machines and the latest programming environ-
ments
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Software Stewardship Activities in the FASTMath
and RAPIDS SciDAC Institute

The goals of the software stewardship activities in the
FASTMath and RAPIDS SciDAC Institutes, which we re-
fer to as OASIS (Organization for the Advancement and
Stewardship of Integrated Software), are (1) advance and
steward a selected set of production software products for
use in leadership computing providing key capabilities to
DOE science teams, (2) help bring relevant new software
products to a production state, and (3) foster the inte-
gration of software tools into effective solutions that help
achieve DOE mission objectives. OASIS focuses its soft-
ware efforts on three technology areas that are central to
many science endeavors: applied mathematics; data man-
agement, storage, and analysis; and artificial intelligence
and machine learning. Working alongside the other SSO
teams, we will help ensure that key software underpinnings
of DOE mission activities are available, performant, and
trustworthy. In addition, we will make our capabilities and
software products available to the DOE community and to
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the computational science community internationally. In
this talk, we will review the OASIS software portfolio, the
first-year work plan, and the progress tracking strategies.
We will also describe our planned stewardship activities,
including our approach to stewardship in the AI/ML area,
our integration efforts, and our approach to incubating po-
tential new products.
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S4PST: Advancing the Programming Systems
Ecosystem for Future HPC

The successful completion of the US Department of En-
ergy (DOE) Exascale Computing Project (ECP) has high-
lighted the crucial role of software in maximizing the poten-
tial of heterogeneous extreme-scale high-performance com-
puting (HPC) systems. To ensure that future HPC sys-
tems benefit the broadest possible user base, we must in-
vest in a robust and adaptable software ecosystem. Pro-
gramming systems, as the primary interface for most appli-
cation developers and users, are essential. Therefore, ad-
vancing the programming systems ecosystem requires care-
ful attention. In this presentation, we will introduce the
Stewardship for Programming Systems and Tools (S4PST)
project, funded by the DOE Advanced Scientific Comput-
ing Researchs (ASCR) Next Generation of Scientific Soft-
ware and Tools (NGSST) Initiative. This project aims to
advance the development and stewardship of ten software
products essential for future HPC systems, while also in-
cubating new products targeting the integration of HPC
and AI in programming systems (E.g. LLMs, AI, high-
productivity languages). We will provide a brief overview
of these products, their stewardship teams, key features,
recent advancements, and engagement activities.
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SpECTRE: An Open-source Code Using Spectral
Methods for Compact Binary Merger Simulations

Spectral-type methods, such as finite-element methods, are
an efficient alternative to classical finite difference meth-
ods commonly employed, particularly for smooth solutions.
This makes spectral methods well-suited for the inspiral
portion of compact object merger simulations, and the
ringdown portion of binary black hole mergers. I will
provide a brief review of spectral-type methods, both dis-
continuous Galerkin and pseudospectral, before discussing

their advantages and drawbacks when applied to binary
compact object merger simulations. In particular, I will
provide a computational cost comparison between two im-
plementations, the closed-source Spectral Einstein Code
and the open-source SpECTRE code. Finally, I will high-
light the particular advantage these methods have for
building large catalogs of long, high-accuracy gravitational
waveforms from binary mergers.
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XNet: Performance Portable Nuclear Reaction Ki-
netics for Astrophysical Applications

Nuclear burning processes are an integral component for
a variety of astrophysical phenomena and are responsi-
ble for the synthesis of elements that enrich the universe.
We present the nuclear reaction kinetics code XNet that
evolves the rate equations which describe these processes
using general-purpose reaction networks. XNet is primarily
used in one of two ways: as a stand-alone application for
post-processing nucleosynthesis from pre-calculated ther-
modynamic histories or as a module for coupling nuclear
burning processes in a multiphysics simulation framework.
Here, we focus on the computational aspects of the latter,
as post-processing calculations are often trivially parallel
and relatively inexpensive compared to implementations in
coupled multiphysics simulations. In this talk, we present
the numerical and computational methods for the integra-
tion methods and linear solvers available in XNet and de-
scribe our approach to performance portability across var-
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ious CPU and GPU architectures.
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harrisja@ornl.gov

MS113

Astrophysical Plasmas on the Exascale: GPU-
Accelerated Particle-in-Cell Methods and Parallel
Performance in the Entity Code

The Entity code is a state-of-the-art, open-source particle-
in-cell (PIC) framework for efficient modeling of magne-
tized plasmas and compact object magnetospheres on cur-
rent and next-generation GPU architectures. This talk will
showcase Entity’s capabilities to scale the integration of
the Vlasov-Maxwell equations effectively in different coor-
dinate systems. We will discuss Entitys grid-agnostic algo-
rithmic structure, and its use of the Kokkos performance
portability library, which enables flexible performance and
efficient device parallelization across CPU and GPU plat-
forms. This talk will outline Entity’s primary scientific ob-
jectives and ongoing specializations to relevant physics ap-
plications. Recent scientific contributions of Entity include
simulations of plasma dynamics around highly magnetized
neutron stars with self-consistent quantum electrodynam-
ics (QED) feedback. Entitys exascale capabilities enable
advanced models of magnetized turbulence with unprece-
dented levels of scale separation and long-term dynamic
consistency. We will present performance benchmarks on
the Frontier supercomputer.
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Gram-X: a New GPU-Accelerated Dynamical
Spacetime Grmhd Code for Exascale Computing
with the Einstein Toolkit

In this talk, I will present a new GPU-accelerated
dynamical-spacetime GRMHD code called GRaM-X which
I have developed during my PhD. GRaM-X can perform
production-level simulations of core-collapse supernovae in
full GR on GPUs on world’s fastest supercomputers. I will
present the implementation, code tests as well as perfor-
mance results (scaling) of the code. I will then discuss a

jet-driven core-collapse supernova simulation that I have
performed using GRaM-X on OLCF Summit and OLCF
Frontier. I will present the results of the simulation as well
as discuss the performance of the code in the simulation.
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Adaptive Pilot Sampling for Multi-Fidelity
Stochastic Optimization

Stochastic optimization can be prohibitively expensive for
high-fidelity models, generally requiring sampling-based
estimation of model statistics within an outer optimiza-
tion loop. To expedite estimation of these high-fidelity
model statistics, multi-fidelity techniques (e.g., approxi-
mate control variate (ACV) and multilevel BLUE) leverage
cheaper runs of low-fidelity models, often producing orders-
of-magnitude computational savings. However, such esti-
mators generally require knowledge of both model costs
and covariances to determine hyperparameters such as the
control-variate weights and sample-allocation ratios. The
model covariances in particular are usually not known a
priori and are thus typically estimated via independent and
potentially expensive and wasteful pilot sampling. Further-
more, the specific hyperparameters of these multi-fidelity
estimators are not designed with an outer design opti-
mization loop in mind. For instance, covariance may vary
smoothly across the design domain, so pilot sampling may
only be needed at few key designs. We present a frame-
work for multi-fidelity stochastic optimization with ACVs
using probabilistic covariance emulation across the design
domain. We provide an active learning strategy for efficient
pilot sampling to provide improved covariance estimates,
and thus improved ACV hyperparameters, at the most im-
portant designs towards the outer optimization loop. We
compare different variants of this approach on numerical
benchmarks.
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A Bandit-Learning Multi-Fidelity Estimation
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Framework: Removing Pilot Studies

Multi-fidelity methods that use an ensemble of models to
compute a Monte-Carlo estimator of the expectation of a
high-fidelity model often require orders of magnitude less
computational resources than estimators constructed using
a single model. Such estimators use oracle statistics, specif-
ically the covariance between models, to optimally allocate
samples to each model in an ensemble such that the mean-
squared-error of the estimator is minimized. However, in
practice the oracle statistics are estimated using a small
number of model evaluations, and the computational cost
of collecting, and the error introduced by using, these finite
number of model evaluations is typically ignored. Conse-
quently, this paper generalizes the bandit-learning proce-
dure in [”A bandit-learning approach to multifidelity ap-
proximation,” Xu et al., 2022] to optimally balance the
cost and accuracy of the estimated oracle statistics with
the accuracy and cost of the final multi-fidelity estima-
tor. Our numerical results show that our novel algorithm
produces estimators with mean-squared errors commensu-
rate with estimators obtained from state-of-the-art meth-
ods even when those methods ignore the cost of computing
that oracle information.
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UQ for Compute Intensive Simulation: UM-Bridge
and Parallelization of Hierarchical Methods

We showcase recent developments around UM-Bridge, a
universal framework that enables rapid development of ad-
vanced uncertainty quantification (UQ) methods and ap-
plications. It enables even prototype UQ codes to control
simulations on thousands of processor cores, and makes ad-
vanced UQ available to a wide audience. In addition, we
present UQ methods capable of handling compute inten-
sive models: A fully parallelized approach to Multilevel De-
layed Acceptance, including fully asynchronous prefetching
of future model evaluations, and developments towards a
Multiindex extension of Delayed Acceptance. Making use
of UM-Bridge, we demonstrate how these methods enable
UQ in earthquake research and cosmology at supercomput-
ing scale.
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Unique Reconstruction for Discretized Inverse
Problems, a Random Sampling Approach

Inverse problem theory, through the lens of the PDE-
constrained optimization, suggests the unique reconstruc-
tion of the parameter function. Unfortunately, such well-
posedness result only holds when infinite amount of data
is provided. As we are limited to finite amount of mea-
surements due to experimental or economical reasons, the
recovery of the smooth function cannot be accomplished
in practice. Consequently, one must compromise the in-
ference goal to a discrete approximation of the unknown
function. Open questions in the finite-dimensional setting
are: What is the reconstruction power of a fixed number
of data observations? How many parameters can one re-
construct? Here we describe a probabilistic approach, and
spell out the interplay of the observation size (r) and the
number of parameters to be uniquely identified (m). The
technical pillar is the random sketching strategy, in which
the matrix concentration inequality and sampling theory
are largely employed. By analyzing randomly sub-sampled
Hessian matrix, we attain well-conditioned reconstruction
problem with high probability. This is joint work with Qin
Li, Anjali Nair and Sam Stechmann.
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Subspace Method of Moments for Cryo-Em

Cryo-electron microscopy (cryo-EM) is an increasingly
popular imaging technique that aims to recover the three-
dimensional structures of biological molecules from ran-
domly oriented tomographic projection images, taken at
extremely low signal-to-noise-ratio. One mathematical ap-
proach to this non-linear inverse problem is the method-of-
moments, where low-order moments of the projection im-
ages are inverted to recover the 3D structure. However, the
storage, sample and computational complexities scale ex-
ponentially with the moment order. This talk will discuss a
method of reducing these complexities by using randomized
tensor sketching techniques to produce compressed Tucker
decompositions that can be used in the cryo-EM pipeline.
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On Applications and Faster Methods for Calculat-
ing Tensor Decompositions and Tensor Eigenpairs

As the first talk of the mini-symposium, I am going to in-
troduce tensors and how several of their applications and
challenges are relevant in the realm of Computational Sci-
ence and Engineering. I will introduce CP tensor decompo-
sition and tensor eigensystems, and show how these differ
from their matrix counterparts. Finally, I will talk about
a new computational method to calculate tensor eigenvec-
tors, and how this method leads to faster CP tensor de-
composition methods.
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Efficient and Robust Online Tensor Decomposition
Through Global Sketching

In this talk we introduce a new method for scalable tensor
decomposition in a streaming setting. The key idea is to
store the compressed historical data using sketch operators.
In particular, we show the method applied to online CP de-
composition is much more robust against outliers and more
capable of catching trends in the streaming data. Theoret-
ical guarantees of the new method will also be discussed.
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Highly Scalable Methods for Adaptive Mesh Re-
finement of Complex Domains

Cut cell methods are increasingly becoming popular for
complex and moving geometries, especially in conjunc-
tion with quasi-structured adaptive meshes such as octree-
based meshes. This ensures a scalable and efficient ap-
proach to grid generation and adaptivity for complex do-
mains and multiphysics problems. However, the special
treatment required for cut cells and their distribution
within the domain presents some challenges in ensuring
load balance and, consequently, parallel scalability. Al-
though spectral partitioning approaches such as metis, pt-
scotch, etc., are able to effectively partition meshes pro-
duced by cut cell methods, the complexity and scalabil-
ity, especially in parallel, is a major bottleneck to the effi-
cient parallelization of cut cell methods. In this work, we
present a new local partitioning method based on graph
distance, that is able to effectively partition meshes pro-
duced by cut cell methods, for both complex geometries as
well as moving boundary scenarios. This new approach can

minimize partition boundary sizes, comparable to spectral
methods while delivering multiple orders of better perfor-
mance for the partitioning stage on distributed architec-
tures. This approach is well suited for adaptive reparti-
tioning use cases.
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High-Order Wavelet-Based Multiresolution Grid
Adaptation Around Immersed Interfaces

We propose a novel adaptive resolution scheme for the im-
mersed interface method. Our approach applies multireso-
lution analysis based on interpolating wavelets to the im-
mersed interface fields, which are potentially discontinuous
across interface. Before performing a wavelet transform,
we first apply a polynomial extrapolation step near the in-
terface. With this treatment, the detail coefficients near
the interface scale as O(hN ) where N is the order of the
wavelet, and h is the grid width, so these values are com-
parable with the detail coefficients in free space. Moreover,
with this strategy, our wavelet transform is still shown to be
lossless, meaning that no information is lost during coars-
ening and refinement processes. We corroborate our claims
by applying our strategy to a high order immersed interface
solver for parabolic PDEs and the Navier-Stokes equation.
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Learning Coarse-Grained Dynamics on Graphs

I will discuss a Graph Neural Network (GNN) non-
Markovian modeling framework to identify coarse-grained
dynamical systems on graphs. We systematically deter-
mine the GNN architecture by inspecting how the lead-
ing term of the Mori-Zwanzig memory term depends on
the coarse-grained interaction coefficients that encode the
graph topology. I will present numerical demonstrations on
two examples, a heterogeneous Kuramoto oscillator model
and a power system, which shows that the proposed GNN
architecture can predict the coarse-grained dynamics under
fixed and time-varying graph topologies.
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Consensus-Based Construction of High-
Dimensional Free Energy Surface

One essential problem in quantifying the collective behav-
iors of molecular systems lies in the accurate construction
of free energy surfaces (FESs). The main challenges arise
from the prevalence of energy barriers and the high dimen-
sionality. Existing approaches are often based on sophis-
ticated enhanced sampling methods to establish efficient
exploration of the full-phase space. On the other hand,
the collection of optimal sample points for the numeri-
cal approximation of FESs remains largely under-explored,
where the discretization error could become dominant for
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systems with a large number of collective variables (CVs).
We propose a consensus sampling-based approach by re-
formulating the construction as a minimax problem which
simultaneously optimizes the function representation and
the training set. In particular, the maximization step es-
tablishes a stochastic interacting particle system to achieve
the adaptive sampling of the max-residue regime by modu-
lating the exploitation of the Laplace approximation of the
current loss function and the exploration of the uncharted
phase space; the minimization step updates the FES ap-
proximation with the new training set. By iteratively solv-
ing the minimax problem, the present method essentially
achieves an adversarial learning of the FESs with unified
tasks for both phase space exploration and posterior error-
enhanced sampling. We demonstrate the method by con-
structing the FESs of molecular systems with several CVs
up to 30.
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Optimizing Shot Assignment in Variational Quan-
tum Eigensolver Measurement with Machine
Learning

Variational quantum algorithms (VQAs) present a promis-
ing approach to finding approximate solutions for computa-
tionally demanding problems by combining parameterized
quantum circuits with classical optimization techniques.
However, estimating probabilistic outcomes on quantum
hardware requires repeated measurements (shots), which
can be resource-intensive when higher accuracy is needed.
The limited quantum measurement budget results in shot
noise during the energy objective function evaluation in
VQAs, posing challenges for gradient-based quantum opti-
mization. In this talk, I will briefly introduce our recently
proposed approaches to reducing shot usage in the varia-
tional quantum eigensolver (VQE), an important applica-
tion of VQAs used to find the ground state energy of a sys-
tem. Our approaches include (1) Strategic shot allocation
for energy objective function evaluation; (2) Reinforcement
learning-based shot assignment; (3) Efficient gradient esti-
mation in gradient-based quantum optimization.
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Finite Expression Method for Committor Func-
tions

In this talk, we present the finite expression method (FEX,
Liang and Yang (2022)) as a tool for computing the com-
mittor function for rare events. FEX approximates the

committor by an algebraic expression involving a fixed fi-
nite number of nonlinear functions and binary arithmetic
operations. The optimal nonlinear functions, the binary
operations, and the numerical coefficients in the expres-
sion template are found via reinforcement learning. The
FEX-based committor solver is tested on several high-
dimensional benchmark problems. It gives comparable or
better results than neural network-based solvers. Most im-
portantly, FEX is capable of correctly identifying the alge-
braic structure of the solution which allows one to reduce
the committor problem to a low-dimensional one and find
the committor with any desired accuracy.
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Enhanced Data Assimilation Based on the Energy
Spectrum of Nonlinear Chaotic Dynamics

In data assimilation, an ensemble provides a way to prop-
agate the probability density of a system described by a
nonlinear prediction model. Although a large ensemble size
is required for statistical accuracy, the ensemble size is typ-
ically limited to a small number due to the computational
cost of running the prediction model, which leads to a sam-
pling error. Several methods, such as localization and in-
flation, exist to mitigate the sampling error, often requiring
problem-dependent fine-tuning and design. This work in-
troduces a nonintrusive sampling error mitigation method
that modifies the ensemble to ensure a smooth turbulent
spectrum. It turns out that the ensemble modification to
satisfy the smooth spectrum leads to inhomogeneous lo-
calization and inflation, which apply varying localization
and inflation levels at different locations. The efficacy of
the new idea is validated through a suite of stringent test
regimes of the Lorenz 96 turbulent model.
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Efficiency and Accuracy Trade-Offs: Kans Vs.
Mlps in Neural Operator Learning for Pdes

We present a comparative study of Multi-Layer Percep-
trons (MLPs) and Kolmogorov-Arnold Networks (KANs)
within the deep operator network (DeepONet) framework
for learning PDE operators. The Universal Approximation
Theorem states that any continuous function defined over
a compact subspace can be approximated by a finite-width
neural network with a single hidden layer and a fixed ac-
tivation function, typically implemented as MLPs. The
Kolmogorov-Arnold Representation Theorem (KAT) pro-
vides specific bounds, showing that a network of width
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2n+1 (where n is the input dimension) with learnable acti-
vation functions can approximate any continuous function,
leading to KANs. The promise of reduced parameters and
improved interpretability with KANs motivates our objec-
tive to compare the cost-accuracy performance of MLPs
and KANs in DeepONet. We analyze their approximation
qualities through loss landscapes, linearity and homogene-
ity test errors, Rademacher complexity, and computational
complexity (floating point operations, training, and infer-
ence time). Preliminary results demonstrate the superior
accuracy of KAN-DeepONet with fewer parameters in spe-
cific PDE learning scenarios to the difference in activa-
tion functions. This advantage is particularly pronounced
in cost reduction and robustness to perturbations and pa-
rameter uncertainty when the PDE operator class allows
for smooth Kolmogorov-Arnold representation.
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DeepPropNet: A Recursive Deep Neural Network
Propagator for Learning Evolutionary PDE Oper-
ators

In this talk, we propose a deep neural network approxima-
tion to the evolution operator for time dependent PDE sys-
tems over long time period by recursively using one single
neural network propagator, in the form of POD-DeepONet
with built-in causality feature, for a small time interval.
The trained DeepPropNet of moderate size is shown to
give accurate prediction of wave solutions over the whole
time interval.

Lizuo Liu
Dartmouth College
lizuo.liu@dartmouth.edu

MS118

On Some Computational Aspects for Phase Field
Models

We explore a class of splitting schemes employing implicit-
explicit (IMEX) time-stepping to achieve accurate and
energy-stable solutions for thin-film equations and Cahn-
Hilliard models with variable mobility. These splitting
methods incorporate a linear, constant coefficient implicit
step, facilitating efficient computational implementation.
We investigate the influence of stabilizing splitting param-
eters on the numerical solution computationally, consid-
ering various initial conditions. Furthermore, we generate
energy-stability plots for the proposed methods, examining
different choices of splitting parameter values and timestep
sizes. These methods enhance the accuracy of the original
bi-harmonic-modified (BHM) approach, while preserving
its energy-decreasing property and achieving second-order

accuracy. We present numerical experiments to illustrate
the performance of the proposed methods.
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Machine Learning Enhanced Time Integration
Methods for PDEs

The numerical solution of partial differential equations
(PDEs) is critical in many scientific and engineering ap-
plications, but traditional time integration methods often
face significant computational challenges, especially when
dealing with complex systems. In this study, we present
a machine-learning enhanced time integration method for
PDEs that uses neural networks to accelerate classical time
integrators. In our approach, a neural network is trained
to predict the evolution of the system, allowing the use of
larger time steps. The loss function of the neural network
is formulated based on the residuals of the fully discrete
systems resulting from the discretization of the underlying
PDEs. This novel approach eliminates the need for ground
truth data during the training process. By learning the
underlying dynamics from data generated by the classical
solver, the neural network can bypass some of the computa-
tionally expensive intermediate steps. This hybrid strategy
seamlessly combines the stability and robustness of con-
ventional time integration schemes with the computational
efficiency of deep learning. Our results demonstrate the
potential of machine learning to improve the efficiency of
numerical methods for solving PDEs, making them more
practical for large-scale and real-time applications.
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MS119

On Recent Advancements in the Euler-Lagrange
Modeling of Particle-Laden Flows

Euler-Lagrange (EL) modeling has a long history. It was
initially applied in the dilute regime where particles are
smaller than the Kolmogorov scale. In this limit, its appli-
cation becomes rigorous with an accurate force model. In
recent decades, the EL methodology has been applied to
more complex multiphase examples where the particles are
larger than the Kolmogorov scale and their volume frac-
tion is appreciable. In this situation, the traditional ap-
plication of EL methodology with only the feedback force
suffers in accuracy, even when the particle force is com-
puted with the best available drag model that depends on
the particle Reynolds number and local volume fraction.
First, the force on individual particles substantially devi-
ated from the model prediction, both in the drag and lift
components. Second, the Reynolds stress arising from sub-
grid turbulence is important and also varies from particle
to particle. Third, if the filter width of the EL governing
equations becomes comparable to particle size, force vari-
ation around the particle surface cannot be ignored and
cannot be assumed to act at the center of the particle. In
this talk, we will address how best to account for these ef-
fects and arrive at a next-generation EL framework that is
far more accurate for large particles at higher concentra-
tions. The use of machine learning in this modeling effort
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will also be discussed.
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MS119

A Filtered Coarse-Grain CFD-DEM Approach for
Simulating Fluidized Particles

Resolved CFD-DEM simulations of gas-particle flows are
prohibitively expensive at industrial scales. A common ap-
proach to reduce the computational cost is to coarse grain
the simulation by lumping particles into parcels and coars-
ening the grid. Traditional approaches neglect particle-
particle variation within the parcel and often fail to con-
verge to the underlying deterministic equations in the limit
the number of particles within the parcel approaches unity.
In this work, a rigorous formulation of the filtered Euler-
Lagrange equations are presented. The equations, while
exact, give rise to unclosed terms, notably a sub-filter drag
force. Parcel collisions are handled using a modified soft-
sphere approach. Sub-filter drag force is informed by highly
resolved Euler-Lagrange simulations of unbounded, moder-
ately dense gas-solid flows. Variation in particle velocities
within each parcel is quantified. The relative contribution
of the sub-filtered drag is found to increase with the num-
ber of particles per parcel, and depend on the local filtered
volume fraction and Reynolds number. Symbolic regres-
sion is employed to obtain closed-form algebraic models.
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MS119

Physics Informed Hierarchical Machine Learning
Model of Hydrodynamic Forces and Torques in
Particle-Laden Flows

This study introduces a novel physics-inspired, data-driven
framework for modeling particle-laden flows that over-
comes the limitations of conventional methods. By build-
ing on the hierarchical model of [?], our framework incorpo-
rates global and local heterogeneities and integrates higher-
order quaternary interactions. We leverage machine learn-
ing, to first sequentially train neural networks to predict
isolated n-order interactions for (N = n)-body systems.
We then feed the information obtained from binary n = 2,
ternary n = 3 and quaternary n = 4 interactions to a
suspension neural network, with an architecture featuring
distinct, shared blocks for each n interaction order and lin-
ear activation to integrate interactions of varying orders.
Our findings demonstrate significant promise in capturing
the hydrodynamic disturbances within suspensions of ho-

mogeneous and stepwise heterogeneous test cases. Specif-
ically, our study indicates that the reformulated Quater-
nary Hierarchical Model (QHM), which incorporates four
hierarchical structures (based on unary, binary, ternary,
and quaternary interactions), provides promising results
in predicting the forces and torques experienced by a refer-
ence particle. Our results support the generalizability and
universality of all proposed model architectures with mini-
mal variation in performance between training and testing
across all datasets, as well as for each individual subset.
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MS119

Recent Advances in Euler-Euler Modeling of Mul-
tiphase Polydisperse Flows with Quadrature-Based
Moment Methods

Many industrial processes involve multiphase flows made
of a continuum phase and other disperse phases, which
may experience turbulent mixing and chemical reaction.
An established approach to describe these flows is based
on tracking the evolution of the joint probability density
function (PDF) of the populations of entities composing
the disperse phase and of the composition. PDF meth-
ods have been used to describe disperse multiphase flows,
leading to Eulerian-Eulerian multi-fluid models, as well as
to high-order moment methods that account for deviation
from equilibrium and for particle trajectory crossing. They
have also been applied to model turbulent scalar mixing
in reacting flows, where the PDF of the mixture fraction
defines the local mixing conditions, and a conditional mo-
ment closure (CMC) is used to describe the mixing of reac-
tants. In this presentation, the foundations of multivariate
quadrature-based moment methods for disperse multiphase
flows are introduced, focusing on two applications: non-
equilibrium disperse flows, and chemically reacting flows
with a disperse phase involving mass transfer. In both
cases, a conditional quadrature method of moments (CQ-
MOM) is formulated. In the first problem, a joint size-
velocity number density function is considered. In the sec-
ond, CQMOM is applied to CMC. The approach is then
extended to use the generalized quadrature method of mo-
ments, which allows the quadrature discretization to be
arbitrarily refined.
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MS120

Sample-Efficient Active Learning Strategies for
Deep Learning in Scientific Computing

Active learning is an important topic in machine learning
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for scientific computing in which learning algorithms can
query ground truth data selectively to enhance model ac-
curacy. This is increasingly vital in science applications
where data acquisition is costly. This talk introduces a
broad framework for active learning in regression prob-
lems that extends beyond traditional pointwise data sam-
ples to include various practical data types such as data
from transform domains (e.g., Fourier data), vector-valued
data (e.g., gradient-augmented data), data along contin-
uous curves, and multimodal data (i.e., involving combi-
nations of different types of measurements). This frame-
work uses random sampling from a finite number of sam-
pling measures and accommodates arbitrary nonlinear ap-
proximation spaces (model classes). We then introduce
generalized Christoffel functions to optimize these sam-
pling measures and discuss how this leads to near-optimal
sampling strategies for various important problems of in-
terest. The focus will be on applications in scientific
computing, highlighting the efficacy of this framework in
gradient-augmented learning with polynomials, Magnetic
Resonance Imaging (MRI) with generative models, adap-
tive sampling for solving PDEs using Physics-Informed
Neural Networks (PINNs), and operator learning.
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MS120

Explorative in-Situ Analysis of Turbulent Flow
Data Based on a Data-Driven Approach

The Proper Orthogonal Decomposition (POD) has been
used for several years in the post-processing of highly-
resolved Computational Fluid Dynamics (CFD) simula-
tions. While the POD can provide valuable insights into
the spatial-temporal behaviour of single transient flows, it
can be challenging to evaluate and compare results when
applied to multiple simulations. Therefore, we propose a
workflow based on data-driven techniques, namely dimen-
sionality reduction and clustering. The aim is to extract
knowledge from simulation bundles arising from large scale
transient CFD simulations. As an example, we apply this
workflow to investigate the flow around two cylinders that
contain complex modal structures in the wake region. A
special emphasis lies on the introduction of in-situ algo-
rithms to compute suitable data-driven representations ef-
ficiently and concurrently to the run of a simulation on the
compute cluster. The in-situ data analysis approach re-
duces the amount of data in- and output, but also enables
a simulation monitoring to reduce computational efforts,
e.g. a data-driven early stopping or outlier analysis when
running several simulations in engineering design studies.
Finally, a classifier is trained to predict characteristic phys-
ical behaviour in the flow only based on the input param-

eters, e.g. the relative positions of the two cylinders.
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MS120

LazyDINO: Fast, Scalable, and Efficiently Amor-
tized Bayesian Inversion via Structure-Exploiting
and Surrogate-Driven Measure Transport

We present LazyDINO, a variational inference method
for fast, scalable, and efficiently amortized solutions to
large-scale nonlinear Bayesian inverse problems with ex-
pensive parameter-to-observable (PtO) maps. When given
observation data, the method rapidly optimizes for a
structure-exploiting transport map with low-dimensional
non-linearity, i.e., a lazy map [Brennan et al., NeurIPS,
(2020)], using a fast-to-evaluate ridge function surrogate
of the PtO map. The transport map then produces ap-
proximate posterior samples, given data. We construct
an optimized surrogate by numerically minimizing upper
bounds on the expected error in the surrogate-driven lazy
map optimization and posterior approximation. When the
surrogate is parameterized by neural networks, we show
that such an optimized surrogate is a derivative-informed
neural operator (DINO) [O’Leary-Roseberry et al., J. Com-
put. Phys., 496 (2024)] learned using joint samples of the
PtO map and its Jacobian. Our numerical results show
that LazyDINO consistently outperforms existing varia-
tional inference methods, including Laplace approxima-
tion, lazy map, and neural posterior estimation, for solv-
ing challenging infinite-dimensional PDE-constrained non-
linear Bayesian inverse problems. Furthermore, at the
same training sample generation cost, LazyDINO is 10–25
times more accurate in amortized posterior approximation
compared to LazyNO, which utilizes conventional operator
learning methods trained on PtO map samples alone.
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Fast Kronecker tensor operations for sparse grids

Sparse grids is a commonly used approach for construct-
ing surrogate models in high dimensional parameter space
and helping accelerate applications of uncertainty quantifi-
cation. The grids are constructed from hierarchical super-
position of multidimensional tensors of single dimensional
basis functions and many operations resemble algebraic op-
erations using classical Kronecker matrices. Kronecker the-
ory is a powerful tool for tensor linear algebra that allows
us to combine like-terms and reduce the overall computa-
tional cost by a factor exponential in the number of dimen-
sions. However, the same like-term relationship is lost in a
general sparse context. We present several sufficient condi-
tions that allow us to recover the Kronecker cost-reduction
in a hierarchical sparse grid context. We look at com-
pleteness of the hierarchy, direction of information transfer
(up or down the hierarchy), as well as minimal padding
strategies. We demonstrate 100x speedup for even mod-
erate dimensions when computing surplus coefficients for
sparse grid interpolation and even more when using sparse
grids and discontinuous Gelerkin method for the solution
of high-dimensional partial differential equations.
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MS121

Principled Structures in Deep Learning-Based Au-
toregressive Models of Dynamical Systems

We present a general theoretical framework, based on lin-
ear stability analysis and random matrix theory to ana-
lyze deep neural networks (DNNs) when applied to non-
linear PDEs, for example, in terms of stability and con-
vergence. Data-driven solvers, which are fast and cheap
once trained, have a broad range of applications, e.g., to
perform probabilistic weather forecasting or efficient long-
term emulation of the climate system. Many recent stud-
ies have shown promising results, for short-term forecasts,
on canonical PDEs, and even for real-world data, such as
atmospheric observations. However, there are also chal-
lenges such as long-term instabilities (drifts and blow-ups)
and lack of convergence. These challenges have been diffi-
cult to address due to the lack of a rigorous (i.e., system-
and architecture-agnostic) framework for analyzing DNNs
when applied to PDEs. Here, we present such a system-
and architecture-agnostic framework that combines numer-
ical analysis, deep learning theory, and random matrix the-
ory. The framework is based on linear stability analysis of
DNNs wherein we demonstrate the predictive capabilities
of the linear operator to the general behavior of the mod-
els in short- and long term using ideas from random matrix
theory. We show that this framework can guide the devel-
opment of stable, convergent neural PDE-solvers for any
system and architecture, which has wide-ranging applica-
tions on nonlinear geophysics, e.g., to build data-driven
weather/climate models.
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Quantifying InSAR Coherence Loss Due to Snow
Cover over Mt. St. Helens using a Computation-
ally Inexpensive Neural Network

Synthetic Aperture Radar Interferometry (InSAR) is a
powerful tool for monitoring ground deformation, but its
effectiveness can be compromised by coherence loss due to
snow cover, particularly in mountainous regions like Mt.
St. Helens. This study introduces a computationally in-
expensive neural network designed to quantify InSAR co-
herence loss caused by snow cover over Mt. St. Helens.
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MS121

Conditional Gaussian Koopman Operator for Mod-
eling Complex Systems and Data Assimilation

Koopman theory has been actively explored in the con-
text of data- driven modeling during the past few years.
The key advantage is the promise of linear dynamics in
the Koopman embedding space, that facilitates the learn-
ing and control of complex dynamical systems. How-
ever, for many real applications of complex dynamical sys-
tems linear dynamics may demand a very high-dimensional
Koopman embedding space and could not make full use
of some existing knowledge of nonlinear physics. In this
work, we propose a conditional Gaussian Koopman net-
work (CGKN) framework that leverages both known non-
linear physics and the Koopman embedding of unknown
physics for modeling a complex dynamical system. The
framework also facilitates an analytical formula for data
assimilation (DA) of unknown physics in both the Koop-
man embedding space and the original physical space. We
demonstrate that the analytical formula of DA can be used
in data-driven modeling as an additional computationally
affordable loss. This DA loss function promotes the pro-
posed framework to capture the interactions between state
variables and thus advances its modeling skills. Numer-
ical experiments based on chaotic systems with intermit-
tency and strong non-Gaussian features indicate that the
proposed framework outperforms the standard Koopman
operator models that strictly aim at a linear model in the
embedding space, and the DA loss of the unknown physics
further enhances the modeling skills of the CGKN frame-
work.
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High-Order Approximation of Smooth Target
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Functions in High(er) Dimensions

The easiest representation of an approximation to a func-
tion f using only point-wise data has the form Q(f) =∑

j f(xj)φj with suitable shape-functions φj . Usually,
one demands for such quasi-interpolation processes Q that
they reproduce a certain class of functions, e.g., polyno-
mials of a given degree. One way to construct shape
functions that provide polynomial reproduction is by solv-
ing weighted least-squares problems, leading to a method
commonly referred to as moving least-squares. Using com-
pactly supported weight functions yields a fast, high-order
reconstruction method using scattered data in arbitrary
domains. Furthermore, the specific form of the quasi-
interpolation operators allow an easy application of the
combination technique to obtain a high-order approxima-
tion method of high-dimensional functions on sparse grids
that are constructed with nearly arbitrary low-dimensional
point sets. In this talk, I will repeat the basics of the low di-
mensional approximation process, the moving least-squares
method. Then I introduce the new Smolyak moving least-
squares method and discuss its properties. Additionally, I
will confirm the theoretical results with numerical exam-
ples.
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Optimal Sampling Recovery and Minimal Norm
Sampling Projections

This talk is mainly concerned with new developments in
understanding the power of different types of information
(function values vs. linear measurements, deterministic vs.
random) as well as different classes of algorithms (linear
vs. nonlinear), that play an important role in the Infor-
mation Based Complexity and Compressed Sensing. The
recent growing attention to this topic is caused by numer-
ous practical applications. I will concentrate on the prob-
lem of optimal recovery of functions from their samples
and conditions under which linear sampling algorithms are
optimal among all (possibly non-linear) algorithms. The
main emphasis is made on the uniform recovery of bounded
complex-valued functions. Besides, we show how to lift
L2-error bounds to error bounds in general semi-normed
spaces using the spectral function. In what follows, we
show that there are sampling projections onto arbitrary n-
dimensional subspaces of the space of bounded functions
with at most 2n samples and norm of order

√
n. This re-

sult is related to the famous Kadets-Snobar theorem and
Auerbach’s lemma. Further we discuss a problem of dis-
cretization of continuous norms. In the end of the talk, I
will present recent findings on the tight MarcinkiewiczZyg-
mund inequalities. This is based on joint work with Felix
Bartel (TU Chemnitz), David Krieg (University of Pas-
sau), Martin Schfer (TU Chemnitz), Mario Ullrich (JKU
Linz) and Tino Ullrich (TU Chemnitz).
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A Dimension-Adaptive Sparse Grid Algorithm for

Stochastic PDEs with Spatial Singularities

In this talk, we present a new adaptive algorithm for the
approximation of the solution of a stochastic elliptic PDE
with uncertain input. These problems require both an ap-
proximation in the high-dimensional stochastic parametric
space as well as the spatial discretization. Monte Carlo or
stochastic collocation methods together with a finite ele-
ment method on uniformly refined meshes have shown to
work well for smooth solutions. However, uniform refine-
ment becomes less efficient when dealing with PDE prob-
lems with spatial singularities. We propose a dimension-
adaptive sparse grid algorithm that incorporates adaptivity
in the spatial variable for problems with structural singu-
larities. More precisely, we replace the uniform refinement
by a sequence of adaptively refined meshes generated us-
ing an h-adaptive finite element method and suitable error
estimators. We then balance the spatial approximation
with the stochastic approximations through a sparse grid
formulation which is obtained by a dimension-adaptive al-
gorithm based on the benefit-cost ratio. This strategy op-
timizes computational cost and accuracy without a priori
knowledge of convergence rates. We present numerical re-
sults that demonstrate the effectiveness and robustness of
the proposed approach and compare it to approximations
with uniform refinements. The new approach achieves in
practice better computational complexity and convergence
rates comparable to those for problems without spatial sin-
gularities.
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Sparse and Multilevel Approximations for PDE-
constrained Optimization Under Uncertainty

In this talk we are concerned with the minimization of the
expected value of a functional constrained by a random
partial differential equation. The solution of such prob-
lems requires an extremely high computational cost, and
thus motivates a very active research area. Several works
proposed multilevel/sparse approximations of the expecta-
tion operator, which however leads to negative quadrature
weights which may destroy the (possible) convexity of the
continuous optimization problem. We here present a novel
and alternative framework for using multilevel and sparse
quadrature formulae (presented in [Nobile, Vanzan, A com-
bination technique for optimal control problems constrained
by random PDEs, SIAM/ASA J. on UQ., 2024] and [No-
bile, Vanzan, Multilevel quadrature formulae for the op-
timal control of random PDEs, arXiv:2407.06678, 2024]),
that still preserves the properties of the original problem.
Our approach consists in solving a sequence of optimiza-
tion problems, each discretized with different levels of ac-
curacy of the physical and probability spaces. The final
approximation of the control is obtained in a postprocess-
ing step, by suitably combining the adjoint variables com-
puted on the different levels. We will discuss a complete
convergence analysis for multilevel quadrature formulae,
and present numerical experiments confirming the better
computational complexity of our multilevel approach, even
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beyond the theoretical assumptions.
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MS123

Laplace Neural Operator for Solving Differential
Equations

Neural operators (NOs) map multiple functions to differ-
ent functions, possibly in different spaces, unlike standard
neural networks. Hence, NOs allow solution of parametric
ordinary (ODEs) and partial differential equations (PDEs)
for a distribution of boundary/initial conditions and exci-
tations but can also be used for system identification as
well as designing various components of digital twins. We
introduce the Laplace neural operator (LNO), which incor-
porates the pole-residue relationship between input-output
spaces, leading to better interpretability and generalization
for certain classes of problems. LNO is capable of process-
ing non-periodic signals and transient responses resulting
from simultaneously zero and non-zero initial conditions,
which makes it achieve better approximation accuracy over
other neural operators for extrapolation circumstances in
solving several ODEs and PDEs. We also highlight LNOs
good interpolation ability, from a low-resolution input to
high-resolution outputs at arbitrary locations within the
domain. To demonstrate the scalability of LNO, we con-
duct large-scale simulations of Rossby waves around the
globe, employing millions of degrees of freedom. Taken to-
gether, our findings show that a pre-trained LNO model
offers an effective real-time solution for general ODEs and
PDEs at scale and is an efficient alternative to existing
NOs.
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MS123

Function Encoders and Their Applications in
Physics Informed Neural Networks

Physics-Informed Neural Networks (PINNs) has gained sig-
nificant traction in recent years as an alternative approach
to traditional numerical methods for solving PDEs aris-
ing in physics, engineering, and other fields. The physics-
informed nature of PINNs differentiates it from many other
methods, such as DeepONet, by enabling model training
without the need for existing data. However, one limita-
tion of PINNs is that the training of a model is usually
tied to specific inputs, such as boundary, initial conditions
or other source terms. Consequently, PINNs struggles to
handle problems with varying input conditions, as retrain-

ing is required whenever these conditions change. To ad-
dress this limitation, we introduce function encoders. In
its original form, function encoders use neural networks to
generate a set of basis functions that span target functional
Hilbert spaces leveraging the inner product. The function
encoders method excels in efficiency and accuracy and has
seen success in areas such as operator learning and more. In
our work, we propose physics-informed function encoders,
where a function encoder is used to parameterize the input
functional space, with additional PDE loss incorporated
into the learning problem to better capture the system’s
underlying physics. Once trained, these function encoders
are able to predict solutions to differential equations un-
der different boundary or input conditions with minimal
computation.
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One-shot Learning for Solution Operators of Par-
tial Differential Equations

Learning and solving governing equations of a physical sys-
tem, represented by partial differential equations (PDEs),
from data is a central challenge in a variety of areas of sci-
ence and engineering. Traditional numerical methods for
solving PDEs can be computationally expensive for com-
plex systems and require the complete PDEs of the physical
system. On the other hand, current data-driven machine
learning methods require a large amount of data to learn a
surrogate model of the PDE solution operator, which could
be impractical. Here, we propose the first solution operator
learning method that only requires one PDE solution, i.e.,
one-shot learning. By leveraging the principle of locality of
PDEs, we consider small local domains instead of the entire
computational domain and define a local solution operator.
The local solution operator is then trained using a neural
network, and utilized to predict the solution of a new in-
put function via mesh-based fixed-point iteration (FPI),
meshfree local-solution-operator informed neural network
(LOINN) or local-solution-operator informed neural net-
work with correction (cLOINN). We test our method on
diverse PDEs, including linear or nonlinear PDEs, PDEs
defined on complex geometries, and PDE systems, demon-
strating the effectiveness and generalization capabilities of
our method across these varied scenarios.

Lu Lu
Yale University
lu.lu@yale.edu

MS123

Novel Methods for Derivative-Informed Neural
Operator Learning

In this talk, we will discuss efficient methods for construct-
ing neural operator approximations of parametric PDE so-
lutions. By exploiting low-dimensional sensitivity informa-
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tion within a high-dimensional map (when such features ex-
ist), we generate and learn high-dimensional Jacobian with
computational costs that are independent of discretization
dimensions. We use the sensitivity information to con-
struct a derivative-informed neural operator (DINO) that
serves as a powerful surrogate for various applications, no-
tably high-dimensional design and inverse problems involv-
ing PDE-constrained optimization. We show that DINO
results in significantly improved surrogate accuracy at the
same training data generation cost as conventional opera-
tor learning methods, leading to high quality solutions in
design and inverse problems. Our numerical results cover
a range of applications, including fluid flow and nonlinear
elasticity.
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Structured and Balanced Multi-Component and
Multi-Layer Neural Networks (MMNN)

In this work, we propose a balanced multi-component and
multi-layer neural network (MMNN) structure to approx-
imate functions with complex features with both accu-
racy and efficiency in terms of degrees of freedom and
computation cost. The main idea is motivated by a
multi-component, each of which can be approximated ef-
fectively by a single-layer network, and multi-layer de-
composition. While an easy modification to fully con-
nected neural networks (FCNNs) or multi-layer percep-
trons (MLPs) through the introduction of balanced multi-
component structures in the network, MMNNs achieve a
significant reduction of training parameters, a much more
efficient training process, and a much improved accuracy
compared to FCNNs or MLPs. Extensive numerical ex-
periments are presented to illustrate the effectiveness of
MMNNs in approximating high oscillatory functions and
its automatic adaptivity in capturing localized features.
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MS124

Generative Adversarial Representation Learning
for Stochastic Dynamical Systems: Data-Driven
Modeling of Particle Interactions, Force-Laws, and
Noise-Driven Dynamics

Recent emerging deep learning methods combined with
more traditional numerical analysis are presenting new
opportunities for developing more robust data-driven ap-
proaches for modeling and simulation. A central challenge
is to incorporate physical principles and other prior sci-
entific knowledge to obtain robust models and some level
of interpretability, while still retaining flexibility in learn-
ing. We discuss Stochastic Dynamic Generative Adversar-
ial Networks (SDYN-GANs) for sample-based MMD learn-
ing of probabilistic models from trajectory observations of
stochastic systems. SDYN-GANs learns dynamical repre-
sentations in terms of SDEs and stable m-step stochastic
numerical integrators for use in simulations. SDYN-GANs
uses a sample-based approach avoiding the need to specify
likelihood functions and can be used to provide losses alter-
native to MLE. We show how SDYN-GANs can be used for
inertial stochastic systems arising in statistical mechanics
to learn parameters both of the drift and diffusive contri-
butions. We then discuss how SDYN-GANs can be used
to learn unknown non-linear force-laws from observations
of the trajectories of the stochastic dynamics. The dis-
cussed methods and results show a few strategies toward
developing more robust and interpretable machine learning
methods for scientific simulations.
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Clutter to Clarity: Emergent Neural Operators Via
Questionnaire Metrics

Traditional supervised learning models struggle with unla-
beled or disorganized real-world datasets, making it diffi-
cult to learn underlying dynamics. To address this, we’ve
developed a framework that combines unsupervised organi-
zational learning (using questionnaires) with state-of-the-
art deep neural operators to create ”structural” genera-
tive models, uncover emergent equations, and build effec-
tive emulators from shuffled data. We demonstrate the
framework’s effectiveness on two illustrative systems: a
1D advection-diffusion partial differential equation repre-
senting a winding underground pipe, and an ensemble of
Stuart-Landau oscillators, an agent-based system of cou-
pled ordinary differential equations. In both cases, we suc-
cessfully reconstructed meaningful spatial, temporal, and
parameter embeddings from scrambled data, leading to ac-
curate predictions of system dynamics. This framework has
potential for wider applications, particularly in fields where
data is inherently disorganized or where parameter spaces
are hidden, enabling data-driven system identification.

Anastasia S. Georgiou, Arjun Manoj
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MS125

A New Boundary Condition for the Nonlinear
Poisson-Boltzmann Equation in Electrostatic Anal-
ysis of Proteins

As a well-established implicit solvent model, the Poisson-
Boltzmann equation (PBE) models the electrostatic inter-
actions between a solute biomolecule and its surrounding
solvent environment over an unbounded domain. One nu-
merical challenge in solving the nonlinear PBE lies in the
boundary treatment. Physically, the boundary condition
of this solute solvent system is defined at infinity where
the electrostatic potential decays to zero. Computation-
ally, a finite domain has to be employed in grid-based nu-
merical algorithms. However, the Dirichlet boundary con-
ditions commonly used in protein simulations are known
to produce unphysical solutions in some cases. This moti-
vates the development of a few asymptotic conditions in the
PBE literature, which are global boundary conditions and
have to resort to iterative algorithms for calculating vol-
ume integrals from the previous step. To overcome these
limitations, a simple Robin condition is proposed in this
work as a local boundary condition for the nonlinear PBE,
which can be implemented in any finite difference or finite
element method. The derivation is based on the facts that
away from the biomolecule, the asymptotic decaying pat-
tern of the nonlinear PBE is essentially the same as that of
the linearized PBE, and the monopole term will dominate
other terms in the multipole expansion. Asymptotic anal-
ysis has been carried out to validate the application range
and robustness of the proposed Robin condition.

Sylvia Amihere
Southern Methodist University
Department of Mathematics
samihere@smu.edu

MS125

A Poisson-Nernst-Planck Single Ion Channel
Model and Its Effective Finite Element Solver

A single ion channel is a membrane protein with an ion
selectivity filter that allows only a single species of ions
(such as potassium ions) to pass through in the open state.
Its selectivity filter also naturally separates a solvent do-
main into an intracellular domain and an extracellular do-
main. Such biological and geometrical characteristics of
a single ion channel are novelly adopted in the construc-
tion of a new kind of dielectric continuum ion channel
model, called the Poisson-Nernst-Planck single ion channel
(PNPSIC) model. In this talk, an effective PNPSIC finite
element solver is introduced for a single ion channel with a

three-dimensional X-ray crystallographic molecular struc-
ture and a mixture of multiple ionic species. Numerical re-
sults for a potassium channel confirm the convergence and
efficiency of the PNPSIC finite element solver and demon-
strate the high performance of the software package. More-
over, the PNPSIC model is applied to the calculation of
electric current and validated by biophysical experimental
data.

Zhen Chao
Western Washington University
chaoz2@wwu.edu

MS125

Methods and Tools for the Studies of Biomolecular
Electrostatic Interactions

This talk reports our recent development of numerical
methods and software for the studies of electrostatic in-
teractions of solvated biomolecules. The adopted math-
ematical models for the physical description of biomolec-
ular electrostatics are the Poisson-Boltzmann model and
the Poisson-Nernst-Planck model at various level of details.
The solutions to these models are numerically challenging
due to long-range pairwise interaction, complex geometry,
interface discontinuity, charge singularity, large-scale com-
puting, etc. We designed and developed methods of fast
summation, mesh generation, interface treatment, charge
regularity, as well as parallel computing and machine learn-
ing to address these challenges.
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MS125

An Algebraic Graph Neural Network Model for
Protein-Ligand Binding Affinity Prediction

Predicting protein-ligand binding affinity is a fundamen-
tal challenge in drug discovery. Recent advances in deep
learning have led to the development of numerous mod-
els, many of which rely on three-dimensional protein-ligand
complex structures and focus primarily on affinity predic-
tion. In this study, we introduce an Algebraic Graph Neu-
ral Network (AGNN) model designed to encode molecu-
lar structures into a low-dimensional graph representation
while preserving critical biochemical interactions. While
algebraic graph theory has been widely used in physical
modeling and molecular studies, traditional methods often
struggle to accurately capture the complexity of biomolec-
ular interactions. To address this limitation, our proposed
AGNN model leverages multiscale weighted colored sub-
graphs to describe molecular interactions through graph
neural network. These representations allow the model
to effectively learn the geometric and topological features
of protein-ligand complexes. The AGNN model integrates
graph convolutional layers and attention mechanisms to re-
fine feature extraction and improve the interpretability of
learned embeddings. Furthermore, we incorporate gradi-
ent boosting decision trees (GBDTs) to enhance the pre-
diction of binding affinities by capturing nonlinear relation-
ships between molecular features. Our approach is exten-
sively validated using benchmark datasets, including PDB-
Bind and CASF-2016, demonstrating superior performance
in binding affinity prediction compared to state-of-the-art
scoring functions.

Augustine Ouru
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MS126

Inference of Utilities and Time Preference in
Stochastic Controls

This work introduces a novel stochastic control framework
to enhance the capabilities of automated investment man-
agers, or robo-advisors, by accurately inferring clients’ in-
vestment preferences from past activities. Our approach
leverages a continuous-time model that incorporates util-
ity functions and a generic discounting scheme of a time-
varying rate, tailored to each client’s risk tolerance, valu-
ation of daily consumption, and significant life goals. We
address the resulting time inconsistency issue through state
augmentation and the establishment of the dynamic pro-
gramming principle and the verification theorem. Addi-
tionally, we provide sufficient conditions for the identifi-
ability of client investment preferences. To complement
our theoretical developments, we propose a learning al-
gorithm based on maximum likelihood estimation within
a discrete-time Markov Decision Process framework, aug-
mented with entropy regularization. We prove that the log-
likelihood function is locally concave, facilitating the fast
convergence of our proposed algorithm. Practical effective-
ness and efficiency are showcased through two numerical
examples, including Merton’s problem and an investment
problem with unhedgeable risks. Our proposed framework
not only advances financial technology by improving per-
sonalized investment advice but also contributes broadly
to other fields such as healthcare, economics, and artificial
intelligence, where understanding individual preferences is
crucial.
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MS126

Applications of High-Dimensional Hamilton-Jacobi
Solutions

This talk presents recent results and future challenges in
developing numerical solutions to certain classes of the
Hamilton-Jacobi (HJ) equations as they relate to comput-
ing reachable sets of dynamic systems and optimal vehi-
cle trajectories. Many interesting problems can be used
in this solution framework including multiple vehicle co-
ordination, environment exploration and information col-
lection, and collaborative pursuit-evasion. This talk will
pay special attention to safety critical applications such
as reactive collision avoidance and autonomous emergency
landing of aircraft. Specific HJ equations form a theoretical
basis that precisely characterize both safe and unsafe op-
erating conditions, necessitating the rapid computation of
these solutions for safety critical operations, where a vehi-
cle must react to unforeseen events in the environment. HJ
equations have had limitations in the past for computing
usable solutions due to poor scaling with respect to system
dimension. This was because of the fact that a spatial grid
had to be constructed densely in each dimension. Creating
equivalent formulations that no longer require spatial grids
is the goal of the research and leads to methods that can
be executed in real-time on embedded hardware. Addition-

ally, I will discuss ongoing efforts to expand and generalize
these methods to cover a larger field of applications.

Matthew Kirchner
Auburn University
kirchner@auburn.edu

MS126

Analysis and Numerical Approximation of Mean
Field Game Partial Differential Inclusions

The Mean Field Game (MFG) system of Partial Differ-
ential Equations (PDE), introduced by Lasry & Lions in
2006, models Nash equilibria of large population stochas-
tic differential games of optimal control where the players
of the game have unique optimal controls, and the convex
Hamiltonian of the underlying optimal control problem is
differentiable. In this talk, we introduce a new class of
model problems called Mean Field Game Partial Differen-
tial Inclusions (MFG PDI), which extend the MFG sys-
tem of Lasry and Lions to situations where players may
have possibly nonunique optimal controls, and the result-
ing Hamiltonian of the underlying optimal control problem
is not required to be differentiable. We prove the existence
of unique weak solutions to MFG PDI for a broad class
of Hamiltonians that are convex, Lipschitz, but possibly
nondifferentiable, under a monotonicity condition similar
to one considered previously by Lasry & Lions. Moreover,
we introduce a class of monotone finite element discretiza-
tions of the weak formulation of MFG PDI and present
theorems on the strong convergence of the approximations
to the value function in the L2(H1

0 )-norm and the strong
convergence of the approximations to the density function
in Lp(L2)-norms. We conclude the talk with discussion of
numerical experiments involving non-smooth solutions.
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MS126

Modeling in Reinforcement Learning for Robust
Control

Optimal control designed with reinforcement learning can
be sensitive to model mismatch. We demonstrate that de-
signing such controllers in a virtual simulation environment
with an inaccurate model is not suitable for deployment in
a physical setup. Controllers designed using an accurate
model are robust against disturbance and small mismatch
between the physical setup and the mathematical model
derived from first principles; while a poor model results in
a controller that performs well in simulation but terrible
in physical experiments. Sensitivity analysis was used to
justify these discrepancies. We are particularly interested
with a controller that is non-smooth and piecewise-affine
with respect to the state variables.
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Modeling Unknown Stochastic Systems Via Gen-
erative Model

We present a numerical framework for learning unknown
stochastic dynamical systems using measurement data.
Termed stochastic flow map learning (sFML), the new
framework seeks to approximate the unknown flow map of
the underlying system. Technically, it is realized by (condi-
tional) generative models, such as Generative Adversarial
networks (GANs), Autoencoders and Normalizing Flows.
Once a sFML model is trained, it serves as a stochastic
evolution model that is a weak approximation, in term of
distribution, of the unknown stochastic system. It allows
us to analyze the long-term system behavior under different
initial conditions. A comprehensive set of numerical exam-
ples are presented to demonstrate the flexibility and effec-
tiveness of the proposed sFML method for various types of
stochastic systems. It is capable of handling systems driven
by both Gaussian and non-Gaussian noises, even for jump
processes, such as systems generated by Gillespie’s stochas-
tic simulations.
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MS127

Stein Variational Inference and Sparsification for
Uncertainty Quantification of Physical Neural Net-
works

Most scientific machine learning (SciML) applications of
neural networks involve hundreds to thousands of parame-
ters, and hence, uncertainty quantification for such models
is plagued by the curse of dimensionality. Using physi-
cal applications, we show that Lp, p ∈ [0, 1], sparsification
combined with Stein variational gradient descent (SVGD)
is a more robust and efficient means of uncertainty quan-
tification, in terms of computational cost and performance
than the direct application of SGVD or projected SGVD
methods. The talk will show demonstrations of the perfor-
mance of a few variations on the proposed approach and
discuss the applicability of each.
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MS127

Stochastic Neural Ordinary Differential Equations
Models of Time-Dependent Processes with Uncer-
tainty

We propose a scalable approximate inference framework
in neural ordinary differential equation (NODE) models
for time dependent processes. The posterior distribution
corresponding to the NODE model parameters (weights
and biases) follows a stochastic differential equation with
a drift term that is learned jointly with the NODE model
parameters. This approach offers flexibility in balancing
the computational budget between the NODE model and
the approximate posterior density for its parameters. We
demonstrate the gradient-based stochastic variational in-
ference in canonical settings to validate its construction.
We then apply it to material deformation models with un-
certain internal deformation dynamics that are unobserv-
able due to measurement limitations.
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MS127

A Hybrid Bayesian DeepONet for Data Assimila-
tion and Uncertainty Quantification in Hypersonic
Flows

Deep operator networks (DeepONets) have shown signifi-
cant promise and success in operator regression. Bayesian
DeepONets inherit these advantages in addition to quan-
tifying uncertainties in their predictions through their
stochastic parameters. The goal of training a Bayesian
DeepONet is to learn the posterior distribution of the net-
work parameters. Hamiltonian Monte Carlo (HMC) meth-
ods can provide accurate estimates for the posterior dis-
tribution of parameters. However, HMC techniques are
computationally demanding due to the high dimensionality
of the parameter space and the non-convexity of posterior
distributions. Therefore, various approximation techniques
such as Variational Inference (VI) are employed to infer
the posterior distribution of parameters. However, such
approximations may result in inaccurate estimates of un-
certainties. We propose a hybrid framework combining VI
and HMC to infer the posterior distribution of parameters
in Bayesian DeepONets. This hybrid framework can accu-
rately predict uncertainties while converging significantly
faster than traditional HMC. We use this framework to
train a Bayesian DeepONet to act as a surrogate model for
the compressible Navier-Stokes equations. We use this sur-
rogate to perform data assimilation to identify oncoming
disturbances from wall-pressure measurements in a Mach
6 flow over a cone. We demonstrate the accuracy and ef-
ficiency of the data-assimilation process and quantify un-
certainties in the predicted disturbances.
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MS128

Designing Conservative and Accurately Dissipative
Numerical Integrators in Time

Numerical methods for the simulation of transient systems
with structure-preserving properties are known to exhibit
greater accuracy and physical reliability, in particular over
long durations. These schemes are often built on pow-
erful geometric ideas for broad classes of problems, such
as Hamiltonian or reversible systems. However, there re-
main difficulties in devising higher-order-in-time structure-
preserving discretizations for nonlinear problems, and in
conserving non-polynomial invariants. In this work we
propose a new, general framework for the construction
of structure-preserving timesteppers via finite elements in
time and the systematic introduction of auxiliary variables.
The framework reduces to Gauss methods where those are
structure-preserving, but extends to generate arbitrary-
order structure-preserving schemes for nonlinear problems,
and allows for the construction of schemes that conserve
multiple higher-order invariants. We demonstrate the ideas
by devising novel schemes that exactly conserve all known
invariants of the Kepler and Kovalevskaya problems, and
arbitrary-order schemes for the compressible Navier-Stokes
equations that conserve mass, momentum, and energy, and
provably dissipate entropy.
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MS128

Pressure-robustness for Fluid Flow with Inhomo-
geneous Boundary Conditions

In various fluid flow applications complex and inhomoge-
neous boundary conditions appear. Especially for non-
Newtonian fluids the boundary conditions play a crucial
role. Even in the special case of Newtonian fluids bound-
ary conditions are still under investigation. For pressure
robust numerical schemes the velocity error estimates are
independent of the pressure. One way to obtain pressure-
robustness is to use methods with exactly divergence-
free discrete velocity approximations, such as the Scott-
Vogelius finite element. The discrete solutions can be
approximated by an Uzawa type iteration: the iterated
penalty method (IPM). We present a pressure-robust veloc-
ity estimate for the IPM for the Stokes problem subject to
inhomogeneous Dirichlet boundary conditions. One should
note, that it is not possible to impose any approximation of
the boundary data while maintaining pressure-robustness.
Another challenge arises from the singular vertices affect-
ing the convergence rate.

Franziska Eickmann
Technical University of Darmstadt
eickmann@mathematik.tu-darmstadt.de

Ridgway Scott
University of Chicago
ridg@uchicago.edu

Tabea Tscherpel
Universitat Bielefeld
tscherpel@mathematik.tu-darmstadt.de

MS128

Accelerated Solvers for Bingham and Regularized
Bingham Models of Viscoplastic Flow

We develop, analyze and test accelerated solvers for the
Bingham and Regularized Bingham models of viscoplas-
tic flow, and the Oldroyd-B model of viscoelastic flow. We
consider applying Anderson acceleration to commonly used
solvers for these systems. We first analytically study the
properties of the solvers’ associated fixed point operators
to check if they fit the Anderson convergence theory suffi-
cient condition assumptions. We then test the solvers with
Anderson acceleration (and variations thereof) in an effort
to get solvers to converge faster and for larger parameter
ranges (and thus for a wider set of physical problems).
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MS128

A Second-Order-in-Time, Explicit Approach Ad-
dressing the Redundancy in the Low-Mach,
Variable-Density Navier-Stokes Equations

Low-speed turbulent flows with significant density varia-
tion are often modeled with the low-Mach variable-density
Navier-Stokes equations. For these equations, there is
a redundancy between the mass conservation equation,
the equation of state, and the transport equation(s) for
the scalar(s) which characterize the thermochemical state.
This redundancy is challenging, particularly for explicit
time discretizations because inconsistencies in the state
variables lead to instabilities and limit the magnitude of
density variation that can be simulated. In this presenta-
tion, we introduce a novel algorithm for explicit temporal
discretization of the low-Mach equations. We demonstrate
how to analytically eliminate the redundancy and pro-
pose an iterative scheme to solve the resulting transformed
scalar equations. The method obtains second-order accu-
racy in time regardless of the number of iterations, so one
can terminate this subproblem once stability is achieved.
Hence, flows with larger density ratios can be simulated
while still retaining the efficiency, low cost, and paralleliz-
ability of an explicit scheme. We demonstrate the algo-
rithm within a pseudospectral direct numerical simulation
which extends the method of Kim, Moin, and Moser (1987)
for incompressible flow to the variable-density, low-Mach
system, achieving stability for density ratios up to ∼ 25.7.
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MS129

Transport Transforms and Wasserstein-like Dis-
tances

We will present some recent developments in non-linear
transforms derived from optimal transport theory. When
data are well-modeled by transport phenomena, these
transforms simplify the data structure in the transform
domain, thereby simplifying machine learning algorithms.
Additionally, Wasserstein-like distances between two mea-
sures µ, ν can be derived, which are computationally effi-
cient.
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Structured Approximations in Wasserstein Space

We consider structured approximation of measures in
Wasserstein space Wp(Rd) for p ∈ [1,∞) using general
measure approximants compactly supported on Voronoi re-
gions derived from a scaled Voronoi partition of Rd. We
show that if a full rank lattice Λ is scaled by a factor of
h ∈ (0, 1], then approximation of a measure based on the
Voronoi partition of hΛ is O(h) regardless of d or p. We
then use a covering argument to show that N -term ap-

proximations of compactly supported measures is O(N− 1
d )

which matches known rates for optimal quantizers and
empirical measure approximation in most instances. Ad-
ditionally, we generalize our construction to nonuniform
Voronoi partitions, highlighting the flexibility and robust-
ness of our approach for various measure approximation
scenarios. Finally, we extend these results to noncompactly
supported measures with sufficient decay. Our findings are
pertinent to applications in computer vision and machine
learning where measures are used to represent structured
data such as images.
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MS129

Data-Driven Nonlinear Filtering Algorithms with
Optimal Transport Maps

In this talk, I present a new variational formulation of the
Bayes’ law, that will be used for construction of a new
family of nonlinear filtering algorithms. The variational
formulation is based on the optimal-transportation (OT)
theory, and aims at approximating the Brenier Optimal
transport map from the prior to the posterior distribu-
tion, as a solution to a stochastic optimization problem.
I present error analysis and numerical results that illus-
trate the performance of the algorithm in comparison with
the SIR particle filters, and present an extension of the al-
gorithm that is model-free and only requires recorded data
from the state and observation processes.
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MS129

Nonparametric Distribution Learning Via Neural
ODEs

In this talk, we explore approximation properties and sta-
tistical aspects of Neural Ordinary Differential Equations
(Neural ODEs). Neural ODEs are a recently established
technique in computational statistics and machine learn-
ing, that can be used to characterize complex distributions.
Specifically, given a fixed set of independent and identically
distributed samples from a target distribution, the goal is
either to estimate the target density or to generate new
samples. We first investigate the regularity properties of
the velocity fields used to push forward a reference distri-
bution to the target. This analysis allows us to deduce ap-
proximation rates achievable through neural network rep-
resentations. We then derive a concentration inequality
for the maximum likelihood estimator of general ODE-
parametrized transport maps. By merging these findings,
we are able to determine convergence rates in terms of both
the network size and the number of required samples from
the target distribution.
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MS130

A Quadrature Technique for Efficient Kalman Fil-
tering with Model-Space Covariance Localization

In geoscientific applications of ensemble data assimilation,
covariance localization is crucial for mitigating the effects
of spurious correlations between model variables, as well
as for preventing ensemble collapse. Certain observation
types require localization to be done in model space, a
computationally demanding task which involves various
trade-offs between accuracy, runtime, and memory usage.
This talk introduces a new algorithm for model space local-
ization which achieves a favorable trade-off between these
three factors by combining modern techniques from nu-
merical quadrature, Krylov subspace iteration, and matrix
function evaluation. This algorithm is compatible with a
wide variety of spatial and spectral covariance localization
schemes, is parallelizable, and is built upon linear-algebraic
primitives whose accuracy is backed up by strong error
analyses. We will present the results of numerical exper-
iments comparing its accuracy and efficiency to existing
methods such as the gain-form ensemble transform Kalman
filter (GETKF). We will also discuss recent efforts to test
this algorithm on large-scale atmospheric forecasting prob-
lems using the Joint Effort for Data Assimilation Integra-
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tion (JEDI) and the Model for Prediction Across Scales
(MPAS).
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MS130

Data Assimilation Techniques Using Wasserstein
Metric

Data Assimilation aims to produce an optimal prediction
of states/parameters by combining sparse observations and
a numerical model. Particle filters have gained traction
over the last few decades because it has no underlying
linear, Gaussian assumptions, something that plagues the
“Kalman’ based filters. In this study, we develop a parti-
cle filter which minimizes the Wasserstein distance to get
samples from the posterior distribution. The new filter
demonstrates promising results in low dimensional prob-
lems. We also explore and discuss the challenges in higher
dimensions and propose possible solutions.
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Riemannian Manifold Hamiltonian Monte Carlo
Via Derivative-Informed Neural Operators To-
wards Digital Twins for Laser Powder Bed Fusion

We will briefly introduce our efforts towards digital twins
for laser powder bed fusion—an additive manufacturing
process governed by thermoelastoplasticity. The talk will
then elaborate on derivative-informed neural operators
(DINOs) as a surrogate framework for PDE-constrained
parameter-to-observable maps and their parametric deriva-
tive (i.e. the Jacobian). We introduce DINO2 which ex-
tends the formulation of the DINO reduced-basis opera-
tor learning problem to the topology of the H2 Sobolev
space with a Gaussian measure. The resulting DINO2

surrogates faithfully estimate the Jacobian and the Hes-
sian of high-dimensional parameter-to-observable maps. In
turn, they enable accelerating complex sampling methods,
such as Riemannian Manifold Hamiltonian Monte Carlo, to
rapidly sample Bayesian posteriors with high acceptance
ratios while mitigating the computational cost of the re-
quired parametric derivative information. Numerical ex-
periments are provided to compare the proposed approach
to other sampling methods.
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MS131

A Stochastic Trust-Region Method with Adaptive
Subspaces for Quantum Approximate Optimiza-
tion Algorithms

We introduce ANASTAARS, a noise-aware stochastic
trust-region algorithm that leverages adaptive random
subspace strategies to achieve scalability across low-
, moderate-, and potentially high-dimensional prob-
lems. The method optimizes random models within low-
dimensional affine subspaces, significantly reducing per-
iteration function evaluation costs. These subspaces and
their dimensions are defined using JohnsonLindenstrauss
transforms, such as Haar-distributed orthogonal random
matrices. Unlike previous approaches that rely on fixed-
dimension subspaces, ANASTAARS introduces an adap-
tive subspace selection strategy. Instead of generating en-
tirely new interpolation points at each iteration, it selec-
tively updates the model by adding a fewor even a single-
new point while reusing past points and function values
from lower-dimensional subspaces. This ensures the inter-
polation set remains poised while avoiding the inefficiencies
of constructing models in fixed-dimension subspaces. Ad-
ditionally, to improve robustness in noisy settings, ANAS-
TAARS integrates noise-aware optimization techniques by
estimating the noise level in function evaluations, an ap-
proach known to enhance trust-region methods when the
signal-to-noise ratio is low. The effectiveness of the pro-
posed method is demonstrated through numerical exper-
iments in the context of the quantum approximate opti-
mization algorithm (QAOA).
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MS131

Adaptive Computing: Derivative-Free Optimiza-
tion in the Context of Distributed Computing and
Resource Constraints

On-the-fly model training is conducted using simulations,
which are executed on various computing resources (e.g.,
high-performance computing, cloud, and local resources).
A Bayesian optimization problem is solved to identify can-
didate locations in the sample space where simulations
could be performed. An integer decision problem is solved
to determine which candidate simulations should be run
and on which resources. The solution minimizes model un-
certainty subject to resource-specific constraints as well as
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global constraints such as time to solution.
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MS131

Branch-and-Model: A Derivative-Free Global Op-
timization Algorithm

Derivative-free optimization (DFO) is an important class of
optimization algorithms that solve problems based on ob-
jective and function evaluations. In this work, we present
a novel derivative-free global algorithm Branch-and-Model
(BAM). The BAM algorithm features a flexible parti-
tion scheme combined with model-based search techniques,
which exploit the local trend and accelerate convergence
during solution refinement. Our study demonstrates that
the timing of local refinement is crucial, with DBSCAN
clustering proving effective in improving this timing and
in identifying promising areas for further refinement. Ex-
tensive computational experiments over 500 publicly open-
source test problems show that BAM outperforms state-of-
the-art DFO algorithms, particularly in higher-dimension
problems. The algorithm holds promise for a wide range
of applications.
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MS131

Matrix-Free Linear Algebra for Trajectory Opti-
mization

In this talk, we discuss matrix-free linear algebra that
scales trajectory optimization to large discretizations. Un-
like the traditional notion of sparsity in which matrices
are stored as arrays of index-value pairs, we consider lin-
ear algebra that avoids the instantiation of large, unwieldy
matrices altogether. To illustrate this idea in the context
of trajectory optimization, we focus on spectral collocation
discretizations. Although these discretizations produce lin-
ear operators with dense matrix representations, collocat-
ing at the Chebyshev-Lobatto points permits us to apply
these operators “faster than we can write them down.”
That is, with respect to the size of the discretization, ap-
plications of the operator scale almost linearly while sizes of
the matrices representing the operators scale quadratically.
We present a new preconditioner that extends these fast ap-
plications to fast matrix-free linear algebra. We then incor-
porate that linear algebra into an optimization framework
to solve a low-thrust orbit transfer problem with millions
of unknowns. This solve is faster than its matrix-based
counterpart, even when the latter has orders of magnitude
fewer unknowns.
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Barycenter of Weight Coefficient Region of Least
Weighted H2 Norm Updating Quadratic Models
with Vanishing Trust-Region Radius

Derivative-free optimization problems are problems where
derivative information is unavailable or extremely difficult
to obtain. Least H2 norm updating quadratic model is
a novel kind of model function proposed for model-based
derivative-free trust-region algorithms. Different weight
coefficients refer to different models, which are important
for the algorithm. The radii of trust region in such al-
gorithms will converge to 0 when solving most numerical
problems. This talk tries to discuss the weight coefficients
in a highly accurate case, which usually comes out when
the numerical solution is close to the theoretical local so-
lution. We discuss the selection of the weight coefficients
in the objective function of the subproblem for interpola-
tion model, minimizing which provides the least H2 norm
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updating quadratic model, when the trust-region radius
is vanishing. KKT matrix distance and KKT matrix er-
ror are defined to illustrate the distance or difference be-
tween the KKT matrices obtained by minimizing weighted
H2 norms with different weight coefficients. We propose
the weight coefficients whose corresponding KKT matrix
is the center, among KKT matrices provided by the coeffi-
cient region satisfying 0 ≤ C1 + C2 ≤ 1, in the case where
C1 + C2 + C3 = 1, where C1, C2, C3 are the weight coeffi-
cients. Such weight coefficient is the barycenter of the cor-
responding coefficient region. Numerical results also show
the advantage of using the barycenter.
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MS132

An Efficient Streaming Type Algorithm for the
General Gauss-Markov Linear Model

We discuss new methods to solve very large generalized
regression problems, including those were data comes in
continually, as in the case of satellite data, so that the
’full’ problem is never available. Our methods must also
be able to handle very large general observation and prior
covariance matrices. This requires iterative methods to
compute solution search spaces and approximate solutions
using variants of the CS decomposition that are easily up-
dated without having to manipulate large, generally dense,
orthogonal factors. For problems where data comes in con-
tinually, we need methods to efficiently and effectively com-
bine current solution data and search spaces with incoming
data to continually update solutions.
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Downscaling with Uncertainty using Data-Driven
Surrogate Models

Super-resolution of climate models (also known as down-
scaling) is key in prediction and planning for critical infras-
tructure. The relationship between fine-scale and coarse-
scale information is complex and often not well captured
with traditional statistical or machine-learning techniques,
especially in the context of extreme events. Incorporating
knowledge about the physics of the system can increase
accuracy but at a computational cost. The advent of data-
driven surrogates, however, has shown great promise in
accelerating prediction. We utilize one such model with a
data assimilation framework to carry out super-resolution
with uncertainty quantification on the fine-scale prediction.
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Exploring Use of Machine Learning for Practical
Data Assimilation Problems

Data assimilation for numerical weather prediction using
the operational system ingests a wide range of spatially
and temporary irregular, heterogeneous observations to re-
initialize the state through optimization. Both model state
obtained by forecast from the last initialization and obser-
vations are subject to noise and errors. There are a few
common features in data assimilation and machine learn-
ing that either can benefit from each other. Convention-
ally, operational data assimilation involves empirical data
selection and quality control of observations in the inges-
tion process. In this talk, some examples for the integration
will be presented from both theoretical and practical point
of views.
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Fast and Scalable FFT-Based GPU-Accelerated Al-
gorithms for Hessian Actions Arising in Linear In-
verse Problems Governed by Autonomous Dynam-
ical Systems

We present an efficient and scalable algorithm for perform-
ing matrix-vector multiplications (”matvecs”) for block
Toeplitz matrices. Such matrices arise in the context of
solving inverse problems governed by autonomous systems,
and time-invariant systems in particular. We consider in-
verse problems for inferring unknown parameters from ob-
servational data of a linear time-invariant dynamical sys-
tem given in the form of PDEs. Matrix-free Newton-
conjugate-gradient methods require solving a pair of lin-
earized forward/adjoint PDE solves per Hessian action,
which may be prohibitive for large-scale, hyperbolic in-
verse problems. However, time invariance of the forward
PDE problem leads to a block Toeplitz structure of the dis-
cretized parameter-to-observable (p2o) map defining the
mapping from inputs (parameters) to outputs (observ-
ables) of the PDEs. This block Toeplitz structure en-
ables us to exploit two key properties: compact storage
of the p2o map and its adjoint; and efficient fast Fourier
transform-based Hessian matvecs. The proposed algorithm
is mapped onto large multi-GPU clusters and achieves
more than 80 percent of peak bandwidth on an NVIDIA
A100 GPU. Excellent weak scaling is shown on TACC’s
Lonestar6 GPU cluster for up to 48 A100 GPUs. For the
targeted problems, the implementation executes Hessian
matvecs within fractions of a second, orders of magnitude
faster than can be achieved by the conventional matrix-free
Hessian matvecs via forward/adjoint PDE solves.
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MS133

Superfast Divide-and-conquer SVDs

For matrices that have small off-diagonal numerical ranks,
there exist superfast divide-and-conquer methods that can
find accurate approximate eigenvalue decompositions in
nearly linear complexity if the matrix is symmetric. Now,
when the matrix is nonsymmetric, we can also design a su-
perfast divide-and-conquer SVD algorithm. In this work,
we propose a structured divide-and-conquer method with-
out the need to symmetrize the matrix. The matrix is con-
verted into a multilevel block broken-arrowhead form that
is suitable for the method. Safeguards are also incorpor-
tated into the method to ensure orthogonality of singular
vectors and to handle clustered singular values. Numerical
tests show significant advantages over traditional SVDs in
terms of the storage and the cost.
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Performance Portability with OpenMP for Nuclear
Structure

Many-Fermion Dynamics–nuclear, or MFDn, is a config-
uration interaction (CI) code for nuclear structure cal-
culations. The computational effort consists mainly of
constructing a large (dimension ∼ 1010), sparse (∼ 1013

nonzero element) matrix, and subsequently finding a few
tens of extremal eigenpairs. It uses a hybrid MPI+X pro-
gramming model in Fortran 90. For CPU-based systems, it
has a highly-optimized OpenMP implementation, while an
OpenACC implementation targets GPU-accelerated sys-
tems. In order to improve the portability of MFDn, in
particular in order to use the upcoming Aurora system,
MFDn has been updated to use OpenMP for GPU offload-
ing. In this work we describe some key challenges to trans-
lating from an OpenACC implementation to an OpenMP
implementation.
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Accelerating Eigenvalue Computation Via Pertur-
bative Corrections

We present the Subspace Projection with Perturbative
Corrections (SPPC) method, a new method for efficiently
computing the lowest eigenvalues and corresponding eigen-
vectors of large-scale symmetric matrices. The SPPC

method partitions the matrix into a sum of two compo-
nents, treating the second as a perturbation to the first. By
focusing initially on the first matrix, which allows for more
efficient computation, we obtain approximate eigenvalues
and eigenvectors. Subsequently, perturbative corrections
are derived from a sequence of linear systems, refining these
approximations. These correction vectors can be combined
with the approximate eigenvectors of the first matrix to
construct a subspace from which more accurate approxi-
mations of the desired eigenpairs can be obtained. Numer-
ical experiments, including those involving a nuclear many-
body Hamiltonian and a 2D Laplacian matrix, demonstrate
that the SPPC method can be more efficient than conven-
tional iterative methods, such as Lanczos, block Lanczos,
and the locally optimal block preconditioned conjugate gra-
dient (LOBPCG) method. Additionally, the SPPC method
can be combined with other methods to avoid convergence
stagnation.
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The Effectiveness of Sketched Rayleigh Ritz in
Large Scale Eigenvalue Solvers

Sketched Rayleigh-Ritz (sRR) is a randomized alternative
to classical Rayleigh-Ritz that avoids the expensive orthog-
onalization that plagues Krylov-like iterative methods. We
investigate the viability of this method with the Lanczos
and the Davidson methods. With unrestarted Lanczos,
sRR may provide computational benefits if the number of
eigenvalues sought is not too large so that new Krylov vec-
tors provide new information to the basis. For restarted
Lanczos sRR does not work. For Davidson, there are com-
putational trade-offs but for very large matrix sizes sRR
can provide a speedup up to two.
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MS134

Multi-Scale Modeling of Phenotypic Heterogeneity
During Collective Invasion in Cancer.

Collective cell invasion is an emergent property of interac-
tions between cancer cells and their surrounding extracel-
lular matrix (ECM). However, tumor populations invari-
ably consist of cells expressing variable levels of adhesive
proteins that mediate such interactions, disallowing an in-
tuitive understanding of how tumor invasiveness at a mul-
ticellular scale is influenced by spatial heterogeneity of cell-
cell and cell-ECM adhesion. Here, we have used a Cellu-
lar Potts model-based multiscale computational framework
constructed on the histopathological principles of glandu-
lar cancers. Here, we constitute a tumor core of two sep-
arate cell subsets showing distinct intra- and inter-subset
cell-cell or cell-ECM adhesion strengths. These two sub-
sets are arranged to varying extents of spatial intermin-
gling, which we call the heterogeneity index (HI). We ob-
serve that low and high inter-subset cell adhesion favors
invasion of high-HI and low-HI intermingled populations
with distinct intra-subset cell-cell adhesion strengths, re-
spectively. In addition, for explored values of cell-ECM
adhesion strengths, populations with high HI values collec-
tively invade better than those with lower HI values. Our
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simulations also reveal how adhesion heterogeneity qual-
ifies collective invasion, when either cell-cell or cell-ECM
adhesion type is varied but results in an invasive disper-
sion when both adhesion types are simultaneously altered,
thus driving an epithelial-to-mesenchymal transition.
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Digital Twin for Nanoparticle-Based Targeted
Drug Delivery

The margination of particles, particularly platelets and
nanoparticles, is a crucial phenomenon in blood flow, sig-
nificantly influencing the efficacy of targeted drug delivery
systems. Margination refers to the lateral drift and subse-
quent accumulation of these particles near the vessel walls,
facilitating their interaction with the endothelium. Un-
derstanding margination is essential because it enhances
the targeting precision of nanocarriers, improving thera-
peutic outcomes. This study introduces a novel computa-
tional framework to investigate the margination behavior
of nanoparticles within blood flow, emphasizing the crit-
ical interactions between red blood cells and particulate
matter. By integrating fluid dynamics and statistical me-
chanics principles, the model employs the Fokker-Planck
equation to elucidate the concentration profiles of nanopar-
ticles within the blood vessels. The insights gained from
this study enhance our understanding of particle margina-
tion and offer valuable guidance for the rational design of
nanocarriers. Furthermore, by coupling this spatial model
with a traditional PBPK model, we aim to create a digital
twin of a patient model. This digital twin incorporates es-
sential physiological features such as blood flow dynamics
and vasculature branching. By subjecting various biophys-
ical attributes of the model to traditional sensitivity analy-
sis tools, we can quantify uncertainty for this multiphysics
PBPK model.
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The Power of Verifiable Data-Driven Digital Twins
in Science and Engineering

We demonstrate the transformative potential of Genera-
tive AI (GenAI) in creating verifiable digital twins for en-
vironmental science and public health. In environmental
science, we address the challenge of predicting soil organic
carbon (SOC) dynamics in permafrost regions. Using gen-

erative adversarial networks (GANs), we generate digital
twins of soil carbon profiles to enhance climate model ac-
curacy, validated against data from field collected circum-
polar region. This approach reduces uncertainties in SOC
stock predictions, crucial for understanding climate change
impact on current and future land carbon reserves. Addi-
tionally, we demonstrate the use case in public health by
demonstrating improved early detection of infections and
identify outbreak hotspots during the Covid pandemic us-
ing GenAI based synthetic data augmentation. By apply-
ing a co-kurtosis-based projection for anomaly detection
within multivariate timeseries data from personal wear-
ables, we enhance our ability to detect anomalies in phys-
iological metrics. This technique addresses data availabil-
ity, bias, maintaining the statistical integrity of realworld
data. These applications have great potential for applica-
tion in improving sensor-based threat detection and pat-
tern recognition in data-scarce environments using GenAI
methods. We highlight the importance of digital twins in
advancing scientific understanding and technological inno-
vation, showcasing their role in addressing critical global
challenges.
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Reducing Uncertainties in Permafrost Soil Organic
Carbon Using Genai Powered Digital Twins

Permafrost-affected soils, primarily located in high lati-
tudes, store substantial quantities of soil organic carbon
(SOC) primarily due to unique environmental conditions
that prevent organic matter decomposition. Future pro-
jections indicate a significant reduction in permafrost areas
due to global warming, potentially releasing large amounts
of greenhouse gases into the atmosphere over extended pe-
riods. Given the critical role of soils in the global carbon
cycle and climate regulation, it is essential to improve our
understanding about the future permafrost soil carbon dy-
namics. However, data collection in high-latitude regions is
challenging due to geographical and logistical constraints,
resulting in limited data availability. To address this, we
introduce a generative AI technique using generative adver-
sarial networks (GANs) to create large datasets of digital
twins of soil carbon profiles, aiming to reduce uncertainties
in SOC stock predictions. Soil samples are classified by key
environmental variables (e.g., biome, soil type, mean an-
nual temperature, and precipitation) to generate synthetic
profiles that can be assigned to locations with similar char-
acteristics. A rigorous testing procedure is conducted in
regions with abundant data (e.g., Alaska and Canada) to
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evaluate the accuracy of this generative technique. Our ef-
forts can reduce uncertainties in predicting climate change
impacts on permafrost soil carbon and inform developing
more reliable climate models.
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Error Bounds for Waveform Relaxation for Hetero-
geneous Heat Equations

We consider dynamical coupled problems such as heat
transfer and fluid structure interaction, or more specifi-
cally PDEs that interact through a lower dimensional in-
terface. Our general goal is a partitioned method that is
high order, allows for different and adaptive time steps in
the separate models, makes efficient use of hardware re-
sources, is robust, and contains fast inner solvers. A prime
candidate to fulfill this wishlist are waveform relaxation
methods. In order to design and effectively use such meth-
ods, it is important to have error estimates. To this end, we
study and analyze Dirichlet-Neumann waveform relaxation
for two coupled 1D heterogeneous linear heat equations in
the continuous and semidiscrete setting. We present linear
and super-linear error bounds that depend on the material
parameters, but also the domain sizes, time window length
and the discretizations. Numerical experiments show that
the length of the time window plays an important role in
whether a linear or nonlinear error bound is more accurate.
Additionally, it plays a role in whether we are in a regime
where the continuous analysis gives an accurate description
of the discrete behavior, or where it does not. The analysis
also predicts which subdomain should use Dirichlet trans-
mission conditions for fast convergence. Finally, we discuss
the validity of the analysis for more realistic nonlinear test
cases.
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Multirate Methods in Microelectronics Simulations

Simulating microelectronic circuitry including ferromag-
netic and ferroelectric materials requires coupling multi-
ple physical processes across disparate spatial and tempo-
ral scales. In micromagnetics models computing the effec-
tive magnetic field that drives spintronic devices involves
expensive convolution calculations for demagnetization ef-
fects that occur on a slower time scale compared to other
processes. Similarly, phase-field models for ferroelectric-
based devices involve costly linear system solves to com-
pute the electric potential that evolves on a slower time
scale relative to other effects. In this talk we present the
application of multirate time integration methods from the
SUNDIALS library to enable advancing processes in time
at different rates to improve the efficiency in the AMReX-
based codes, MagneX and FerroX.
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Strong Stability-Preserving Runge-Kutta Schemes
for Accurate Damage Evolution in a Numerical Ice
Sheet Model

Accurate calculation of ice damage and its impact on flow
and iceberg calving are necessary to predict ice-sheet re-
sponse to climate forcing. However, numerical ice sheet
models generally neglect the impact of ice damage except
in simple parameterizations of iceberg calving. We cou-
ple ice damage to ice dynamics in the numerical ice sheet
model MALI through an enhancement factor on the vis-
cosity to investigate the effect of damage on the retreat of
Thwaites Glacier, Antarctica. However, we observe that
the modeled damage field is unphysically diffuse when us-
ing standard first-order numerical schemes, leading to a rel-
atively uniform moderate value of damage across the entire
floating portion of the glacier. This contrasts with obser-
vations that indicate highly localized damage features. To
allow for accurate advection of damage features, we imple-
mented a third-order flux-corrected transport scheme for
thickness and tracers, but we found that a prohibitively
small forward Euler time step is required to benefit from
it. Therefore, we implemented three Strong Stability-
Preserving Runge-Kutta time integration schemes for use
with third-order advection. We find that these schemes
preserve damage localization, allow for a roughly order-of-
magnitude increase in time step length relative to first or-
der, and yield a 50% decrease in simulated sea-level contri-
bution from Thwaites Glacier by 2100 compared with sim-
ulations using third-order advection with first-order time
stepping.
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A Semi-Implicit Lagrangian Method for Radiation-
Hydrodynamics

We propose a semi-implicit finite element scheme in the
Lagrangian reference frame for the grey diffusion equations
of radiation hydrodynamics. For this system, the hydro-
dynamic and radiation variables are nonlinearly coupled.
This coupling does not easily lend itself to a straightfor-
ward IMEX partitioning strategy. To address this, we
adopt the semi-implicit methods of Boscarino et al., en-
abling one to derive an efficient, high-order time integra-
tion method for this complex system of equations. The
spatial discretization employs a staggered-grid continuous
finite element scheme. This choice allows a stable update
to the mesh nodes without requiring a multi-dimensional
Riemann solver as would be required by a discontinu-
ous Galerkin scheme. We validate the proposed method
through several numerical tests from the literature.
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Black-box Coupling of Simulation Codes Using pre-
CICE

The coupling library preCICE (https://precice.org/) em-
ploys efficient numerical algorithms (such as interface
quasi-Newton acceleration and RBF-based space interpo-
lation methods) to couple stand-alone simulation codes
into a multi-physics simulation. While originally devel-
oped for fluid-structure interaction simulations on HPC,
this general-purpose library has been demonstrated for a
wide variety of applications, including neuromuscular sim-
ulations, glacier simulations, and more. Recent additions
to the core library include more efficient RBF mapping
based on a Partition-of-Unity approach, time interpola-
tion, as well as experimental support for geometric mul-
tiscale mapping and dynamic meshes. On top of that, new
tools expand the capabilities of preCICE into different di-
rections: the micro-manager enables two-scale simulations,
while fmiprecice allows coupling to models implementing
the functional mock-up interface. The preCICE commu-
nity has developed several more tools and integrations with
popular simulation packages, while it has also published
simulation setups in various formats and venues. This talk
will give an overview of recent advances in preCICE, and
introduce the ecosystem standardization efforts stemming
from the DFG project preECO.
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Coupling Fluid and Kinetic Descriptions for Space
Physics Simulations

In heliospheric physics, the physics of our solar system,
there are two challenges that we often need to overcome:

multiple scales and different environments. We will look at
two examples, one where small-scale physics drives large
scale dynamics, and a second where a plasma transitions
between a collisional and collisionless regime. In the first
example, we capture the small-scale physics by embed-
ding kinetic, small scale, techniques into a large-scale fluid
model. This will capture the important processes involved
with magnetic reconnection on the smallest scale. The re-
sult is a generation of large scale flows that we can capture
in a fluid description. In the second part we will discuss
the work done to couple a highly collisional system to a
system of both collisional and non-collisional plasmas. To
do this, we make use of both fluid and kinetic models work-
ing together to capture the transition between collisional
and collisionless regimes.
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MS136

An Active Flux Method for the Vlasov-Poisson
System

In this work we present a positivity-preserving third-order
accurate Active Flux method for the 1+1-dimensional
Vlasov-Poisson system. The Vlasov-Poisson system, a sim-
plification of the Vlasov-Maxwell system, models the evo-
lution of a collisionless plasma. Active flux methods are
finite volume methods that use, in addition to cell aver-
ages, point values as degrees of freedom. In the presented
work, the point values are evolved in time using the char-
acteristic form of the equation, while cell averages are up-
dated using the conservative form of the equation. The
availability of additional point values allows us to compute
moments of the Vlasov equation more easily, which enables
the construction of an efficient third-order accurate method
for the Vlasov-Poisson system. In order to guarantee the
non-negativity of the approximated solution, a positivity-
preserving flux limiter will be introduced which extends
our method.

Yanick Kiechle
Heinrich Heine University Düsseldorf
yanick.kiechle@hhu.de

MS136

Entropy-Stable, Adaptive, High-Order Discontinu-
ous Galerkin Scheme for Modelling Liquid Hydro-
gen Tank Sloshing Dynamics

One of the relevant physical phenomena for designing liquid
hydrogen storage systems in motion is sloshing. It is a com-
plex three-dimensional, non-stationary phenomenon which
is difficult to model by simplified methods. This justifies
the use for computational multi-phase fluid dynamics. As
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part of the inter-disciplinary research project HYTAZER
at DLR we use highly scalable Discontinuous Galerkin
(DG) methods as a novel alternative to established nu-
merical solution strategies. The objective is to derive,
investigate, and implement a high-order, entropy-stable
DG scheme [Gassner et. al,2021] for a weakly compress-
ible two-phase fluid model with diffusive gas-liquid inter-
face layers [Dumbser,2011] in the open-source code Trixi.jl
[Schlottke-Lakemper et al.,2020]. The numerical solver op-
erates on tree-based time-dynamic, adaptive meshes pro-
vided by our open-source software library t8code [Holke et
al.,2022]. Next to provable entropy stability we rely on ad-
ditional stability properties such as well-balancedness and
a-posteriori regularization approaches [Markert,2021]. The
final goal is to provide an open-source software framework
for three-dimensional sloshing simulation on modern CPU
and GPU platforms of the upcoming exascale era. In this
talk we present the various numerical components, imple-
mentation details, and latest numerical results.
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MS136

Real-Time Hybrid Physical-Numerical Simulation
for Multi-Physic Systems of Model-Scale Floating
Offshore Wind Turbine Testing

In physical experiments of small-scale multi-physic sys-
tems, it is impossible to completely represent all the rel-
evant physics simultaneously without similitude distor-
tions. Herein, we propose a Real-Time Hybrid Simulation
(RTHS) method, a cyber-physical approach that partitions
a prototype assembly into model-scale physical and full-
scale computational sub-assemblies. These assemblies in-
teract in real time through actuators and sensors, allowing
different similitude laws to be applied to each sub-assembly.
Our work focuses on the simulation of floating offshore
wind turbines (FOWT), a classic multi-dynamics problem
in scaled model testing, where incompatible scaling laws
for gravitational, viscous, and solid mechanics effects hin-
der complete representation of aero-hydro-structural dy-
namic forces. First, we introduce the RTHS framework for
a 1:50 modal-scale FOWT simulation in a wave basin, with
aerodynamic forces simulated numerically and applied via
robotic arm actuation. Then, we discuss the force con-
trol design for the real-time application of dynamic forces
needed for RTHS. Our results show that the developed
RTHS approach can simulate the response of FOWT sub-
ject to multiple physical interactions by mitigating simil-
itude distortions and maintaining physical wave-structure
interaction.
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MS137

Parallel Adaptive Mesh Refinement Algorithms on
GPU for Unstructured Grids

Adaptive mesh refinement (AMR) is a technique used to
increase the spatial resolution of specific regions within the
spatial domain of a simulation. It is useful in large-scale
simulations to achieve a more computationally efficient dis-
tribution of meshes. However, large-scale simulations also
require the use of parallel computations, utilizing CPUs or
GPUs. In this case, implementing an AMR technique in
a parallel computation system presents challenges. In this
study, we propose algorithms for parallel AMR on GPUs,
focusing on unstructured grids in both 2D and 3D domains,
composed of triangles and tetrahedrals, respectively. Our
refinement strategy ensures the maintenance of a confor-
mal mesh structure during the processes of refinement and
coarsening. We want to utilize this strategy to solve flows
present discontinouties like compressible flows with shock-
waves.

Onur Ata, Ali Karakus
Middle East Technical University
onurata@metu.edu.tr, akarakus@metu.edu.tr

MS137

The Moving Discontinuous Galerkin Method
with Interface Condition Enforcement for Shock-
Dominated, Viscous Flows

The Moving Discontinuous Galerkin Method with Inter-
face Condition Enforcement (MDG-ICE) is an implicit
shock fitting method that simultaneously solves for the
flow field and discrete geometry. MDG-ICE is able to com-
pute highly accurate high-order solutions without artificial
dissipation as the grid points are automatically adjusted
to fit a priori unknown shocks with arbitrary topology
and resolve smooth regions of the flow with sharp gradi-
ents. We begin with an overview of MDG-ICE for inviscid
flows, in which shocks are fit exactly along grid interfaces.
We then proceed to the viscous setting, wherein high-
aspect-ratio elements form to resolve viscous shocks, which
are sharp (yet smooth) features, via anisotropic curvilin-
ear r-adaptivity. Unsteady flows are treated in a space-
time manner. A major difficulty encountered in MDG-
ICE calculations is frequent element degeneration. To ad-
dress this issue, we introduce an optimization solver based
on the Levenberg-Marquardt algorithm that features an
anisotropic, locally adaptive penalty method. Strategies
to approximate strong viscous shocks as inviscid discon-
tinuities are also discussed. Finally, we present results for
two- and three-dimensional test cases, including hypersonic
flows over blunt bodies, which are extremely challenging
for conventional schemes on simplicial grids. Even with-
out artificial dissipation, the computed solutions are free
from spurious oscillations and yield highly symmetric sur-
face heat-flux profiles.
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MS137

High-Order Limiting Methods Using Maximum
Principle Bounds Derived from the Boltzmann
Equation

The use of limiting methods for high-order numerical ap-
proximations of hyperbolic conservation laws generally re-
quires defining an admissible region/bounds for the solu-
tion. This talk will present a novel approach for com-
puting solution bounds and limiting for the compressible
Euler/Navier-Stokes equations through the kinetic repre-
sentation provided by the Boltzmann equation, which al-
lows for extending limiters designed for linear advection
directly to macroscopic governing equations which can be
derived from an underlying kinetic representation. Given
an arbitrary set of solution values to compute bounds over
(e.g., numerical stencil), the proposed approach yields an
analytic expression for the admissible region of particle dis-
tribution function values, which may be numerically inte-
grated to yield a set of bounds for the density, momen-
tum, and total energy. These solution bounds are shown
to preserve positivity of density/pressure/internal energy
and, when paired with a limiting technique, can robustly
resolve strong discontinuities while recovering high-order
accuracy in smooth regions without any ad hoc corrections
(e.g., relaxing the bounds). This approach is demonstrated
in the context of explicit unstructured high-order discontin-
uous Galerkin-type schemes for a variety of difficult prob-
lems including cases with extreme shocks and shock-vortex
interactions.
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MS137

Adaptive Mesh Refinement and Viscosity Regular-
ization for Discontinuous Galerkin Approximation
of Hypersonic Flows

We present an optimal transport approach for mesh adap-
tivity and shock capturing of compressible flows. Shock
capturing is based on a viscosity regularization of the gov-
erning equations by introducing an artificial viscosity field
as solution of the modified Helmholtz equation. Mesh
adaptation is based on the optimal transport theory by
formulating a mesh mapping as solution of Monge-Ampre
equation. The marriage of optimal transport and viscos-
ity regularization for compressible flows leads to a coupled
system of the compressible Euler/Navier-Stokes equations,
the Helmholtz equation, and the Monge-Ampre equation.
We propose an iterative procedure to solve the coupled
system in a sequential fashion using homotopy continua-
tion to minimize the amount of artificial viscosity while
enforcing positivity-preserving and smoothness constraints
on the numerical solution. We explore various mesh mon-
itor functions for computing r-adaptive meshes in order

to reduce the amount of artificial dissipation and improve
the accuracy of the numerical solution. The hybridizable
discontinuous Galerkin method is used for the spatial dis-
cretization of the governing equations to obtain high-order
accurate solutions. Extensive numerical results are pre-
sented to demonstrate the approach on a wide range of
hypersonic flows.
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MS138

Learning the Discrepancy Between Low and High-
Fidelity Models to Improve Parameter Estimation
for Cardiovascular Simulations

Cardiovascular models offer valuable insight for surgi-
cal planning but are still faced with skepticism in the
clinical community due to their deterministic nature.
However, recent advancements have begun to shift to-
wards uncertainty-aware modeling, including forward prop-
agation, parameter estimation, and end-to-end, data-to-
prediction paradigms. In this study, we focus on multi-
fidelity inverse problems and analyze the discrepancy be-
tween high-fidelity and low-fidelity quantities of interest to
improve Bayesian inversion. We propose to learn the dis-
crepancy between low- and high-fidelity models either in
the form of a lower dimensional surrogate or as a density
estimated through normalizing flow. The derived surro-
gate model or probability density is then leveraged to sig-
nificantly reduce the computational cost of evaluating the
posterior distribution of the input parameters. We com-
pare our method with the traditional solution of inverse
problems based entirely on the high-fidelity model, both
in terms of accuracy and overall computational cost. We
further demonstrate our approach on test cases of increas-
ing complexity, from lumped-parameter Windkessel mod-
els to patient-specific three-dimensional anatomies. Sup-
ported by Yansouni Family Stanford Graduate Fellowship
and NSF grant 2105345. Computing resources were pro-
vided by Stanford Research Computing Center.
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MS138

Bayesian Multimodel Inference to Account for
Model Uncertainty in Systems Biology

When modeling biological systems, it is often possible to
formulate a set of related mathematical models that vary in
the simplifying assumptions used to represent the system
mathematically. One should account for the uncertainties
associated with these assumptions when making predic-
tions. Model selection and discrepancy modeling allow one
to choose the best model and account for model uncertainty
by considering the mismatch between data and predictions.
However, given the limited data in systems biology, these
approaches may lead to biases and misrepresentations of
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uncertainty due to selecting a single model. Alternatively,
multimodel inference (MMI) combines predictions from all
specified models to avoid conditioning on a single model.
Here, we outline several methods for Bayesian MMI in sys-
tems biology. We compare pseudo-Bayesian model averag-
ing, stacking of predictive densities, and Bayesian model
averaging to construct robust predictors using the entire
set of user-specified models. Further, we demonstrate MMI
with examples of mitogen-activated protein kinase signal-
ing, AMP-activated protein kinase signaling, and glucose-
driven insulin secretion in diabetes. These examples high-
light how MMI increases certainty and predictive quality
when multiple models are specified. Our results show how
combining information from multiple models is a promis-
ing approach to handling model uncertainty within systems
biology.
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MS138

Multi-Fidelity Uncertainty Quantification for Ho-
mogenization Problems in Crystal Plasticity Finite
Element Models

Quantifying uncertainty (UQ) in materials science is a chal-
lenging computational task due to the multi-scale charac-
teristics of polycrystalline alloys and the inherent random-
ness of microstructures. This UQ problem requires solv-
ing numerous forward PDE problems to consider the ran-
dom geometry and various constitutive models in solid me-
chanics. In this presentation, we examine the application
of multi-level Monte Carlo and multi-index Monte Carlo
methods in crystal plasticity finite element methods, focus-
ing on different mesh resolutions and constitutive models
(including phenomenological and dislocation-density-based
models) to estimate and quantify uncertainty in the stress-
strain curve. Computational results indicate a significant
reduction in computational cost, which could facilitate the
development of multi-scale materials digital twins for fu-
ture applications.
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MS138

Multifidelity Uq for Laser-Ignition Reliability
Analysis

In a rocket combustor, hydrodynamic ejection of a laser-
induced spark placed in a co-flowing fuel-oxidizer jet can
facilitate re-ignition capability throughout a mission. The
present work aims to understand the various scenarios in
which successful ignition may occur and builds probability
distributions of ignition itself and associated post-ignition
pressure rise in the rocket chamber. In uncertainty space,
this is a high-dimensional problem, and the inherited run-
to-run variabilities arise from uncertainty in the deposited
laser characteristics, and the stochastic nature of instan-
taneous turbulence. To this extent, a reduced order low-

fidelity surrogate model is constructed that achieves a com-
pression ratio of two orders of magnitude compared to the
accurate high-fidelity simulations. This is achieved by a
reduced chemistry mechanism and reduction in the simula-
tion scale-resolution. Further, the surrogate model is con-
structed by means of an inverse problem in which determin-
istic processes from high-fidelity pilot cases are used to es-
timate the parameters in the low-fidelity space that map to
high-fidelity counterparts. Thereafter, multi-fidelity Monte
Carlo sampling is employed to obtain realizations of the
uncertainty space. Finally, we present analysis of ignition
likelihood and sensitivities.
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MS139

Einsum Trees

A typical computational backend for the einsum language
comprises two parts: First, a contraction path algorithm
that breaks down an einsum expression into a sequence of
binary tensor contractions. Contraction path algorithms
aim to minimize the number of floating point operations
(flops) for executing the tensor expression. Second, the
execution of the binary contractions. For efficient binary
contractions, the data layout of the tensors needs to be
optimized. So far, computing contraction paths and op-
timizing the data layout for single, that is, local, binary
tensor contractions have been studied in isolation. Here,
we introduce einsum trees, an intermediate representation
for globally optimizing the data layout for a given contrac-
tion path. Thereby, optimizing the overall execution times
for einsum expressions. We illustrate the effectiveness of
the approach on a state-of-the-art Arm server processor,
an x86 desktop system, and a system on a chip (SoC) that
is targeting the mobile market.
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MS139

Robust Low-Rank Tensor Decomposition with the
L2 Criterion

The growing prevalence of tensor data, or multiway ar-
rays, in science and engineering applications motivates the
need for tensor decompositions that are robust against out-
liers. In this work, we present a robust Tucker decom-
position estimator based on the L2 criterion, called the
Tucker-L2E. Our numerical experiments demonstrate that
Tucker-L2E has empirically stronger recovery performance
in more challenging high-rank scenarios compared with ex-
isting alternatives. The appropriate Tucker-rank can be
selected in a data-driven manner with cross-validation or
hold-out validation. The practical effectiveness of Tucker-
L2E is validated on real data applications in fMRI tensor
denoising, PARAFAC analysis of fluorescence data, and
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feature extraction for classification of corrupted images.
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MS139

Tensor-network for Probabilistic Modeling

We present a new perspective on randomized linear al-
gebra, showcasing its usage in estimating a density as a
tensor-network, without the curse of dimensionality, and
without the use of optimization techniques. Moreover, we
illustrate how this can be used for solving high-dimensional
PDEs.
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MS139

Tensor-Based Approach to Synchronization

Synchronization is the problem of fusing noisy local rel-
ative information in a network to obtain reliable global
information. It applies to structure from motion in com-
puter vision, unmanned navigation in robotics, molecular
structuring in cryo-electron microscopy, among others. In
this talk I will present a novel mathematical approach to
synchronization, based on a formulation involving tensors
and a low-rank tensor decomposition algorithm. Results
on benchmark datasets show that the method increases the
accuracy of camera location estimation in structure from
motion over standard approaches. Joint work with Daniel
Miao and Gilad Lerman at U Minnesota.
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MS139

Adaptive Hard Thresholding Methods for Low-
Rank Tensor Recovery

Tensor-structured random dimension reduction maps have
multiple advantages: they can be applied quickly to the
data with multi-modal structure, they can preserve vital
structural properties of the data such as low-rankness and
also require much less memory than generic unstructured
random maps. However, the tensor structure makes the
distributions of the entries in the compression matrices in-
herently heavy-tailed, which raises complications related to
both practical use and theoretical analysis of the associated
algorithms. In this talk, I will discuss several iterative algo-
rithms for the efficient recovery of CP and Tucker low-rank
tensors from a few linear measurements that aim to cover,
in particular, memory-efficient linear maps with tensorial
structure.
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MS140

Quasi-Trefftz Methods with Applications to
Maxwell’s Equations

Trefftz methods are a class of high-order numerical schemes
for solving problems modeled by partial differential equa-
tions. They construct the numerical solution starting from
functions specifically tailored to the problem considered,
with test and trial functions that are solutions of the PDE
under consideration on each mesh element. Notably, Tr-
efftz methods achieve a level of accurancy with reduced
computational cost compared to traditional approaches like
finite elements or standard Discontinuous Galerkin meth-
ods. However, their application is limited to linear, homo-
geneous and piecewise-constant coefficients problems, as
exact solutions are often unavailable in more complex cases.
To address this limitation, quasi-Trefftz methods use ele-
mentwise approximate solutions of the PDE, enabling the
analysis of a wider range of problems while maintaining
the good properties of Trefftz schemes. Recent studies have
demonstrated the convergence and stability of quasi-Trefftz
methods for some scalar problems, including the diffusion-
advection-reaction equation and acoustic problems. In this
work, we extend these techniques to problems governed by
vector-valued PDEs, with a focus on variable-coefficients
Maxwell’s equations in the frequency domain, addressing
the questions of construction of the quasi-Trefftz space and
converge of the method. We present recent results and
novel insights aimed at expanding the applications of quasi-
Trefftz methods to complex vector-valued PDEs.
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MS140

Quasi-Trefftz Method for Solving Aeroacoustic
Problem

This study will present a method which is relevant to sev-
eral Airbus applications, especially for simulating engine
noise propagation through airflow to model ground and
cabin noise. Variational Trefftz methods are discontinuous
Galerkin methods whose basis functions are local solutions
of the PDE under consideration. In the context of ho-
mogeneous problems, analytical solutions, such as plane
waves, are available. Aeroacoustic models involve equa-
tions whose physical characteristics depend on the spa-
tial variables. In general, this PDE system cannot be
solved analytically. A natural idea is to resort to basis
functions that are approximate solutions of the consid-
ered PDE, i.e., quasi-Trefftz methods. In this talk we will
see how to build three types of quasi-Trefftz function for
the heterogeneous Helmholtz equation with constant flow
: Amplitude-based Generalized Plane Waves, Phase-based
Generalized Plane Waves and polynomials [Imbert-Gerard,
Sylvand, (2022). Three types of quasi-Trefftz functions for
the 3D convected Helmholtz equation: construction and
approximation properties.]. We will also verify some ap-
proximation properties of these functions. Then we present
a quasi-Trefftz Discontinuous Galerkin variational formu-
lation inspired by hyperbolic system formulation. We will
finish with numerical results comparing the solution ob-
tained with this quasi-Trefftz method to those from the
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traditional Discontinuous Galerkin method.
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MS140

Polynomial Quasi-Trefftz DG for PDEs with
Smooth Coefficients: Elliptic Problems

Trefftz schemes are high-order Galerkin methods whose
discrete spaces are made of elementwise exact solutions
of the underlying PDE. Trefftz basis functions can be
easily computed for many PDEs that are linear, homo-
geneous, and have piecewise-constant coefficients. How-
ever, if the equation has variable coefficients, exact so-
lutions are generally unavailable. Quasi-Trefftz methods
overcome this limitation relying on elementwise ”approxi-
mate solutions” of the PDE, in the sense of Taylor poly-
nomials. We define polynomial quasi-Trefftz spaces for
general linear PDEs with smooth coefficients and source
term, describe their approximation properties and, under
a non-degeneracy condition, provide a simple algorithm to
compute a basis. We then focus on a quasi-Trefftz DG
method for variable-coefficient elliptic diffusion-advection-
reaction problems, showing stability and high-order conver-
gence of the scheme. The main advantage over standard
DG schemes is the higher accuracy for comparable num-
bers of degrees of freedom. For non-homogeneous problems
with piecewise-smooth source term we propose to construct
a local quasi-Trefftz particular solution and then solve for
the difference. Numerical experiments in 2 and 3 space di-
mensions show the excellent properties of the method both
in diffusion-dominated and advection-dominated problems.
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MS140

Embedded Trefftz Discontinuous Galerkin Meth-
ods

We introduce a new numerical approach aimed at reduc-
ing the system size in discontinuous Galerkin (DG) meth-
ods, drawing inspiration from Trefftz methods. The central
idea of Trefftz methods is to construct optimal discretiza-
tion spaces that minimize the number of unknowns while
retaining optimal approximation properties. The embed-
ded Trefftz discontinuous Galerkin method, is the Galerkin
projection of an underlying discontinuous Galerkin method
onto a subspace of Trefftz-type. The subspace can be de-
scribed in a very general way and to obtain it no Trefftz
functions have to be calculated explicitly, instead the cor-
responding embedding operator is constructed. In the sim-
plest cases the method recovers established Trefftz discon-
tinuous Galerkin methods. But the approach allows to con-
veniently extend to general cases, including inhomogeneous

sources and non-constant coefficient differential operators.
We introduce the method, discuss implementational as-
pects and explore its potential on a set of standard PDE
problems. As typical for Trefftz-DG methods, we observe
a severe reduction of the globally coupled unknowns when
compared to standard discontinuous Galerkin methods, re-
ducing the corresponding computing time significantly.
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MS141

A Blob Method for Mean Field Control

In the present work, we develop a novel particle method for
a general class of mean field control problems with source
and terminal constraints. Specific examples of the prob-
lems we consider include the dynamic formulation of the
p-Wasserstein metric, optimal transport around an obsta-
cle, and measure transport subject to acceleration controls.
Unlike existing numerical approaches, our particle method
is meshfree and does not require global knowledge of an
underlying cost function or of the terminal constraint. A
key feature of our approach is a novel way of enforcing
the terminal constraint via a soft, nonlocal approximation
inspired by recent work on blob methods for diffusion equa-
tions.
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MS141

Unsupervised Solution Operator Learning for
Mean-Field Games

Recent advances in deep learning have led to many innova-
tive methods that solve high dimensional mean-field games
(MFG) accurately and efficiently. These methods, how-
ever, are restricted to solving single-instance MFG and de-
mands extensive computational time per instance, limiting
practicality. In this talk, I will present our recent frame-
work to learn the MFG solution operator. Our model takes
a MFG instances as input and output their solutions with
one forward pass. To ensure the proposed parametriza-
tion is well-suited for operator learning, we introduce and
prove the notion of sampling invariance for our model, es-
tablishing its convergence to a continuous operator in the
sampling limit. Our method features two key advantages.
First, it is discretization-free, making it particularly suit-
able for learning operators of high-dimensional MFGs. Sec-
ondly, it can be trained without the need for access to su-
pervised labels, significantly reducing the computational
overhead associated with creating training datasets in ex-
isting operator learning methods. We test our framework
on synthetic and realistic datasets with varying complexity
and dimensionality to substantiate its robustness.
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Score-Based Generative Models Through the Lens
of Wasserstein Proximal Operators

In this presentation, I will discuss the essence of score-
based generative models (SGMs) as entropically regular-
ized Wasserstein proximal operators (WPO) for cross-
entropy, elucidating this connection through mean-field
games (MFG). The unique structure of SGM-MFG allows
the HJB equation alone to characterize SGMs, demon-
strated to be equivalent to an uncontrolled Fokker-Planck
equation via a Cole-Hopf transform. Furthermore, lever-
aging the mathematical framework, we introduce an in-
terpretable kernel-based model for the score functions, en-
hancing the performance of SGMs in terms of training sam-
ples and training time. The mathematical formulation of
the new kernel-based models, in conjunction with the uti-
lization of the terminal condition of the MFG, unveils novel
insights into the manifold learning and generalization prop-
erties of SGMs.
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MS141

Optimal Transport for Inverse Problems in Ocean
Electromagnetics

Internal waves are crucial to understanding ocean mixing,
energy distribution, and their impact on marine environ-
ments. Although challenging to observe directly due to
their subsurface nature, the magnetic fields induced by
these waves offer a practical method for monitoring them.
By solving the inverse problem of inferring velocity fields
from magnetic measurements, we can obtain valuable in-
sights into the complex dynamics of internal waves. Re-
cently, optimal transport (OT) has demonstrated signifi-
cant advantages in solving inverse problems, particularly in
its robustness to noise. In this study, we apply the OT ap-
proach to an inverse problem aimed at recovering velocity
fields from electromagnetic (EM) field measurements gen-
erated by internal ocean waves, where the measurements
are taken over a part of the domain or across the entire do-
main at a specific time T. The model used is the linearized
induction equation around the Earths magnetic field. To
validate our approach, we will use the Podney benchmark
[1], comparing the results obtained through the OT ap-
proach with those from the classical L2-norm approach
and the analytical solution provided by Podney. The OT
method will be tested in scenarios with noisy data, high-
lighting its potential for robust and accurate inverse prob-
lem solutions in geophysical applications. [1] W. Podney,
”Electromagnetic fields generated by ocean waves,” Jour-
nal of Geophysical Research, vol. 80, no. 21, pp. 29772990,
1975.
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MS142

Martingale Neural Networks for BVPs and Eigen-
value Problems of PDEs and Stochastic Optimal
Controls

In this talk, we present martingale-based neural networks
for solving high-dimensional PDE’s BVPs and eigenvalue
problems (EVPs) as well Hamilton-Jacobi-Bellman (HJB)
equations where no explicit expression is needed for the in-
fimum of the Hamiltonian, and stochastic optimal control
problems (SOCPs) with controls on both drift and volatil-
ity. For the BVPs and EVPs, the PDEs are reformulated
using Varadhan’s martingale problem and the neural net-
work solution is trained to meet the martingale properties.
For the SOCPs, we reformulate the HJB equations for the
value function by training two neural networks, one for
the value function and one for the optimal control with
the help of two stochastic processes- a Hamiltonian pro-
cess and a cost process. The control and value networks
are trained so the Hamiltonian process is minimized to sat-
isfy the minimum principle of a feedback SOCP, and the
cost process becomes a martingale. To enforce the mar-
tingale property for the cost process, we employ an adver-
sarial network and construct a loss function characterizing
the projection property of the conditional expectation con-
dition of the martingale. Numerical results show that the
proposed SOC-MartNet is effective and efficient for solving
2000 dim HJB-type equations and SOCPs in a small num-
ber of epochs (less than 20) or stochastic gradient method
iterations (less than 2000) for the training.
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MS142

Instabilities in Neural Autoregressive Models of
Complex Systems: Evidence from Linear Stability
Analysis and Random Matrix Theory

We present a general framework, based on linearization and
eigenmode decomposition, to analyze deep neural networks
(DNNs) when applied to nonlinear PDEs, for example, in
terms of stability and convergence. There is growing in-
terest in using DNNs for building data-driven solvers of
nonlinear PDEs. Many recent studies have shown promis-
ing results, at least for short-term forecasts, for canonical
PDEs, and even for real-world data, such as atmospheric
reanalysis datasets. However, there are also challenges such
as long-term instabilities (drifts and blow-ups) and lack of
convergence (decline in accuracy as time step is reduced).
These challenges and other issues have been difficult to ad-
dress due to the lack of a rigorous and general (i.e., system-
and architecture-agnostic) framework for analyzing DNNs
when applied to PDEs. Here, we present such a system-
and architecture-agnostic framework that combines con-
cepts from numerical analysis and deep learning theory.
The framework is based on eigenvalue analysis of the lin-
earized DNN. The eigenvalues provide quantitative infor-
mation on the stability of the DNN-based integration, as
well as the amount of spectral bias, and thus the conver-
gence property. We show that this framework can guide
the development of stable, convergent neural PDE-solvers
for any system and architecture, which has wide-ranging
applications on nonlinear geophysics, e.g., to build data-
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driven weather/climate models.
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MS142

Uncertainty Propagation in Input-Output Maps
Defined by Neural Operators

We propose a method for studying uncertainty propagation
in feed-forward neural network architectures. In particular
we investigate the case of a multi-layer perceptron (MLP)
neural network subjected to small random perturbations in
either their input vectors or network parameters, i.e. their
weights or biases. By utilizing perturbation expansions,
we derive analytical expressions for the probability distri-
bution functions (PDF) of the individual components of
the output vectors, their statistical moments, and a Gaus-
sian copula representation of the joint PDF of the output
vector. To validate the derived analytical expressions, we
conduct Monte Carlo simulations of an MLP neural net-
work representing a nonlinear integro-differential operator
between two polynomial function spaces. Implementations
of this method towards random neural operators are pre-
sented and discussed.
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Learning Kinetic Monte Carlo Using Statistics-
Informed Neural Network

The statistic-informed neural network (SINN) is a ma-
chine learning framework developed to learn and repro-
duce general stochastic processes. This approach can be
useful as a surrogate model in reproducing kinetic Monte
Carlo (KMC) simulations, which are widely employed in
both chemical and biological studies. Although the atom-
istic configuration of the surface is required to simulate
elementary surface chemical reactions using KMC, the in-
formation one eventually wants to obtain from KMC simu-
lations is aggregated information such as surface coverages
of chemical species and the turnover rate of the overall
catalytic reaction. In this talk, we apply SINN to learn
and generate time trajectories of surface coverages. We
will present numerical examples, including the Langmuir
adsorption model and the lattice Lotka-Volterra model.
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Residual Stress Prediction of Multi-Principal-
Element Alloys with Short Range Order on Con-
tinuum Scale by Generative Model

Multi-principal-element alloys (MPEAs) are a class of
metallic materials composed of at least three primary el-
ements, which have excellent mechanical properties, such
as high strength, corrosion resistance, etc. However, both
modeling and simulation on continuum scale are extremely
difficult tasks for MPEAs, because of nearly random atomic
occupancy with short-range order (SRO) and vast composi-
tional space. In this presentation, we propose a generative
framework, which combines a conditional variational au-
toencoder (cVAE) and two concentration/SRO smoothers,
to predict the residual stress of MPEAs as a function of
atomic concentration and short-range order on continuum
scale. A large dataset of samples with initial random
atomic occupancy, WC parameters and their virial stress
after equilibrium is generated by hybrid MC/MD simula-
tion, and the block-average is used to obtain the concen-
tration, averaged WC parameters and residual stress on
continuum scale. The results show this generative model
can predict the distribution of residual stress with the mean
absolute percentage error below 5%, and the microstruc-
ture smoother significantly increases the regularity of the
dataset, improving the training efficiency and testing ac-
curacy. Our method demonstrates the excellent ability of
generative model in the surrogate modeling and simulation
of MPEAs on continuum scale.
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Randomized Iterative Methods for Deblurring and
Tomography

Large scale inverse problems often require massive amounts
of memory. To amelioriate this, we find randomized numer-
ical linear algebra (rand NLA), and in particular matrix
sketching, reduce this burden of memory constraints. In
this talk, we will show the impact of implementing rand
NLA strategies on uncertainty quantification in large-scale
multiresolution tomography and deblurring problems.
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Reconstruction of Extended Regions in EIT with a
Generalized Robin Transmission Condition.

In this talk, we will discuss an application of the Regu-
larized Factorization Method (RegFM) to a problem com-
ing from Electrical Impedance Tomography (EIT) with a
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second-order Robin condition. This method falls under
the category of qualitative methods for inverse problems.
Qualitative methods are used in non-destructive testing
where physical measurements on the surface of an object
are used to infer the interior structure. The Robin condi-
tion on this boundary asymptotically models delamination.
We assume that the Dirichlet-to-Neumann (DtN) mapping
is given on the exterior boundary and will be used to re-
cover an unknown, extended region. Using Cauchy data
as physical measurements, we can determine if all of the
coefficients from the Robin condition are real- or complex-
valued. We study these two cases separately and show how
RegFM can be used to detect whether delamination has
occurred and recover the damaged subregion. Numerical
examples will be presented for both cases in two dimensions
in the unit circle.
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A Direct Reconstruction Method for Radiat-
ing Sources in Maxwells Equations with Single-
Frequency Data

This work presents a fast and robust numerical method
for reconstructing point-like sources in the time-harmonic
Maxwell’s equations given Cauchy data at a fixed fre-
quency. This is an electromagnetic inverse source prob-
lem with broad applications, such as antenna synthesis
and design, medical imaging, and pollution source trac-
ing. We introduce new imaging functions and a computa-
tional algorithm to determine the number of point sources,
their locations, and associated moment vectors, even when
these vectors have notably different magnitudes. The num-
ber of sources and locations are estimated using significant
peaks of the imaging functions, and the moment vectors
are computed via explicitly simple formulas. The theo-
retical analysis and stability of the imaging functions are
investigated, where the main challenge lies in analyzing
the behavior of the dot products between the columns of
the imaginary part of the Green’s tensor and the unknown
moment vectors. Additionally, we extend our method to
reconstruct small-volume sources using an asymptotic ex-
pansion of their radiated electric field. We provide nu-
merical examples in three dimensions to demonstrate the
performance of our method.
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Exploring Low Rank Structure for Inverse Scatter-
ing

Inverse problems play important roles in various applica-
tions, including target identification, non-destructive test-
ing, and parameter estimation. Particularly challenging is
the inverse scattering problem in inhomogeneous media,
which aims to estimate unknowns based on available mea-
surement data. Given its inherently ill-posed nature, our
aim is to address this challenge by exploring the underlying
low rank structure that is capable of handling potentially
noisy and large-scale measurement data. The unknown is
solved in a low-dimensional space comprising disk prolate
spheroidal wave functions, which are computed efficiently
via a Sturm-Liouville problem. The low rank structure

leads to reliable numerical algorithms that demonstrate in-
creasing stability and dimensionality reduction, in the pres-
ence of noisy and large-scale measurement data. A stabil-
ity estimate is proved by leveraging the interplay between a
Fourier integral operator and a Sturm-Liouville differential
operator. The talk concludes with a discussion of current
and future work on exploring low-rank structures.
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Parameter Selection by Gcv and a χ2 Test Within
Iterative Methods for ℓ1-Regularized Inverse Prob-
lems

ℓ1 regularization is used to preserve edges or enforce spar-
sity in a solution to an inverse problem. We investigate
the Split Bregman and the Majorization-Minimization it-
erative methods that turn this non-smooth minimization
problem into a sequence of steps that include solving an
ℓ2-regularized minimization problem. We consider select-
ing the regularization parameter in the inner generalized
Tikhonov regularization problems that occur at each iter-
ation in these ℓ1 iterative methods. The generalized cross
validation and χ2 degrees of freedom methods are extended
to these inner problems. In particular, for the χ2 method
this includes extending the χ2 result for problems in which
the regularization operator has more rows than columns
and showing how to use the A−weighted generalized in-
verse to estimate prior information at each inner itera-
tion. Numerical experiments for image deblurring prob-
lems demonstrate that it is more effective to select the
regularization parameter automatically within the iterative
schemes than to keep it fixed for all iterations. Moreover,
an appropriate regularization parameter can be estimated
in the early iterations and used fixed to convergence.
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Quantum Recurrent Neural Networks for Nonlin-
ear Partial Differential Equations

Nonlinear partial differential equations are fundamental
in modeling complex phenomena across various fields, yet
they pose significant challenges due to their computational
complexity in higher dimensions. This study leverages
Quantum Recurrent Neural Networks that integrate Vari-
ational Quantum Circuits into Gated Recurrent Units and
Long-Short Term Memory networks. The algorithms har-
ness the power of qubits and quantum entanglement, al-
lowing the representation and processing of vast amounts
of information simultaneously, which enhances their ability
to explore larger solution spaces and mitigate the curse of
dimensionality. The algorithms are implemented on data-
driven PDEs including, Hamilton-Jacobi-Bellman equa-
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tion, Burgers’ equation, and reaction-diffusion equations
in pattern formation, investigating their potential advan-
tages over classical recurrent neural networks in handling
nonlinearity, high-dimensional spaces, and ensuring stable
solutions.
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Preconditioning Strategies for a Nested Primal-
Dual Method for Image Deblurring

Variational models for image deblurring problems typically
consist of a smooth term and a potentially nonsmooth con-
vex term. A common approach to solving these problems is
using proximal gradient methods. Strategies such as vari-
able metric methods have been introduced in the literature
to accelerate the convergence of these first-order iterative
algorithms. In this talk, we show that, for image deblur-
ring problems, the variable metric strategy can be reinter-
preted as a right preconditioning method. Consequently,
we explore an inexact left-preconditioned version of the
same proximal gradient method. We prove the conver-
gence of the new iteration to the minimum of a variational
model where the norm of the data fidelity term depends
on the preconditioner. The numerical results show that
left and right preconditioning are comparable in terms of
the number of iterations required to reach a prescribed tol-
erance, but left preconditioning needs much less CPU time,
as it involves fewer evaluations of the preconditioner ma-
trix compared to right preconditioning. The quality of the
computed solutions with left and right preconditioning are
comparable. Finally, we propose some nonstationary se-
quences of preconditioners that allow for fast and stable
convergence to solve the variational problem with the clas-
sical ℓ2-norm on the fidelity term.
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A Stochastic PDE Approach for Gaussian Random
Field Realizations at Multiple Scales

In this work we present an algorithmically scalable mul-
tilevel approach to generate Gaussian random field real-
izations that is well-suited to incorporate into multilevel
sequential algorithms, such as multilevel Markov chain
Monte Carlo (MCMC). In such algorithms, generating fine
grid samples from a desired distribution is accelerated by
leveraging coarse grid simulations to perform the major-
ity of the parameter space exploration (or random-walk as
is the case in MCMC). A drawback of the existing mul-

tilevel framework is that the multilevel Gaussian random
field sampling is not scalable. For large-scale Gaussian ran-
dom field simulations, e.g., from a 3D finely resolved mesh,
we instead consider solving a reaction-diffusion PDE with
a spatial white noise source function as the righthand side.
In order to achieve matching fine and coarse realizations,
we decompose the finite element white noise (source func-
tion) into complementary spaces, across multiple levels of
discretization. Then, using tools from algebraic multigrid,
we form a (scalable) fine grid Gaussian random field real-
ization from a fine grid proposal by combining Gaussian
random fields sampled across multiple levels of discretiza-
tion. In this talk, we describe this approach, corresponding
theory, and numerical results.
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Domain Decomposition for Neural Networks

Scientific machine learning (SciML) is a rapidly evolving
research field that combines techniques from scientific com-
puting and machine learning. This talk focuses on the
application of domain decomposition methods to design
neural network architectures and enhance neural network
training, Specifically, it explores the use of domain de-
composition techniques in neural network-based discretiza-
tions for solving partial differential equations with physics-
informed neural networks (PINNs) and operator learning,
as well as in classical machine learning tasks like semantic
image segmentation using convolutional neural networks
(CNNs). Computational results show that domain decom-
position methods can improve efficiency both in terms of
time and memory as well as enhance accuracy and robust-
ness.

Alexander Heinlein
Delft University of Technology
Delft Institute of Applied Mathematics
a.heinlein@tudelft.nl

MS144

Integrating BDDC with Adaptive SDC Time Step-
ping in HPC Environments

Simulating cardiac electrophysiology on the geometrically
resolved microscale leads to large scale problems, exceeding
the size of homogenized bidomain simulations by a factor
of more than 100. This calls for highly efficient solvers
for the arising linear equation systems, which are well-
integrated into both their algorithmic and their compu-
tational environment. We will cover two aspects of inte-
grating a Balanced Domain Decomposition by Constraints
(BDDC) preconditioner with the Extracellular-Membrane-
Intracellular (EMI) model: algebraic adaptivity in Spectral
Deferred Correction (SDC) time stepping and compressed
communication within BDDC. Algebraic adaptivity is a
form of spatial adaptivity with little overhead compared
to mesh refinement/coarsening. Within the SDC itera-
tion, it reduces problem size on the algebraic level based
on estimated local correction size. This puts some pres-
sure on preconditioners, which have to cope with varying
problems. We illustrate how algebraic adaptivity can be
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transferred to BDDC itself, retaining low overhead. BDDC
requires communication between subdomains in every iter-
ation. With a growing gap between CPU power and com-
munication bandwidth in HPC systems, communication is
increasingly contributing to overall execution times. We
investigate the use of tailored lossy data compression for
exchanging boundary values, and select quantization toler-
ances based on error estimates and work models.
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A Spatially-Correlated Random Walk Model for
Capturing Two-Point Statistics in Particle-Laden
Turbulence

The multi-scale nature of turbulent particle-laden flows
prevents the use of direct numerical simulations. For
this reason, large-eddy simulations (LES) and Reynolds-
averaged Navier-Stokes (RANS) have become essential for
modern computational fluid dynamics (CFD) applications.
However, these techniques need subgrid-scale models to
recapture the effects of unresolved turbulence on particle
dynamics. Stochastic subgrid models are commonly used
because of their simplicity, low computational cost, and
ability to capture one-point and two-time velocity statis-
tics. Yet, a significant drawback is their inability to cap-
ture two-point spatial correlations due to missing relative
spatial information. In this talk, we propose a frame-
work that incorporates two-point information into a La-
grangian stochastic model by considering a multi-particle,
spatially-correlated system. Initially, we utilize stochastic
inference techniques to highlight the need for spatial infor-
mation in the coefficients of the stochastic model. Next,
we introduce a computationally-efficient model, termed the
spatially-correlated random walk (SCRW), drawing con-
nections between the SCRW, particle-pair motion theories,
and Komogorov’s 1941 hypotheses. Preliminary results
verify the SCRW’s capability to capture spatial heterogene-
ity and two-point velocity correlations. The talk concludes
by discussing remaining challenges for the SCRW and sug-
gesting directions to extend the SCRW to inhomogeneous
anisotropic turbulence.
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A Flexible Interface for Fluid-Particle Reaction
Management in MFIX-Exa

MFIX-Exa (https://mfix.netl.doe.gov) is a multiphase
computational fluid dynamics (CFD) code to aid in the

design, optimization and scale-up of emerging technologies
that advance the U.S. Department of Energys (DOE) his-
toric clean energy goals. The code, initially developed un-
der DOEs Exascale Computing Project by researchers at
the National Energy Technology Laboratory (NETL) and
Berkeley National Laboratory (LBL), is built on the AM-
ReX software framework (https://amrex-codes.github.
io/) and is designed to leverage modern accelerator-based
compute architectures. This presentation provides a gen-
eral overview of MFIX-Exa fluid and particle models, as
well as the recent development of a flexible interface for
managing fluid-particle chemical reactions.
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Coupling Particles to Multicomponent Lat-
tice Boltzmann Fluids for Simulating Particle-
Stabilized Emulsions

Particle-laden emulsions continue to attract interest for
their use in applications such as drug delivery systems
and slurries for materials processing. A particular inter-
esting class of such emulsions are bicontinuous interfacially
jammed emulsion gels (bijels) that emerge during spinodal
decomposition of a binary fluid with suspended particles.
Computational modeling and simulations can help gain a
fundamental understanding of the interplay of phase be-
havior, fluid dynamics, and interfacial thermodynamics in
these systems. In this talk, I will give an overview of hy-
brid lattice Boltzmann-Molecular Dynamics methods for
particle-laden suspensions and multicomponent fluids. In
particular, I will discuss distinct approaches for coupling
of colloidal particles and polymeric molecules to the lattice
Boltzmann fluid. I will illustrate the capabilities of these
methods for simulating the formation of bijels stabilized
by anisotropic particles. I will further review the fluctu-
ating lattice Boltzmann equation for a single-component,
ideal fluid, which can reproduce Brownian motion in sus-
pensions. I will close with an overview of current develop-
ments of fluctuating lattice Boltzmann methods for multi-
phase and multicomponent fluids.
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Discriminative Sampling and Active Learning for
Model Discovery Using Information Theory

Fisher information and Shannon entropies are crucial con-
cepts in stochastic models from different perspectives.
They can characterize unknown parameters in numerical
methods by quantifying the amount of information carried
in certain random variables. From an information point of
view, different initial trajectories and different parts of a
single trajectory contribute differently to learning a system.
In this study, we firstly provide an overview of the fast-
growing applications of Fisher information and Shannon
entropies. Secondly, we leverage the Fisher Information
Matrix (FIM) in the data-driven method of sparse iden-
tification of nonlinear dynamics (SINDY). We graph the
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information pattern for both single trajectory and multi-
ple initial settings, which enables us to demonstrate how
information analysis can improve the sampling efficiency
by increasing the model performance from more informa-
tive data. The efficacy of utilizing statistical bagging can
also be explained by complementary distortions in the fea-
ture space. Thirdly, we demonstrate concrete usages of the
Fisher information and entropy metrics on promoting data
efficiency for an unknown dynamical system in three dif-
ferent cases - when only one trajectory is available, when
a control parameter is available for tuning, and when mul-
tiple trajectories are available with freely chosen initials.
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Comparing Dynamical Systems Using Time-
Delayed Invariant Measures

In recent years, several works have compared dynamical
systems by studying the discrepancy between their invari-
ant measures under a suitable metric or divergence on the
space of probability measures. While the robustness of in-
variant measures to noisy measurements, uncertain initial
conditions, and slow sampling makes them appealing tools
for comparing dynamical systems in applications, the ap-
proach is also limited by the existence of infinitely many
distinct systems all admitting the same invariant measure.
To overcome this difficulty, we instead propose studying in-
variant measures in time-delayed coordinate systems. We
present theoretical results which show that, up to a topo-
logical conjugacy, the time-delayed invariant measure can
distinguish between dynamical systems, and we provide
numerical examples which demonstrate the utility of our
proposed method.

Jonah Botvinick, Yunan Yang
Cornell University
jrb482@cornell.edu, yunan.yang@cornell.edu

MS146

Reduced Models with Memory and Random Dy-
namical Systems

In the absence of sharp timescale separation, reduced mod-
els of many-degree-of-freedom dynamical systems can ex-
hibit memory effects. The Mori-Zwanzig projection op-
erator formalism has been used to construct such non-
Markovian reduced models in a variety of settings, often
with a focus on deterministic chaotic dynamical systems.
In this talk, I will review a data driven approach to model
reduction motivated by a discrete-time Mori-Zwanzig for-
malism, then discuss its extension to dynamical systems
subjected to random forcing.
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On the Importance of Learning Non-Local Dynam-
ics for Stable Data-Driven Climate Modeling

Machine learning (ML) techniques, especially neural net-
works (NNs), have shown promise in learning subgrid-scale
parameterizations for climate models. However, a major
problem with data-driven parameterizations is model in-
stability. Current remedies are often ad-hoc and lack a
theoretical foundation. We combine ML theory and cli-
mate physics to address a source of instability in NN-
based parameterization. We demonstrate the importance
of learning non-local dynamics using a 1D model of the
quasi-biennial oscillation (QBO) with gravity wave (GW)
parameterization as a testbed. While common offline met-
rics fail to identify shortcomings in learning non-local dy-
namics, we show that the concept of receptive field (RF)
can identify instability a-priori. We find that NN-based
parameterizations, which seem to accurately predict GW
forcings, cause unstable simulations when RF is too small
to capture the non-local dynamics, while NNs of the same
size but large-enough RF are stable. We examine three
broad classes of architectures, namely convolutional NNs,
Fourier neural operators, and fully-connected NNs; the lat-
ter two have inherently large RFs. We also demonstrate
that learning non-local dynamics is crucial for the stability
and accuracy of a data-driven spatiotemporal emulator of
the zonal wind field. Given the ubiquity of non-local dy-
namics in the climate system, we expect the use of effective
RF, which can be computed for any NN architecture, to be
important for many applications.
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Promoting Stable Dynamics by Learning the In-
variant Measure of Chaotic Systems

Learning dynamics from dissipative chaotic systems is no-
toriously difficult due to their inherent instability, as for-
malized by their positive Lyapunov exponents, which expo-
nentially amplify errors in the learned dynamics. However,
many of these systems exhibit ergodicity and an attractor:
a compact and highly complex manifold, to which trajec-
tories converge in finite-time, that supports an invariant
measure, i.e., a probability distribution that is invariant
under the action of the dynamics, which dictates the long-
term statistical behavior of the system. In this work, we
leverage this structure to propose a new framework that
targets learning the invariant measure as well as the dy-
namics, in contrast with typical methods that only target
the misfit between trajectories, which often leads to di-
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vergence as the trajectories’ length increases. We use our
framework to propose a tractable and sample efficient ob-
jective that can be used with any existing learning objec-
tives. Our Dynamics Stable Learning by Invariant Measure
(DySLIM) objective enables model training that achieves
better point-wise tracking and long-term statistical accu-
racy relative to other learning objectives. By targeting
the distribution with a scalable regularization term, we
hope that this approach can be extended to more com-
plex systems exhibiting slowly-variant distributions, such
as weather and climate models.
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Generative Learning and Bayesian Conditional
Diffusion Models for Forecasting and Parametric
Analysis of Complex Spatiotemporal Turbulence
Dynamics

We will present a generative modeling framework that ad-
dresses two pivotal challenges in high-dimensional systems:
accurately capturing their effective dynamics and enabling
parametric sampling for diverse applications. By focusing
on high-dimensional systems, the framework identifies and
learns their underlying dynamics and statistical properties,
achieving significant improvements in computational effi-
ciency and accuracy. The parametric sampling capability
extends the frameworks utility by generating realistic sys-
tem behaviors across a broad range of parameter settings.
This enables versatile tasks such as forecasting, reconstruc-
tion, optimization, and exploration of system dynamics.
Our framework demonstrates exceptional robustness and
adaptability, making it well-suited for handling the com-
plexities of high-dimensional systems governed by intricate
dynamics. This represents a significant step forward in
bridging generative modeling with practical scientific and
engineering applications.
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MS147

Basis-to-Basis Operator Learning: A Paradigm for
Scalable and Interpretable Operator Learning on
Hilbert Spaces

We present Basis-to-Basis (B2B) operator learning, a
framework for learning nonlinear operators between
Hilbert spaces of functions. Using the theory of function
encoders, B2B learns a set of basis functions parameter-

ized by deep neural networks to span Hilbert spaces. This
allows functions to be represented as linear combinations
of these learned basis functions with coefficients efficiently
estimated using least-squares. By parameterizing input
and output spaces of potentially nonlinear operators us-
ing function encoders, B2B learns operators as mappings
between basis function coefficients. This approach over-
comes limitations of existing methods, such as the need
for fixed sensor locations in data representation, as seen
in deep operator networks (DeepONet) and Fourier neural
operators (FNO), two state-of-the-art operator learning ar-
chitectures. Our framework offers several advantages: in-
terpretability and amenability to analysis, adaptability to
various irregular problem domains, and high generalization
capabilities due to a structured representation of input and
output domains. We demonstrate the efficacy of B2B in
modeling solutions to linear and nonlinear PDEs and pro-
vide a comparative analysis with existing neural operator
methodologies, focusing on the generalization ability to un-
seen test samples and the sharpness of the loss landscape.
This work contributes a scalable operator learning frame-
work with broad applications in scientific computing and
machine learning.
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MS148

Truncating FCI Using the Mathematics of Com-
plexity for Solving the Electronic Structure and
Nuclear Structure Schrdinger Equations

An important goal of contemporary electronic and nuclear
structure is to be able obtain a desired accuracy from ap-
proximate solutions to the Schrdinger equation in the least
time. The full configuration interaction (FCI) method pro-
vides the best possible wave-function within a basis set.
The approach prosed here involves selecting a subset of the
solutions used in FCI (typically a subset of Hartree-Fock
solutions within a basis set). Results from Griebel and oth-
ers [1-4] in the mathematics of complexity literature show
that if the analytic solutions to a given Schrdinger equation
have mixed bound derivatives then it is possible to obtain
FCI accuracy with polynomial scaling . The theorems from
Griebel and others [1-4] indicate which solutions to include
based on the number of nodes in each solution. We refer
to this approach as the GK-CI method. This truncation of
the FCI method does not require any physical intuition of
orbitals (e.g. the Hartree-Fock solutions) and is not con-
structed from the typical excitation-hierarchy approach. In
this presentation I will described the method as well as
provide preliminary results from both electronic structure
and nuclear structure calculations.[5] [1] M. Griebel et al.,
Constr. Approx. 16, 525 2000. [2] H. Bungartz et al.,
Acta Numer. 13, 147 2001. [3] G.W. Wasilkowski et al.,
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Found. Comput. Math. 5, 451 2005. [4] S.A. Smolyak,
Dokl. Akad. Nauk. 4, 240 1963. [5] J.S.M. Anderson, et
al. Comput. Theor. Chem. 1142, 66-77 2018.
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MS148

Adaptive Sparse Grid Discontinuous Galerkin
Method for High Dimensional PDEs

In this talk, I will introduce adaptive sparse grid DG meth-
ods, and discuss their applications in solving high dimen-
sional PDEs, including kinetic equations, Hamilton-Jacobi
equations, etc. The methods, which combines the advan-
tages of sparse grid and DG approach, are shown to be
particularly effective for high dimensional transport equa-
tions. We prove stability and accuracy for model equa-
tions. Adaptivity is incorporated for time evolution prob-
lems. Benchmark test results are shown.
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MS148

Efficient Uncertainty Quantification and Global
Sensitivity Analysis of Time-Dependent Outputs in
Hydrology Modeling

Hydrology models, which conceptualize complex, spa-
tially distributed processes, inevitably result in non-unique
input-output relationships and significant predictive uncer-
tainties. The reliable assessment of these uncertainties is
crucial for models simulating real-world problems. This
study explores computationally efficient methods for For-
ward Uncertainty Quantification (FUQ) and Global Sen-
sitivity Analysis (SA) of hydrology models that produce
time-dependent quantities of interest (QoI). We utilize a
polynomial chaos expansion surrogate model, combined
with non-intrusive pseudo-spectral projection and sparse
grid (SG) strategies, to effectively express uncertainty evo-
lution and perform SA with minimal model runs. To main-
tain the combination technique’s black-box property while
focusing on regions of interest adaptively, we utilize a spa-
tially adaptive SG combination technique with dimension-
wise refinement algorithm [Obersteiner, M. and Bungartz,
H. J., A generalized spatially adaptive sparse grid com-
bination technique with dimension-wise refinement, 2021].
The particular focus of our work is on how to combine time-
dependent QoIs with adaptive SG. Our work further incor-
porates the KarhunenLove expansion as an intermediate
surrogate to capture system dynamics, reducing computa-
tional demands. This method aims to efficiently identify
key uncertain parameters and their interactions, enhanc-
ing the practical application of UQ and adaptive SG in

real-world hydrology models.
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Discretization of High Dimensional PDEs on Lo-
cally Adaptive Sparse Grids

High-dimensional elliptic partial differential equations with
variable coefficients can be discretized on sparse grids.
With prewaveletes being L2-orthogonal, one can apply the
Ritz-Galerkin discretization to obtain a linear equation sys-
tem with O(N(logN)d−1) unknowns. We extend this dis-
cretization to locally adaptive sparse grids. These grids are
constructed in a way that preserves the optimality proper-
ties and the unidirectional approach of the matrix-vector
multiplication algorithm developed for regular sparse grids.
Furthermore, we discuss how to approximate general vari-
able coefficients. This is done by a local cell-wise approach,
which allows the application of randomized quadrature for-
mulae, more precisely the Monte Carlo method, to compute
the local stiffness matrices.
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Nonlocal Attention Operator a Foundation Model
for Inverse PDE Problems

Learning problems in physical systems are often character-
ized as discovering operators that map between function
spaces based on a few instances of function pairs. This
task frequently presents a severely ill-posed PDE inverse
problem. In this work, we propose a novel neural opera-
tor architecture based on the attention mechanism, which
we coin Nonlocal Attention Operator (NAO), and explore
its capability towards developing a foundation physical
model. In particular, we show that the attention mech-
anism is equivalent to a double integral operator that en-
ables nonlocal interactions among spatial tokens, with a
data-dependent kernel characterizing the inverse mapping
from data to the hidden parameter field of the underlying
operator. As such, the attention mechanism extracts global
prior information from training data generated by multiple
systems, and suggests the exploratory space in the form of
a nonlinear kernel map. Consequently, NAO can address
ill-posedness and rank deficiency in inverse PDE problems
by encoding regularization and achieving generalizability.
We empirically demonstrate the advantages of NAO over
baseline neural models in terms of generalizability to un-
seen data resolutions and system states. Our work not only
suggests a novel neural operator architecture for learning
interpretable foundation models of physical systems, but
also offers a new perspective towards understanding the
attention mechanism.
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MS149

Scientific and Engineering Foundation Models:
Current State and Future Directions

Foundation models will transform the landscape of scien-
tific research and engineering, offering unprecedented ca-
pabilities for solving complex, interdisciplinary challenges.
In this talk, I will provide an overview of the current state
of the art in scientific and engineering foundation models,
focusing on their architecture, capabilities, and emerging
trends. A key focus will be on the integration of dynamical
systems as a training modality, which enhances the ability
of these models to predict and simulate real-world phenom-
ena. I will explore a range of potential applications. The
talk will conclude with a discussion on future directions,
addressing the need for uncertainty quantification, scala-
bility, and the incorporation of domain-specific knowledge
to push the boundaries of what these models can achieve.
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MS149

Convergence and Error Control of Consistent
Pinns for Elliptic PDEs

We study the convergence in terms of the number of
collocation points of Physics-Informed Neural Networks
(PINNs) for the solution of elliptic PDEs. Specifically,
given Sobolev or Besov space assumptions on the right
hand side of the PDE and on the boundary values, we de-
termine the minimal number of collocation points required
to achieve a given accuracy. These results apply more gen-
erally to any collocation method which only makes use of
point values. Next, we introduce a novel PINNs loss func-
tion based upon the PDE regularity theory, which we call
consistent PINNs. We prove an error bound for consistent
PINNs in terms of the number of collocation points and
the final loss value achieved. Finally, we present numerical
experiments which demonstrate that the consistent PINNs
loss results in improved solution error.
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MS149

Learning Stochastic Closures Via Conditional Dif-
fusion Model and Neural Operator

Closure models are widely used in simulating complex mul-
tiscale dynamical systems such as turbulence and the earth
system, for which direct numerical simulation that resolves
all scales is often too expensive. For those systems with-
out a clear scale separation, deterministic and local closure
models often lack enough generalization capability, which
limits their performance in many real-world applications.
In this work, we propose a data-driven modeling framework
for constructing stochastic and non-local closure models via
conditional diffusion model and neural operator. Specifi-
cally, the Fourier neural operator is incorporated into a
score-based diffusion model, which serves as a data-driven
stochastic closure model for complex dynamical systems
governed by partial differential equations (PDEs). We also
demonstrate how accelerated sampling methods can im-
prove the efficiency of the data-driven stochastic closure
model. The results show that the proposed methodol-
ogy provides a systematic approach via generative machine
learning techniques to construct data-driven stochastic clo-
sure models for multiscale dynamical systems with contin-
uous spatiotemporal fields.
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MS149

Separable Operator Networks

Operator learning has become a powerful tool in machine
learning for modeling complex physical systems governed
by PDEs. Although DeepONet show promise, they require
extensive data acquisition. Physics-informed DeepONets
(PI-DeepONet) mitigate data scarcity but suffer from in-
efficient training processes. We introduce Separable Oper-
ator Networks (SepONet), a novel framework that signif-
icantly enhances the efficiency of physics-informed opera-
tor learning. SepONet uses independent trunk networks
to learn basis functions separately for different coordinate
axes, enabling faster and more memory-efficient training
via forward-mode automatic differentiation. We provide
a universal approximation theorem for SepONet proving
the existence of a separable approximation to any nonlin-
ear continuous operator. Then, we comprehensively bench-
mark its representational capacity and computational per-
formance against PI-DeepONet. Our results demonstrate
SepONet’s superior performance across various nonlinear
and inseparable PDEs, with SepONet’s advantages increas-
ing with problem complexity, dimension, and scale. For 1D
time-dependent PDEs, SepONet achieves up to 112 faster
training and 82 reduction in GPU memory usage compared
to PI-DeepONet, while maintaining comparable accuracy.
For the 2D time-dependent nonlinear diffusion equation,
SepONet efficiently handles the complexity, achieving a
6.44% mean relative ℓ2 test error, while PI-DeepONet fails
due to memory constraints.
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MS150

Fundamental Physics in the Era of AI and Machine
Learning

The advent of large data sets has revolutionized various
fields of physics, from high-energy physics to astronomy
and cosmology. Modern experimental detectors such as the
LHC, Gaia space mission, and LIGO, along with upcom-
ing experiments like the Rubin Observatory and Square
Kilometer Array (SKA), necessitate a redefinition of our
approach to fully leverage these advancements. Concur-
rently, the rise of machine learning (ML) and artificial in-
telligence (AI) is transforming our ability to analyze and
interpret vast amounts of data. The application of cutting-
edge AI/ML techniques to Big Data is poised to unlock
unprecedented insights into fundamental physics, address-
ing pivotal questions such as the search for physics beyond
the Standard Model, the particle nature of dark matter, the
cosmological formation of structures, and the history of the
Universe. This paper explores the integration of AI/ML in
fundamental physics, emphasizing collaborative efforts be-
tween AI/ML experts and physicists. By showcasing the
potential of these interdisciplinary approaches, we aim to
highlight the transformative impact on understanding and
advancing fundamental physics.
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MS150

Machine Learning Surrogates for Multi-Scale Mod-

eling of Biofuels Pyrolysis

Simulation is a key component in understanding and op-
timizing the biofuel pyrolysis process; however, the multi-
scale nature of this process and corresponding simulation
limits makes it difficult to optimize reactor scale opera-
tion depending on microscale material property. Particle
scale models are capable of incorporating microstructure
dependent processes (such as asymmetric heat transfer),
but do not directly connect to reactor control parameters
(such as input flow speed). In contrast, macroscale reac-
tor models directly simulate fluid and particle flow, but
the larger length scales necessitate neglecting microstruc-
ture processes. Here we demonstrate a machine learning
surrogate model for incorporating microstructure effects in
macroscale two fluid Euler simulations via reparameteri-
zation of particle properties, trained on 3D FEM particle
models. We show results for both a direct surrogate of
an offline-optimized reparameterization and a differentiable
model that optimizes and predicts the parameterization in
a single step by leveraging a differentiable 0D initial value
problem solver. Both these models demonstrate improved
predictive properties at the macroscale compared to the
baseline parameterization but differ in generalizability and
volume of training data required. Finally, we discuss the
prospects of adaptively training such models through goal-
oriented sampling to minimize overall computational time
required for down-stream engineering applications.
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Quantum Finite Temperature Arnoldi’s Method

We present a quantum algorithm for approximating ther-
mal expectation values, called the quantum finite temper-
ature Arnoldi’s method, which is inspired by the classi-
cal algorithm called finite temperature Lanczos method.
Our algorithm is based on constructing Krylov spaces on
a quantum computer, then estimating expectation values
of using a form of Gauss quadrature based on Arnoldi’s
method.
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MS152

An Efficient Proximal-Based Approach for Solving
Nonlocal Allen-Cahn Equations

In this talk, we present an efficient approach for the spa-
tial and temporal discretization of the nonlocal Allen-Cahn
equation, which incorporates various double-well potentials
and an integrable kernel, with a particular focus on a non-
smooth obstacle potential. While nonlocal models offer en-
hanced flexibility for complex phenomena, they often lead
to increased computational costs and there is a need to de-
sign efficient spatial and temporal discretization schemes,
especially in the non-smooth setting. To address this, we
propose first- and second-order energy-stable time-stepping
schemes combined with the Fourier collocation approach
for spatial discretization. We provide energy stability esti-
mates for the developed time-stepping schemes. A key as-
pect to our approach involves a representation of a solution
via proximal operators. This together with the spatial and
temporal discretizations enables direct evaluation of the
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solution that can bypass the solution of nonlinear, non-
smooth, and nonlocal system. This method significantly
improves computational efficiency, especially in the case of
non-smooth obstacle potentials, and facilitates rapid solu-
tion evaluations in both two and three dimensions. We
present several numerical experiments to illustrate the ef-
fectiveness of our approach.

Olena Burkovska
Oak Ridge National Laboratory
burkovskao@ornl.gov

Ilyas Mustapha
Kansas State University
ilyas1@ksu.edu

MS152

The Use of Multifidelity Methods to Expedite Un-
certainty Quantification on Nonlocal Problems

Nonlocal models are essential for accurately describing cer-
tain physical phenomena where traditional partial differen-
tial equations (PDEs) fall short. One major characteristic
of nonlocal models is that they account for interactions be-
tween points separated by distances up to a specified length
scale, commonly referred to as the horizon. However, the
reduced sparsity caused by distant interactions makes non-
local models computationally more intensive than their lo-
cal counterparts. This higher computational demand can
limit the feasibility of using nonlocal models in outer-loop
applicationssuch as uncertainty quantification, optimiza-
tion, inference, or controlthat require multiple model eval-
uations. To address this challenge, we propose a multifi-
delity approach for nonlocal models suited for uncertainty
quantification. This method integrates surrogate models
of varying fidelity with the high-fidelity model. The low-
fidelity surrogate models are built by reducing mesh re-
finement, the horizon, or both. The multifidelity approach
accelerates Monte Carlo simulations of the quantity of in-
terest by conducting most evaluations with the cheaper
surrogate models while reserving a limited number of high-
fidelity evaluations for accuracy. Our results demonstrate
that this approach achieves about two orders of magni-
tude in speed-up compared to using the high-fidelity model
alone.
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MS152

Dynamic Electromechanical Interactions in Piezo-
electric Materials Through Peridynamic Frame-

work

Peridynamics (PD) is a theoretical framework that employs
integro-differential equations as an alternative to the tra-
ditional partial differential equations used in classical con-
tinuum mechanics. The theory of PD incorporates a non-
local length parameter, hence classifying it as a non-local
theory. This study investigates the dynamic behaviour of
piezoelectric material in the framework of peridynamic the-
ory. An analysis of the propagation of waves has been per-
formed to determine the dispersion relation. This study
considers Gaussian, exponential, and constant functions as
nonlocality functions. Graphs are demonstrated to illus-
trate the variations in frequency, phase velocity, and group
velocity with changes in the size of the horizon, the num-
ber of points inside the horizon, different nonlocality func-
tions, and shape parameters of nonlocality functions. Also,
the significant impact of electromechanical coupling on fre-
quency, phase velocity, and group velocity is presented and
studied using numerical computation and graphical demon-
stration. Understanding their behaviour and properties
from a wave and vibrational perspective is essential for de-
signing efficient and effective piezoelectric devices. Their
ability to convert mechanical energy into electrical energy
and vice versa makes them indispensable in sensors, actu-
ators, transducers, energy harvesters, and medical imaging
devices.
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MS152

CabanaPD: A Meshfree GPU-enabled Peridynam-
ics Code for Exascale Fracture Simulations

Peridynamics is a nonlocal reformulation of classical con-
tinuum mechanics suitable for material failure and dam-
age simulation, which has been successfully demonstrated
as an effective tool for the simulation of complex fracture
phenomena in many applications. However, the nonlo-
cal nature of peridynamics makes it highly computation-
ally expensive, compared to classical continuum mechanics,
which often hinders large-scale fracture simulations. In this
talk, we will present CabanaPD, a meshfree GPU-enabled
peridynamics code for large-scale fracture simulations. Ca-
banaPD is built on top of two main libraries: Kokkos and
Cabana, both developed throughout the Exascale Com-
puting Project (ECP). CabanaPD is performance-portable
and exascale-capable, and it is designed to run on U.S. De-
partment of Energys supercomputers, including Frontier,
the first exascale machine and today’s top supercomputer
worldwide.
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Coarse Graining Kinetic Monte Carlo into a Non-
local Continuum Model

Kinetic Monte Carlo (KMC) methods model the evolution
of a system over time by associating a rate of change with
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each degree of freedom. The rates are typically computed
by subjecting each degree of freedom to a virtual fluctu-
ation. For each such virtual fluctuation, the model com-
putes the resulting change in the total energy of the sys-
tem, and this energy change determines the rate. Among
the fluctuations, one is accepted according to a stochas-
tic algorithm that tends to favor those degrees of freedom
with the largest rate, and the time step is advanced, leav-
ing the other degrees of freedom unchanged. Depending on
the energy landscape of the system, applications of KMC
methods can vary widely in computational speed, motivat-
ing the development of a deterministic surrogate model. In
this work, a nonlocal continuum model similar to peridy-
namics is proposed for accomplishing this. The nonlocal
model adopts a continuum form of the total energy with a
rate equation that reduces the total energy over time, with-
out the use of random fluctuations. The parameters are
calibrated using the KMC model. The proposed method
is demonstrated with a KMC Potts model of a two-phase
system. It is shown that the nonlocal model captures some
essential features of grain growth in polycrystals, including
the finite surface energy at grain boundaries. This feature
causes these interfaces between grains to reduce their total
area, leading to reduced curvature as the system evolves.
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AMG Convergence Theory for Nonsymmetric and
Indefinite Problems

Algebraic multigrid (AMG) methods are known for their
effectiveness in solving sparse symmetric positive definite
(SPD) linear systems, where convergence theory is well-
established through the A-norm. However, for nonsym-
metric systems, the absence of a similar energy norm leaves
the convergence theory of AMG less developed. The ap-
plication of AMG to nonsymmetric and indefinite systems
often relies on strategies adapted from SPD theory, but the
incorporation of general relaxation schemes is still not well
understood. In the SPD context, optimal AMG interpo-
lation offers critical insights for determining the best two-
grid convergence rate when combined with a symmetrized
relaxation scheme. This study extends optimal AMG con-
vergence theory to nonsymmetric systems by utilizing a
matrix-induced orthogonality between the left and right
eigenvectors in a generalized eigenvalue problem that con-
nects the system matrix and relaxation operator. This ex-
tension allows us to derive a measure for the spectral radius
of the two-grid error transfer operator that is mathemati-
cally equivalent to the derivation in the SPD case. Further-
more, this approach can be applied to symmetric indefinite
problems, such as those arising from saddle point systems,
to determine the precise convergence rate of two-grid meth-
ods based on optimal interpolation.
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Sparse Approximate Inverse Smoothers for Multi-
grid Preconditioning in GPU-Accelerated Poisson
Solvers

Two classes of preconditioners have proven effective for
high-order finite element discretizations: p-multigrid with

a Chebyshev-accelerated Jacobi smoother and the low-
order refined preconditioner. However, both approaches
require a substantial number of iterations when applied
to highly deformed meshes. Sparse Approximate Inverse
(SAI) and Factorized Sparse Approximate Inverse (FSAI)
preconditioners have demonstrated their ability to enhance
the convergence of iterative methods, with inherently par-
allel construction. In this work, we employ SAI and FSAI
as smoothers within a p-multigrid preconditioning. The
smoothers are constructed using the matrix-free operator,
as the matrix is not explicitly stored in high-order finite el-
ement methods. To further reduce computational costs, we
implement a thresholding strategy and a mixed-precision
algorithm for smoother operations. We evaluate the perfor-
mance of these smoothers on highly deformed meshes us-
ing GPUs. Our numerical results demonstrate that these
smoothers are highly effective in reducing both iteration
counts and runtime.
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Semi-Structured Algebraic Multigrid in Hypre

Due to their optimal linear complexity, multigrid methods
are widely used for the solution of large-scale linear sys-
tems arising from PDE discretizations. Algebraic multigrid
methods are particularly attractive due to their black-box
approach, constructing a multigrid hierarchy based only
on the linear system to be solved. This approach generally
neglects the structure that is often present in the underly-
ing PDE discretizations, however. This talk describes the
Semi-structured Algebraic Multigrid (SSAMG) algorithm,
which leverages the structure present in the linear system
while maintaining a black-box algebraic approach. SSAMG
is implemented in hypre, a library of high-performance lin-
ear solvers specializing in multigrid algorithms. This talk
will give an overview of the approach and design of SSAMG
and present the latest numerical results highlighting the
benefits of SSAMG compared to fully unstructured AMG.
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Automated Design of Multigrid Methods Using
Genetic Programming

Although multigrid is asymptotically optimal for many im-
portant PDE problems, its efficiency relies heavily on the
careful selection of the individual algorithmic components.
In contrast to recent approaches that learn optimal multi-
grid components using machine learning techniques, we
adopt a complementary strategy, employing evolutionary
algorithms to construct efficient multigrid cycles. Here, we
will present its application to generate efficient Boomer-
AMG methods in hypre. BoomerAMG is extended to sup-
port flexible cycling, incorporating level-specific smoothing
sequences and non-recursive cycling patterns; and these are
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automatically generated using genetic programming (GP).
Numerical experiments demonstrate the potential of these
non-standard GP cycles to improve multigrid performance
both as a solver and a preconditioner.
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An Energy Minimization Amg Method for H-Curl

A new AMG algorithm is presented for curl-curl electro-
magnetics problems that have been discretized with first
order edge elements. The algorithm enforces a commuting
relationship between interpolation and gradient operators
using constraints within an energy minimization AMG ap-
proach. This commuting relationship guarantees that the
kernel of the algebraically generated discrete curl-curl oper-
ators corresponds to discrete gradients. This is an essential
condition for achieving good AMG convergence rates. The
new AMG algorithm takes any already-computed nodal in-
terpolation operator to then define an edge interpolation
operator with the desired commuting relationship. In this
way, it is possible to leverage traditional AMG schemes
that generate nodal interpolation operators. We illustrate
how the new algorithm can often produce ideal edge inter-
polation operators when it is given an ideal nodal inter-
polation operator (e.g., one based on linear interpolation
for meshes with a certain regular structure). The com-
putational cost of the energy minimization procedure is
discussed. Numerical results are provided showing the ef-
ficacy of the AMG approach based on comparisons with
other possible AMG strategies for curl-curl operators.
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Machine Learning with Diffractive Optical Neural
Networks

In this talk, I will present our recent progress in diffractive
optical neural network (DONN) systems for performing
machine learning tasks efficiently and in high-throughput
manners. I will discuss a fully reconfigurable DONN archi-
tecture and its deployment for scientific computing appli-
cations beyond machine vision.

Weilu Gao
University of Utah

weilu.gao@utah.edu

MS154

Ai-Enhanced Design Space Exploration for Nega-
tive Capacitance Field Effect Transistors

Ferroelectric materials are highly promising for energy-
efficient microelectronics, with applications in ferroelec-
tric field-effect transistors (FeFETs), non-volatile mem-
ory devices, and neuromorphic computing. Due to their
low power consumption, fast polarization switching, and
compatibility with CMOS technology, they are well-suited
for next-generation high-density, low-power devices. How-
ever, while phase-field simulations are commonly used to
provide physical insights into domain pattern evolution
and switching properties, their high computational costs
limit their applicability to realistic systems. In this talk,
we will explore the parameter space defined by dielectric
and ferroelectric thicknesses, Landau and gradient energy
coefficients, multigrain shapes and sizes, and voltage us-
ing exascale-enabled phase-field simulations coupled with a
machine learning framework. We will analyze input-output
relationships using various ML models, including Gaussian
Process Regression (GPR), Feedforward Neural Networks
(FNN), and Convolutional Neural Networks (CNN). Ad-
ditionally, we will evaluate the potential of a Graph Neu-
ral Network (GNN) framework to investigate mixed-phase
ferroelectric oxides with an arbitrary number of grains for
negative-capacitance field-effect transistors.

Prabhat Kumar
Lawrence Berkeley National Laboratory
prabhatkumar@lbl.gov

Jorge Munoz, Christian Fernandez-Soria
University of Texas at El Paso
jamunoz@utep.edu, cafernandez12@miners.utep.edu

Andrew J. Nonaka
Lawrence Berkeley National Laboratory
ajnonaka@lbl.gov

Camden Wilson
University of Texas at El Paso
cawilson4@miners.utep.edu

Yingheng Tang, Zhi Jackie Yao
Lawrence Berkeley National Laboratory
ytang4@lbl.gov, jackie zhiyao@lbl.gov

MS154

Optical Neural Engine for Solving Scientific Partial
Differential Equations

Solving partial differential equations (PDEs) is crucial for
scientific research and development. Data-driven machine
learning (ML) approaches are emerging to accelerate the
time-consuming and computation-intensive numerical sim-
ulations of PDEs. Although optical systems offer high-
throughput and energy-efficient ML hardware, their use
in solving PDEs has yet to be demonstrated. Here, we
present an Optical Neural Engine (ONE) architecture that
combines diffractive optical neural networks for Fourier
space processing and optical crossbar structures for real-
space processing to solve two-dimensional time-dependent
and time-independent PDEs across various disciplines, in-
cluding Darcy flow, Poisson’s equation of demagnetiza-
tion, the Navier-Stokes equation in incompressible fluids,
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Maxwells equations in nanophotonic metasurfaces, and
coupled PDEs in multiphysics systems. We numerically
and experimentally demonstrate the capability of the ONE
architecture, which leverages high-performance dual-space
processing to outperform traditional PDE solvers and ri-
val state-of-the-art ML models. Moreover, it can be im-
plemented using optical computing hardware, offering low-
energy, highly parallel constant-time processing, and real-
time reconfigurability for tackling multiple tasks with the
same architecture. The demonstrated architecture pro-
vides a versatile and powerful platform for large-scale sci-
entific and engineering computations.
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Ai-Driven Design and Optimization of Ferroic
Based Electronics

Artificial intelligence (AI) is transforming many scientific
areas, especially electronics where it reduces the time
and cost of designing and optimizing devices. AI effec-
tively manages spatial and temporal discrepancies among
physical mechanisms in new electronic devices, which of-
ten require heterogeneous structures for functionality and
miniaturization. Ferroic materials are invaluable for their
energy-saving properties but pose significant challenges for
numerical modeling. Traditional algorithms struggle with
the vast differences in scale and complexity of the equations
governing these interactions. Consequently, developers of
post-CMOS technologies often resort to trial-and-error due
to inadequate simulation tools. The use of neural networks
for solving these complex equations has expanded, mark-
ing the growth of scientific machine learning (SciML). We
are tapping into machine learning techniques, such as large
multimodal models and Fourier neural operators, particu-
larly for applications involving ferroelectric and ferromag-
netic materials. These methods enable more efficient sim-
ulations and faster predictions of complete time sequences,
significantly speeding up design timelines.
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Well-Posed Variational Formulations for Physics-
Informed Learning

Physics-informed neural networks typically minimize a loss
function – most commonly the mean-squared error of the
interior and boundary residuals – to approximate the for-
ward partial differential equation (PDE) problem. This
loss may be alternatively as a least squares variational
problem. In this talk, we demonstrate that many common
loss functions lead to ill-posed variational problems due to
incompatibility of the interior and boundary norms or the
loss function being incompatible with solution regularity
(e.g. singular solutions). We present a theoretical frame-
work for developing well-posed loss functions for approx-
imating PDEs using neural networks (NNs) and demon-
strate its effectiveness on examples with singular solutions,
such as Stokes flow.
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Approximation Rates for Neural Operator Surro-
gates of Elliptic Pdes

We consider the problem of approximating the solution op-
erator of a PDE (e.g., from coefficients to solution), viewed
as a map between subsets of infinite dimensional spaces. In
recent years, several techniques based on neural networks
(NNs) have been developed to tackle this problem, which
has many applications in computational science whenever
an application requires multiple solutions of similar prob-
lems. In this talk, I will present some theoretical quantita-
tive results on the approximation of solution operators of
elliptic PDEs by NN-based surrogates. I will discuss the
convergence rates of neural operators and how they depend
on the smoothness of the coefficients in the input sets. I
will consider PDEs in smooth and non-smooth domains,
with bounded coefficients, and with coefficients that are
log-normally distributed.
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A New Paradigm for Machine Learning

The fundamental problem of machine learning is often for-
mulated as the problem of function approximation. For
example, we have data of the form {(xj , yj)}, where yj is
the class label for xj , and we want to approximate the class
label as a function of the input x. The standard way for
this approximation is to minimize a loss functional, usu-
ally with some regularization. Surprisingly, even though
the problem is posed as a problem of function approxima-
tion, approximation theory has played only a marginal role
in this theory. We develop an idea of using approximation
theory/harmonic analysis tools more directly, assuming the
manifold hypothesis.
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A Multi-Level Neural Network Approach for Ac-
curate Operator Approximations

The solution of boundary-value problems using deep learn-
ing approaches, such as the physics-informed neural net-
works or the deep operator networks, have been extensively
investigated in recent years. However, achieving high accu-
racy in the approximations obtained from these methods
often remains a significant challenge. A multi-level neu-
ral network approach was proposed in [1] that allows one
to iteratively reduce the errors, sometimes within machine
precision, when approximating a solution using PINNs. In
this work, we extend the multi-level approach to approx-
imate linear operators using the Green operator networks
(GreenONets) as described in [2]. Starting with an ini-
tial approximation of the operator, we correct the solution
by considering a different Green operator network involv-
ing higher frequencies. The method enables one to itera-
tively reduce the high-frequency contributions present in
the residuals. Numerical examples will be presented to
demonstrate the efficiency of the proposed multi-level ap-
proach. [1] Z. Aldirany, R. Cottereau, M. Laforest, and S.
Prudhomme. Multi-level neural networks for accurate solu-
tions of boundary-value problems, Computer Methods in
Applied Mechanics and Engineering 419 (2024): 116666.
[2] Z. Aldirany, R. Cottereau, M. Laforest, and S. Prud-
homme. Operator approximation of the wave equation
based on deep learning of Green’s function, Computer &
Mathematics with Applications, 159 (2024) 21–30.
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Polytechnique Montréal
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Invariant-domain-preserving and Conservative
High-Order Accurate Discontinuous Galerkin
Scheme for Compressible Flow Simulation

Research on fluid dynamic simulations has been very ac-
tive and of interest to both mathematicians and engineer-
ing researchers in recent years. The equations raised in
modeling compressible flow, such as the compressible Euler
equations and the compressible Navier-Stokes equations,
are fundamental in gas dynamics with various applica-
tions in aerospace engineering and numerous other impor-
tant areas. Advanced optimization schemes provide pow-
erful tools for finding minimizers when working with large
datasets. In this talk, we combine the numerical methods
for partial differential equations (PDEs) and large-scale
non-smooth optimization techniques to construct an effi-
cient high-order limiter. In high-resolution fluid dynamic
simulations, the size of the data set that needs to be pro-
cessed at each time step can be quite large. The generalized
Douglas-Rachford algorithm has a provable asymptotic lin-
ear convergence rate. With optimal algorithm parameters,
it is more efficient in terms of minimal memory require-
ments and low iteration costs. Our optimization method
scales well for each iteration, with a complexity of O(N)
where N is the total number of mesh cells. Our method is
robust, efficient, and high-order accurate, which preserves
the conservation and invariant domain with large time step
size for compressible flow simulations and can be further
extended to other types of PDEs.
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Numerical Investigation on the Biological Phase-
Field Patterning

In this talk, we discuss a class of discontinuous Galerkin
methods under the scalar auxiliary variable framework
(SAV-DG) to solve a biological patterning model in the
form of parabolic-elliptic partial differential equation sys-
tem. In particular, mixed-type discontinuous Galerkin ap-
proximations are used for the spatial discretization, aiming
to achieve a balance between the high resolution and com-
putational cost. Second and third order backward differen-
tiation formulas are considered under SAV framework for
discrete energy stability. Numerical experiments are pro-
vided to show the effectiveness of the fully discrete schemes
and the governing factors of patterning formation.
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Structure-Preserving Finite-Element Schemes for
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the Euler-Maxwell and Euler-Poisson Equations

We discuss structure-preserving numerical discretization
techniques for the Euler-Poisson and Euler-Maxwell equa-
tions that find applications in the modeling and simulation
of fluid plasma, self gravitation, and nanoscale optical de-
vice modeling. A key feature of the methods presented is
that they maintain a discrete energy law, as well as hyper-
bolic invariant domain properties, such as positivity of the
density and a minimum principle of the specific entropy,
on a fully discrete level. We first introduce and discuss the
underlying algebraic discretization technique based on col-
location, convex limiting, and a high-order IMEX splitting
technique and then discuss how the method is applied to
the coupled Euler-Poisson and Euler-Maxwell system. We
demonstrate how a careful choice of continuous and dis-
continuous finite element spaces for the PDE subsystems
combined with a block elimination of the source subsystem
leads to an energy stable formulation with robust linear al-
gebra. Most crucially, the scheme is able to cope with the
inherent multiple time scales of the coupled PDE system.
A detailed discussion of algorithmic details is given, as well
as proofs of the claimed properties.
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Bound-Preserving Discontinuous Galerkin Solu-
tions for Multiphase Flows in Porous Media

Multiphase flows in porous media are mathematically char-
acterized by systems of coupled nonlinear partial differ-
ential equations. Suitable discretizations must be locally
mass conservative to avoid numerical unbounded instabili-
ties. Interior penalty discontinuous Galerkin methods have
been successfully applied to modeling multiphase flows for
heterogenous media with discontinuous permeability fields
and discontinuous capillary pressures. However, while the
numerical solutions are stable, they are not guaranteed to
satisfy physical bounds. In addition, overshoot and un-
dershoot phenomena are observed in the neighborhood of
the saturation front. In this work, we present iterative
flux limiters combined with slope limiters. The resulting
saturations are bound-preserving. Robustness of the pro-
posed limiting technique is tested on both incompressible
and compressible two-phase flows with heterogeneity in the
permeability field, with gravity and with anisotropy.
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Energy-Consistent Time Discretization of Port-
Hamiltonian Systems

Various ordinary and partial differential equations arising
from physics can be written as port-Hamiltonian systems.
Their Hamiltonian function represents an energy that is
conserved or dissipated along solutions. Numerical schemes
are energy-consistent, if the Hamiltonian is preserved or

dissipated also along approximate solutions. This type of
structure preservation property is not in general satisfied
for standard continuous Petrov-Galerkin (cPG) time dis-
cretizations of arbitrary order. In this talk we present a
modification of the cPG method of arbitrary order, which
is energy consistent for a general class of port-Hamiltonian
systems.
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Dynamic Tomography Regularization with Opti-
mal Space-Time Priors

We consider a sequence of sparse and dynamic tomogra-
phy problems by regularizing in both spatial- and tempo-
ral domains using the cylindrical shearlet representation
system and sparsity promoting regularization. This choice
of sparsity promoting regularization is motivated by the
ability to optimally approximate functions in the class of
cartoon-like videos, and properties of the (quasi-)Banach
decomposition spaces for p > 0. Using statistical inverse
learning methods we obtain convergence rates for p > 1 in
different noise conditions which are supported by numerical
tests using both simulated and real dynamic tomography
measurements. This is a joint work with T. A. Bubba, D.
Labate and L. Ratti
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Efficient Methods for Dynamic Image Reconstruc-
tion with Motion Estimation

Large-scale dynamic inverse problems are typically ill-
posed and suffer from complexity of the model constraints
and large dimensionality of the parameters. A common
approach to overcome ill-posedness is through regulariza-
tion that aims to add constraints on the desired parameters
in both space and temporal dimensions. In this work, we
propose an efficient method that incorporates a model for
the temporal dimension by estimating the motion of the
objects alongside solving the regularized problems. In par-
ticular, we consider the optical flow model as part of the
regularization that simultaneously estimates the motion
and provides an approximation for the desired image. To
overcome high computational cost when processing mas-
sive scale problems, we combine our approach with a gen-
eralised Krylov subspace method that efficiently solves the
problem on relatively small subspaces. The effectiveness of
the prescribed approach is illustrated through numerical
experiments arising in dynamic computerized tomography
and image deblurring applications.
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A Joint Reconstruction and Model Selection AP
Proach for Large-Scale Inverse Modeling

Inverse models can often incorporate predictor variables,
similar to regression, to help estimate natural processes or
parameters of interest from observed data. A core chal-
lenge is to identify a few predictor variables that are most
informative of the model, given limited observations. This
problem is typically referred to as model selection. In this
work, we develop a one-step approach, where model selec-
tion and the inverse model are performed in tandem. We
reformulate the problem so that the selection of a small
number of relevant predictor variables is achieved via a
sparsity-promoting prior. Then, we describe hybrid itera-
tive projection methods based on flexible Krylov subspace
methods for efficient optimization. These approaches are
well-suited for large-scale problems with many candidate
predictor variables. We evaluate our results against tradi-
tional, criteria-based approaches and demonstrate the ap-
plicability and potential benefits of our approach using ex-
amples from atmospheric inverse modeling.
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Building Surrogate Models Using High Order
Derivative Information

Efficient algorithms for solving inverse problems require
repeated evaluation of parameter-to-output maps, and
derivatives of these maps (e.g., gradients, Hessian vector
products, and in some cases higher derivative actions),
nested within outer loops. This is an expensive proposi-
tion because these maps are typically high dimensional,
non-linear, and implicitly depend on the solution of a par-
tial differential equation (PDE) or system of PDEs. Hence,
it is desirable to construct cheap surrogate models for these
mappings that can be used in place of expensive high-
fidelity numerical simulation. Linearized models may be
constructed using fast randomized methods, but often non-
linearities are important and should not be neglected. Here
we present an efficient approach to construct nonlinear sur-
rogate models based on higher order Taylor series. The
derivative tensors in the Taylor series are far too large to
be formed, so we fit them with tensor network models us-
ing random symmetric high order directional derivatives of

the parameter-to-output map as training data. We show
that our approach is able to form high order (e.g., 7th or-
der) Taylor series surrogate models for high-dimensional
PDE-based mappings. Although these surrogate models
require an expensive ”offline” construction phase, they are
cheap to evaluate ”online,” and are accurate in terms of
both function values and derivatives.

Nicholas Alger
The University of Texas at Austin
Oden Institute
nalger225@gmail.com

Blake Christierson
University of Texas at Austin
bechristierson@utexas.edu

Chen Peng
Georgia Institute of Technology
pchen402@gatech.edu

Omar Ghattas
The University of Texas at Austin
omar@oden.utexas.edu

MS158

Efficient Probabilistic Approaches for Solving
Combinatorial Optimal Experimental Design Prob-
lems

In this talk, I present a fully probabilistic approach for solv-
ing binary optimization problems with black-box objective
functions and with budget constraints. This problem is
prevalent in optimal control applications such as optimal
design of experiments including optimal sensor placement
for parameter identification and Bayesian inverse problems.
In the probabilistic approach, the optimization variable is
viewed as a random variable and is associated with a para-
metric probability distribution. To inherently model hard
(budget) constraints, we extend and employ a family of
conditional Bernoulli models. The original optimization
problem is replaced with an optimization over the expected
value of the original objective, which is then optimized over
the chosen conditional probability distribution parameters.
This approach (a) is generally applicable to binary opti-
mization problems with nonstochastic black-box objective
functions and budget constraints; (b) accounts for bud-
get constraints by employing conditional probabilities that
sample only the feasible region and thus considerably re-
duces the computational cost compared with employing
soft constraints; and (c) does not employ soft constraints
and thus does not require tuning of a regularization param-
eter, for example to promote sparsity, which is challenging
in sensor placement optimization problems.
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The Information Geometric Regularization of the
Euler Equation

This talk presents an inviscid regularization for mitigating
shock formation in the barotropic Euler equations. So-
lutions of Euler’s equations are paths on the manifold of
diffeomorphisms. Shocks form when the deformation map
reaches the boundary of this manifold. In this work, we
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regularize the barotropic Euler equation by modifying the
geometry of the diffeomorphism manifold. This modified
geometry is motivated by semidefinite programming and
the information geometry of the fluid density. In the mod-
ified geometry, geodesics do not cross the boundary of the
manifold but instead approximate it asymptotically, pre-
venting shock formation while preserving the long-time be-
havior of the solutions.
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High-order Finite Element Methods for Three-
dimensional Multicomponent Convection-diffusion

We derive and analyze a broad class of finite element meth-
ods for simulating the stationary, low Reynolds number
flow of concentrated mixtures of several distinct chemi-
cal species in a common thermodynamic phase. In par-
ticular, we discretize the Stokes–Onsager–Stefan–Maxwell
(SOSM) equations, which model bulk momentum trans-
port and multicomponent diffusion within ideal and non-
ideal mixtures. Unlike previous approaches, the methods
are straightforward to implement in two and three spatial
dimensions, and allow for high-order finite element spaces
to be employed. We accomplish this by reformulating the
SOSM equations in terms of the species mass fluxes and
chemical potentials, and discretize these unknown fields
using stable H(div)-L2 finite element pairs. We prove that
the methods are convergent and yield a symmetric linear
system for a Picard linearization of the SOSM equations.
We also discuss how the proposed approach can be ex-
tended to the Newton linearization of the SOSM equations,
which requires the simultaneous solution of mole fractions,
chemical potentials, and other variables. Our theoretical
results are supported by numerical experiments and we
present an example of a physical application involving the
microfluidic non-ideal mixing of hydrocarbons.
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An Overview of High-Order Finite Element Meth-
ods

In this talk, we give a brief, high-level overview of high-
order finite element methods (FEMs). We focus on p-
(hp-version) FEMs, in which the polynomial degree is in-
creased (and mesh is refined) to obtain convergence. We
review classical theoretical results from Babuka, Suri, and
Guo and recent extensions. We also discuss implemen-
tation aspects, such as the choice of basis functions and
preconditioners.
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A Posteriori Error Analysis of Hybrid High-Order
Methods for the Elliptic Obstacle Problem

In this talk, a posteriori error analysis of the elliptic ob-
stacle problem is addressed using hybrid high-order meth-
ods. The elliptic obstacle problem is a nonlinear model
that describes the vertical movement of an object restricted
to lie above a barrier while subjected to a vertical force.
The method involve cell unknowns represented by degree-
r polynomials and face unknowns represented by degree-s
polynomials, where r = 0 and s is either 0 or 1. The
discrete obstacle constraints are specifically applied to the
cell unknowns. The analysis hinges on the construction of
a suitable Lagrange multiplier, a residual functional and a
linear averaging map. The reliability and the efficiency of
the proposed a posteriori error estimator is discussed, and
the study is concluded by numerical experiments support-
ing the theoretical results.
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A High-Order Uniformly Bounds-Constrained Fi-
nite Element Method via Variational Inequalities

The solutions to partial differential equations frequently
satisfy bounds constraints. When using finite element or
finite difference methods, if one wishes to construct an ap-
proximate solution that satisfies these same bounds, great
care is required. In a finite element context, one can re-
place a discrete variational problem with a discrete vari-
ational inequality. This allows for the selection of an ap-
proximate solution from a set of functions which satisfy the
bounds constraints. Solving nonlinear optimization prob-
lems, though incurring a practical expense, bypasses known
order barriers for linear problems and allows for the pos-
sibility of high-order and uniformly bounds-constrained fi-
nite element methods. It is difficult to work with the entire
set of bounds-constrained polynomials. However, the poly-
nomials whose coefficients, when represented in the Bern-
stein basis, satisfy the bounds constraints form a conve-
nient subset with which to work. Selecting an approxima-
tion from this set via a variational inequality, one obtains
an approximation which is uniformly bounds-constrained,
independent of the mesh used. Recent work seeks to extend
this approach to collocation-type Runge-Kutta methods.
Using a stage-value formulation, the collocating polynomial
can be cast in the Bernstein basis to enforce bounds con-
straints uniformly in time. Examples are shown in which
optimal order accuracy is observed.
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Efficient High Order Finite Element Approxima-
tion of the Nonlinear Wave Equations in Three Di-
mensions

The solutions to nonlinear wave equations often exhibit
complicated behaviour but the solution is nevertheless
quite smooth, which makes high order methods attractive
from an approximation theoretic point of view. However,
high order methods can, if not implemented appropriately,
be computationally expensive and have a CFL condition
that degrades rapidly with the polynomial order. In ad-
dition, the associated linear systems that arise in the dis-
cretisation are ill-conditioned. In this talk we present an
approach that addresses these issues. A key component is
the provision of a uniform in h and p preconditioner for the
mass matrix on unstructured tetrahedral elements that can
be applied in a complexity O(p4). In fact, all of the compo-
nents needed for the implementation right from the compu-
tation of the residual through to graphical post-processing
can be implemented in a complexity O(p4). This means
that we are able to take advantage of fully implicit time-
stepping schemes in order to combat the effect of the CFL
condition and carry out simulations with high order el-
ements of challenging non-linear wave equations in three
dimensions.
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Genai Aided Synthetic Twin of a Population for
Developing Accurate Multilayered Anomaly Detec-
tion for Early Outbreak Detection

The synthetic data generation power of Generative Artifi-
cial Intelligence (GenAI) in different domains (e.g., image,
video, text, video, etc.) motivates us to create synthetic
twins of real health data to overcome availability, biases,
and privacy. This innovative technique addresses critical
gaps in existing public datasets during the SARS-CoV-2
pandemic timeline by generating a data-rich dynamic syn-
thetic twin of the population that maintains the statisti-
cal signature of real-world data. Using synthetic and real-
world datasets, we apply a co-kurtosis-based projection to
effectively detect anomalies within multivariate time-series
data for different population resolutions. This approach
enhances our early detection capability in infection time-
lines in individuals and locates outbreak hotspots across
populations. We also conduct a thorough evaluation of
uncertainties in both synthetic and real-world data, opti-
mizing anomaly detection in physiological metrics. Our
results demonstrate significant improvements in the early
detection of anomalies across multivariate datasets. This
research not only illuminates the intricacies of sounding
alarms in response to irregularities in physiological mea-
surements derived from wearable data but also hints at

promising applications in healthcare and beyond.
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MS160

Towards Verifiable Cancer Digital Twins for Preci-
sion Medicine: Tissue Level Modeling Protocol for
Prostate Cancer

Cancer exhibits substantial heterogeneity, manifesting as
distinct morphological and molecular variations across tu-
mors, which frequently undermines the efficacy of conven-
tional oncological treatments. Intra-tumoral diversity ne-
cessitates the development of precision oncology therapies
utilizing multiphysics, multiscale mathematical models for
cancer. This study integrates agent-based modeling with
cellular systems biology to predict tissue-level responses
in castration-resistant prostate cancer. Utilizing patient-
specific multi-omic data, our framework encodes physics-
based cellular behaviors and rule-based interactions in an
agent-based model to observe the resultant patient-specific
collective tissue dynamics. We conduct local sensitivity
analyses to delineate clustering tendencies under different
androgen uptake conditions. We then employ machine
learning to build surrogates for these models, enhancing
computational efficiency, enabling extensive global sensi-
tivity analysis, and exploring verification, validation, and
uncertainty quantification methods. This protocol can fa-
cilitate the development of verifiable cancer digital twins,
enabling the prediction of patient-specific responses to clin-
ical therapies and advancing precision medicine in oncol-
ogy. We acknowledge funding from the National Cancer
Institute through the Physical Sciences Oncology Network.
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MS160

Applications of Agent-Based Modeling to Digital
Twins in Cancer Immunology: Lessons Learned
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and Future Directions

Tumors are adaptive ecosystems that are driven by single-
cell behaviors, cell-cell interactions, and biophysical con-
straints. The complex dynamics of these cancer ecosys-
tems make it difficult to tailor and optimize treatment
planning to individual patients, to predict the outcomes
of the treatments, and to predict treatment failure and
choose an alternative plan before adverse events. Digital
twinswhich create a virtual copy of a patient for dynam-
ical and predictive modeling–have been posited as an ap-
proach to address these challenges [Hernandez-Boussard et
al., Digital twins for predictive oncology will be a paradigm
shift for precision cancer care, Nat. Med. 2021]. In this
talk, we introduce agent-based modeling (ABM) in can-
cer biology using the open source PhysiCell framework,
apply it to explore cancer-immune interactions, and use
high-throughput model exploration to investigate feasibil-
ity and challenges of building patient-specific digital twins
for cancer immunology, with new insights on the impact of
stochasticity on patient forecasting [Rocha et al., A mul-
tiscale model of immune surveillance in micrometastases:
towards cancer patient digital twins, bioRxiv (2023)]. We
close by presenting recent advances to ease the construction
of cancer immunology simulation models, and lay out our
vision for integrating easily-constructed simulation models,
high performance computing, and novel patient-derived ex-
perimental model systems to create cancer patient digital
twins.
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MS160

ELEQTRONeX: A Gpu-Accelerated Exascale
Framework for Modeling Non-Equilibrium Quan-
tum Transport in Nanomaterials

Non-equilibrium electronic quantum transport is essen-
tial for both current and future electronic, optoelectronic,
and spintronic devices. Integrating atomistic to meso-
scopic length scales within the same nonequilibrium de-
vice simulations has been challenging due to the high com-
putational cost associated with the coupled multiphysics
and multiscale requirements. In this work, we introduce
ELEQTRONeX (ELEctrostatic Quantum TRansport
modeling Of Nanomaterials at eXascale), a massively
parallel, GPU-accelerated framework designed for self-
consistently solving the nonequilibrium Green’s function
formalism alongside electrostatics in complex device ge-
ometries. Through tailored algorithms optimized for
GPU multithreading, we achieve substantial reductions in
computational time and demonstrate excellent scalability
across up to 512 GPUs and billions of spatial grid cells.
We validate our framework by computing band structures,
current-voltage characteristics, conductance, and drain-
induced barrier lowering in various 3D configurations of
carbon nanotube field-effect transistors. Additionally, we
showcase its effectiveness for complex device/material ge-
ometries where periodic approaches are not applicable,
such as arrays of misaligned carbon nanotubes and simu-
lations with randomly dispersed trap charges that require
fully 3D simulations.
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MS161

A Compound-Fast Multirate Method for Coupled
Free Flow with Porus Media Flow Problems

Multirate methods are well suited for solving coupled
multi-physics flow problems because they allow for the uti-
lization of subdomain specific time step sizes that are based
on the level of flow activity. In our case,a large time step is
used to integrate a slow changing porous media flow prob-
lem and a much smaller time step for the fast changing free
flow problem. While computationally efficient, fully decou-
pled multirate schemes suffer small time step restrictions
under small parameter regimes. In this talk, we consider
a compound step multirate method that combines the sta-
bility of the monolithic approach and the computational
efficiency of decoupling the flow problems. Our approach
solves a few fully coupled monolithic problems on a coarse
time mesh, then updates a free flow problem on a fine time
mesh using the porous media flow solution from the mono-
lithic step on the interface. We prove the stability and
convergence of the scheme and demonstrate performance
on manufactured solutions as well as realistic model prob-
lems.
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Performance of High-Order, Adaptive, and
Operator-Splitting Time Integration Approaches
for HPC Simulations of Phase-Field Models and
Additive Manufacturing

The choice of time integration scheme can substantially
impact the computational cost of the numerical solution of
systems of partial differential equations for large-scale mul-
tiphysics simulations. In this presentation we discuss time
integration strategies for two types of multiphysics mate-
rials science simulations: phase-field simulations of solid-
solid phase transformations in metal alloys and thermal
simulations of metal additive manufacturing processes. For
the phase-field simulations we present the results of a series
of tests using the SUNDIALS time integration library in
the MEUMAPPS C++ phase-field code. Using an implicit-
explicit additive Runge-Kutta approach, we demonstrate
improved performance for higher-order methods over the
commonly used first-order implicit-explicit Euler scheme.
We show that the implementation with SUNDIALS has
no measurable additional overhead over a manually coded
time integrator, maintaining a large GPU speedup (18x
speedup on one full node of OLCF Frontier, comparing 8
GPUs to 64 CPU cores) and strong scaling to 1000s of
GPUs. For the additive manufacturing application, we
discuss results using the Adamantine and AdditiveFOAM
part-scale thermal simulation codes. We demonstrate that
proper handling of the volumetric heat source term and
latent heat evolution is crucial for performant time inte-
gration of the otherwise diffusion-dominated system.
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MS161

Operator-Splitting Approaches for Port-
Hamiltonian Dae Systems in Multiphysics
Simulation

In the simulation of differential-algebraic equations
(DAEs), it is essential to employ numerical schemes that
take into account the inherent structure and maintain
explicit or hidden algebraic constraints without altering
them. This paper focuses on operator-splitting techniques
for coupled systems and aims at preserving the structure
in the port-Hamiltonian framework. The talk explores
two decomposition strategies: one considering the under-
lying coupled subsystem structure and the other address-
ing energy-associated properties such as conservation and
dissipation. We show that for coupled index-1 DAEs with
and without private index-2 variables, the splitting schemes
on top of a dimension-reducing decomposition achieve the
same convergence rate as in the case of ordinary differential
equations. Additionally, we discuss an energy-associated
decomposition for index-1 pH-DAEs and introduce gener-
alized Cayley transforms to uphold energy conservation.
The effectiveness of both strategies is evaluated using port-
Hamiltonian benchmark examples from electric circuits.
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Stability and Efficiency Enhancements of Operator-
Splitting Methods

Operator-splitting methods are widely used for the time
integration of differential equations, especially those that
arise from multi-scale or multi-physics models, because

a monolithic approach may be inefficient or even infeasi-
ble. The most common operator-splitting methods are the
first-order Lie–Trotter (or Godunov) and the second-order
Strang (Strang–Marchuk) splitting methods. High-order
splitting methods with real coefficients require backward-
in-time integration in each operator and hence may be im-
pacted by instability. However, besides the methods them-
selves, there are many other ancillary aspects to an overall
operator-splitting method that are important in practice
but often overlooked. For example, the order in which oper-
ators are integrated and the choice of sub-integration meth-
ods can significantly affect the performance of an operator-
splitting method. In this paper, we design a new four-stage,
third-order, 2-split operator-splitting method with seven
sub-integrations and an optimized linear stability region.
We then propose two general strategies to further improve
its stability and efficiency for a specific problem, namely,
to choose the ordering of operators to maximize linear sta-
bility and to choose low-order explicit sub-integrators for
unstable sub-integrations. We demonstrate about a 40%
improvement in the performance from the combined use of
these strategies relative to standard implementations on a
benchmark problem from cardiac electrophysiology.
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Evaluation of IMEX, Multirate, and Operator
Splitting Methods for Coupling Processes in a
Cloud Microphysics Model

Cloud microphysical parameterizations play a crucial role
in accurately simulating both regional weather and global
climate. The parameterizations include numerous physical
processes that are often coupled through some combination
of parallel splitting, sequential splitting, and subcycling.
Recent studies have shown that small modifications to the
process coupling approach can substantially reduce the
time discretization error, providing strong evidence that
process splitting is a significant source of discretization er-
ror. To capitalize on this opportunity to achieve higher ac-
curacy by improving process coupling, this work evaluates
the performance of various implicit-explicit (IMEX), mul-
tirate, and operator splitting time integration approaches.
The results presented are obtained on a recently developed
cloud microphysics implementation (a subset of the P3 mi-
crophysics) that can rapidly leverage higher-order schemes
by evaluating physical processes in a manner expected by
time integrator software libraries (e.g., SUNDIALS). Over-
all, this work will demonstrate the benefits to be gained by
the atmosphere community by utilizing higher-order time
integration schemes in cloud microphysics parameteriza-
tions, as well as embracing implementations that can de-
ploy those schemes. This work was performed under the
auspices of the U.S. Department of Energy by Lawrence
Livermore National Laboratory under Contract DE-AC52-
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07NA27344. LLNL-ABS-840173.
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Diffuse Interface Methods for the StokesBiot Cou-
pling

We consider the interaction between a poroelastic struc-
ture, described using the Biot model in primal form, and
a free-flowing fluid, modelled with the time-dependent in-
compressible Stokes equations. We propose a diffuse inter-
face model in which the governing equations in the Stokes
and Biot regions are multiplied by an approximate indica-
tor function of the respective subdomain, which smoothly
transitions to zero in a diffuse region of width O(ϵ) between
them; this allows the weak forms to be integrated uniformly
across the domain, and obviates tracking the subdomains
or the interface between them. We prove convergence in
weighted norms of a finite element discretisation of the dif-
fuse interface model to the continuous diffuse model; here
the weight is a power of the distance to the diffuse in-
terface. We in turn prove convergence of the continuous
diffuse model to the standard, sharp interface, model. Nu-
merical examples verify the proven error estimates, and
illustrate application of the method to fluid flow through a
complex network, describing blood circulation in the circle
of Willis.
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MS162

Stabilized High-Order Multirate Time-Integration
for Multiphysics Problems Via Paired-Explicit
Runge-Kutta Methods

We are going to discuss the application of multirate time-
integration schemes to coupled multiphysics problems. Hy-
perbolic multiphysics problems are characterized by dif-
ferent characteristic speeds. Through the CFL condition,
these varying characteristic speeds translate into (different)

stability constraints. For classic explicit time-integration
methods, the most restrictive (local) stability constraints
determines the maximum (global) admissible timestep,
which leaves room for efficiency gains. This motivates the
use of stabilized multirate time-integration schemes to in-
tegrate such systems efficiently. We employ the paired-
explicit Runge-Kutta schemes by Vermeire et al. which
enable a seamless coupling of composing schemes. By con-
struction, these schemes are conservative and consistent
and are optimized for the discretized PDE. Recently, we
extended these schemes to fourth order of accuracy. An-
other benefit of these schemes is that they are readily im-
plemented in codes which employ a method-of-lines ap-
proach. In fact, by implementing these methods as par-
titioned Runge-Kutta schemes, one may leave the entire
spatial discretization process untouched. We demonstrate
significant savings in terms of flux evaluations resulting in
speedup compared to a range of state-of-the-art optimized
Runge-Kutta schemes while maintaining temporal accu-
racy. The presented applications cover coupled acoustic-
inviscid flow simulations and Euler Equations with self-
gravity.
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Sedimentation in Suspensions of Rod-Like Parti-
cles: A Kinetic Fluid Model and Its Approximation
by Hyperbolic Moment Equations

We focus on a model (Helzel & Tzavaras), which defines
a sedimentation process in dilute suspension of rigid rod-
like particles under the influence of gravity. This model is
defined by a system of partial differential equations which
couples a kinetic Smoluchowski equation to a macroscopic
flow equation. The Smochluchowski equation is a drift-
diffusion equation on the sphere, which needs to be solved
at every point of the flow domain. Our goal is to construct
an efficient numerical method for this high-dimensional
problem (i.e., a 5-dimensional problem plus time). This
will be done by replacing the high-dimensional Smolu-
chowski equation by a lower-dimensional system of moment
equations. The moment equations form a hyperbolic sys-
tem with a source term, which can be approximated using
standard numerical methods such as LeVeque’s wave prop-
agation algorithm. A numerical solution for the coupled
moment systems is computed using an operator splitting
method. Our computational studies demonstrate that ac-
curate results are achieved when a sufficiently large number
of moment equations are used.
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High-fidelity simulations for continuum-rarefied
gas flows past aerospike blunt body with R13 ki-
netic approach

High-speed vehicles face significant aerodynamic drag and
aerothermal heating during atmospheric travel. Blunt
body configuration is commonly used to reduce aerody-
namic heating on the surface; however, it also causes a
considerable increase in drag. While this design is effective
for re-entry vehicles requiring high drag coefficients and
minimal aerodynamic heating, it is less suited for other
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high-speed applications. An aerospike positioned ahead of
the blunt body is one strategy to reduce drag and aerody-
namic heating in such vehicles. When the Knudsen number
increases, the flow becomes more rarefied, eventually reach-
ing the free molecular regime. Under these conditions,
the Navier-Stokes-Fourier equations, without accounting
for velocity slip and temperature jump boundary condi-
tions, may not accurately predict drag and aerodynamic
heating. To overcome these limitations, the gas kinetic
models are often used. This study employs the regular-
ized 13-moment (R13) model, which captures rarefaction
effects with high accuracy. The R13 model, combined with
Maxwell slip and Smoluchowski jump conditions, is used
to simulate continuum-rarefied gas flow over an aerospike
blunt body. High-fidelity simulations are conducted using
an explicit mixed modal discontinuous Galerkin method on
triangular meshes. The study explores the effects of vary-
ing the spike length to blunt body diameter ratio across a
wide range of continuum-rarefied flows.
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On Nonlinear Closures for Moment Equations
Based on Orthogonal Polynomials

In the present work, an approach to the moment closure
problem on the basis of orthogonal polynomials derived
from Gram matrices is proposed. Its properties are stud-
ied in the context of the moment closure problem arising
in gas kinetic theory, for which the proposed approach is
proven to have multiple attractive mathematical proper-
ties. Numerical studies are carried out for model gas par-
ticle distributions and the approach is compared to other
moment closure methods, such as Grad’s closure and the
maximum-entropy method. The proposed “Gramian” clo-
sure is shown to provide very accurate results for a wide
range of distribution functions.
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Data-driven Shock-capturing Indicator for High-
order Methods Using Supervised Machine-learning
Strategy

This paper presents a data-driven shock-capturing indica-
tor for high-order methods using a supervised machine-
learning strategy. High-order methods are susceptible to
Gibbs-Wilbraham oscillations near shock waves. These
challenges have driven the design of shock stabilization
techniques, such as limiting and artificial viscosity meth-
ods. At the same time, detecting the shock location is a
prerequisite for the shock stabilization. Existing shock de-
tection methods are commonly based on stability criteria or
non-smoothness features necessitating tunable parameters
which entails a trade-off between accuracy and robustness.
To achieve both accuracy and robustness without tun-
able parameters, we have developed a data-driven shock-
capturing indicator using decision tree classifiers capable
of handling unstructured-mixed meshes effectively. The
training dataset is generated by projecting smooth and dis-
continuous analytic functions onto polynomial space, label-
ing elements intersecting discontinuities as troubled-cells.

A gradient boosting algorithm is used to train decision tree
ensemble models, resulting in accurate and efficient shock
classifiers combined with proven shock stabilization tech-
niques, such as the shock-capturing PID controller and the
adaptive subcell limiting strategy. Through extensive nu-
merical tests, we validated the proposed indicators perfor-
mance in terms of accuracy, robustness, and cost-efficiency.
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A Simple and Robust Adaptive Flux Reconstruc-
tion Shock-Capturing Method for the Nonlinearly
Stable Flux Reconstruction High-Order Method

The flux reconstruction (FR) method has gained popular-
ity in the research community. It recovers promising high-
order methods through modally filtered correction fields,
such as the Discontinuous Galerkin (DG) method, on un-
structured grids over complex geometries. Under a class of
energy stable flux reconstruction (ESFR) schemes, the FR
method allows for larger timesteps than DG while ensuring
stability for linear advection on linear elements. For non-
linear problems, split forms and entropy-conserving flux
differencing approaches have become popular as they guar-
antee robustness for unsteady problems on coarse unstruc-
tured grids. Nonlinearly stable flux reconstruction (NSFR)
combines the key properties of provable nonlinear stabil-
ity and the increased timestep from ESFR. Using bound-
preserving limiters, the NSFR method can be used for
problems involving strong shocks. The limiters preserve
positivity while maintaining a high-order of accuracy, but
they do not mitigate nonphysical oscillations. This study
aims to mitigate oscillations using an adaptive implemen-
tation of the FR correction parameter such that dissipa-
tion is added at locations where shocks are detected. The
proposed method requires two components, a shock sensor
and a consistent method of scaling the correction parame-
ter. This study will investigate the ideal sensor and explore
options for scaling the correction parameter. Results will
include the 2D Double Mach Reflection and the 2D Astro-
physical Mach Jet cases.
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Entropy Filtering for High-Order Combustion

Discontinuous spectral element methods such as flux re-
construction (FR) combine the superior accuracy of spec-
tral schemes with the geometric flexibility of finite volume
schemes. As such they are an excellent candidate for scale
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resolving flow simulations. However, on account of their
use of polynomials to represent the solution state they en-
counter issues for flows which contain shocks. A partic-
ularly effective mitigation for this is the entropy filtering
(EF) approach of Dzanic and Witherden which adaptively
filters the solution to ensure positivity of density and pres-
sure, and enforcement of a minimum entropy condition on
the flow. In this talk I will outline recent work towards
enhancing EF such that it can be applied to reacting flow
problems. Specifically, we will discuss the importance of
how entropy is computed. Moreover, we will also show
how weighting the filter on a per-variable basis can lead to
improved results within the context of multi-species flows.
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Moment Neural Operator: a Digital Twin for Cap-
turing Discontinuity

This paper introduces the Moment Neural Operator
(MNO), a novel approach for learning mappings between
discontinuous functions, addressing a significant limitation
in existing Neural Operators (NO) that primarily target
smooth functions. By leveraging moment-based discretiza-
tion, which represents functions through their polynomial-
weighted averages, MNO effectively captures sharp dis-
continuities without the unphysical oscillations observed
in traditional methods such as the Fourier Neural Oper-
ator (FNO). The framework employs a neural network to
approximate the eigen-decomposition of moment matrices,
enabling the reconstruction of discontinuous target func-
tions via the Christoffel-Darboux polynomial. We vali-
date MNO on scalar conservation laws, including Burgers’
equation and the LWR traffic flow model, demonstrating
its capability to manage discontinuities and reduce high-
frequency noise. Experimental results highlight MNO’s
competitive accuracy and superior handling of sharp tran-
sitions compared to FNO. This work underscores the po-
tential of moment-based techniques for advancing neural
operators and inspires future exploration of implicit repre-
sentations in function approximation.
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Digital Twins for Complex Systems: Challenges
and Opportunities

A digital twin (DT) is a computational model of a physical
system that continually updates its knowledge of the sys-
tem by assimilating observational data, and in turn informs
decisions and controls the system to achieve a desired goal,
over a continually evolving time horizon. DTs have enor-

mous potential to transform the role of models and data in
decision-making for complex systems. At the same time,
they present significant mathematical, statistical, and com-
putational challenges. This stems from the complexity and
scale of mathematical models describing many natural and
engineered systems, the numerous uncertainties that un-
derlie them, the complexity of observing systems and indi-
rect and multimodal nature of the data they produce, and
the critical societal impact of model-based decision mak-
ing. In this talk I will discuss mathematical challenges and
opportunities for realizing digital twins of complex systems.
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Robust Digital Twin for Geological Carbon Storage

While recent work has shown that conditional neural net-
works can be used to effectuate prior-to-posterior mappings
during ensemble Kalman filtering, their accuracy relies on
the quality of the training ensemble, consisting of the sim-
ulated time-advanced nonlinear state and possibly nonlin-
ear observations. Its precision also depends on the gener-
ative neural networks’ ability to generalize. In this work,
we will report progress on how to make our Digital Twin
more robust with respect to distribution shifts and mod-
eling errors, e.g. due to erroneous choices for the physics
within the Forecast Step. To this end, we will follow a two-
pronged approach consisting of augmenting the Forecast
step, e.g. by including different models for the rock physics
that map the Digital Twin’s state to seismic properties, and
by adding more physics during the prior-to-posterior map-
ping. In its current implementation, training of our Digital
Twin’s neural networks relies on relative low-fidelity amor-
tization of the Forecast Ensemble, which is susceptible to
distribution shifts. By conducting non-amortized inference
informed by the physics and low-fidelity prior-to-posterior
mapping, we propose an approach that is more robust than
the current implementation of the Digital Twin.
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Greedy Sampling in High Dimensions via the Poly-
tope Division Method

In the last two decades, model order reduction has been
established as an important tool for the solution of high-
dimensional parametrized partial differential equations.
However, even with the development and success of new
methods that exploit machine learning tools, the problem
of offline training cost and, relatedly, offline sampling, re-
mains. Most methods still rely on a random sampling of
the parameter space, which especially in high-dimensional
parameter spaces necessitates large amounts of full-order
(expensive) training data. We explain the Polytope Divi-
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sion Method (PDM), a greedy-type method, to determine
where in the parameter domain to sample, therefore re-
ducing the offline training cost. PDM splits the parameter
space into polytopes and investigates the quality of the
sample in the barycenter of each polytope.
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Optimal Power Procurement for Green Cellular
Wireless Networks under Uncertainty

This work derives an optimised power procurement strat-
egy for cellular networks powered by uncertain renewable
energy sources and conventional fossil-fuel based electric-
ity to minimise power procurement costs, subject to uncer-
tainty in wireless channels. The approach is based on the
use of stochastic optimal control with embedded Marko-
vian dynamics for uncertain renewable energy and wireless
channels. A data-driven, parametric stochastic differential
equation (SDE) is used to model renewable energy, with pa-
rameters calibrated using German wind production data.
An SDE is derived to model wireless channel fading accord-
ing to the Nakagami fading model. Convex approximations
are used to handle probabilistic constraints arising from the
network quality of service threshold that needs to be satis-
fied. The solution procedure involves developing a compu-
tationally optimal numerical scheme to solve the associated
non-linear Hamilton-Jacobi-Bellman equation, building an
efficient stochastic subgradient method for the associated,
non-smooth dual problem and constructing a fixed-point
iteration scheme to simultaneously tackle probabilistic con-
straints. Lastly, we build a rolling horizon framework to
continuously incorporate day-ahead forecasts.
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Scientific ML for Streamflow Simulations: Evalu-
ating ODE for Performance

Recent developments in neural network (NN) models, par-
ticularly Long Short-Term Memory (LSTM) networks,
have achieved impressive accuracy in streamflow simula-
tions. However, the interpretability of NNs remains a con-
cern, often leading them to be labeled as ”black boxes”.

Hybrid models, which offer a promising approach by com-
bining the strengths of machine learning and physical mod-
eling, have garnered increasing attention. In these models,
NNs are embedded within ordinary differential equations
(ODEs), replacing traditional descriptions of physical pro-
cesses. This approach aims to preserve the interpretability
of physical models while leveraging the enhanced perfor-
mance of NNs. A key requirement for the success of such
hybrid models is the use of gradient-based optimization
techniques such as backpropagation, allowing for the seam-
less integration of physical equations with NN layers and
facilitating the training of coupled models. The perfor-
mance of hybrid models depends on four key components:
the data, the NN architecture, the ODEs, and the ODE
solver. The impact of the ODE solver is unclear. Our re-
search is focused on assessing the impact of different ODE
solvers on hybrid models, particularly in terms of computa-
tional accuracy and performance metrics such as time and
memory usage. Understanding how these solvers influence
model outcomes is crucial for advancing the applicability
of hybrid models in hydrology.
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Manifold Neural ODEs: Scalable Training of Semi-
Explicit Neural ODEs with Arbitrary Constraints

Physical systems often have known conservation quanti-
ties, such as conservation of momentum, charge, and en-
ergy. Despite the promise of scientific machine learning
(SciML) in combining data-driven techniques with mecha-
nistic modeling, existing approaches for incorporating con-
servation laws in neural differential equations (NDEs) face
significant limitations. Scalability issues and poor numeri-
cal properties prevent these neural models from being used
for modeling physical systems with complicated conser-
vation laws. In this talk, we will review some classical
methods on how conservation laws are satisfied in index-1
semi-explicit differential-algebraic equations (DAEs). We
shall build upon this to introduce Manifold Neural ODEs,
a novel method that ensures that learned NDEs obey fun-
damental system constraints (conservation laws). We will
explore the SciML ecosystem we have built around neural
networks (Lux.jl), nonlinear solvers (NonlinearSolve.jl) and
differential equations (DifferentialEquations.jl) that form
the foundation of our method. Using problems ranging
from rigid-body dynamics to orbital dynamics we will show
how our method improves upon past research in scaling and
overall performance.
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Linearly Stabilized Schemes for the Time Integra-
tion of Stiff Nonlinear PDEs

In many applications, the governing PDE to be solved nu-
merically contains a stiff component. When this compo-
nent is linear, the use of an implicit time stepping method
that is unencumbered by stability restrictions is preferred.
On the other hand, if the stiff component is nonlinear, the
complexity and cost per step of using an implicit method
is heightened, and the use of explicit methods may be pre-
ferred. In this talk, we consider new and existing linearly
stabilized schemes for the purpose of integrating stiff non-
linear PDEs in time. These schemes compute the nonlinear
term explicitly and, at the cost of solving a linear system
with a matrix that is fixed throughout, are uncondition-
ally stable, thus combining the advantages of explicit and
implicit methods. Applications are presented to illustrate
the use of these methods.
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Compositional Physics-Informed Neural Network

Physics-Informed Neural Networks (PINN) have recently
been applied to solve many forward and inverse prob-
lems. Traditionally, solving time-dependent problems us-
ing PINN involves sampling from a residual loss function
on a fixed space-time domain, which can result in poor
generalizability beyond its training time domain. We in-
troduce Compositional Physics-Informed Neural Network
(CPINN) where forward flow maps are learned by a vari-
ant of PINN while preserving compositional structure of
flow maps. We show the error of CPINN beyond the train-
ing time can be bounded by the training error on a fixed
training time interval and sampling error of the residual.
We verify our error bound and the efficacy of long term
prediction of CPINN on a variety of examples.
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Parameterized Wasserstein Gradient Flow with
Application in Porous-Medium Equation

Wasserstein gradient flow (WGF) is a powerful tool for
understanding and analyzing density evolution processes.
In the seminal work by Jordan, Kinderlehrer, and Otto,
it was shown that the Fokker-Planck equation (FPE) is
the gradient flow of the relative entropy functional under
the Wasserstein metric. Since then, WGFs have shown
extensive applications in optimal transport theory, opti-
mization problems and more. However, numerical compu-
tation of WGF remains a challenging problem, especially
when the state space is of high dimension. Furthermore,
it is often desirable to find a sampler that generates sam-
ples following the solution of WGF rather than the actual
density function solving WGF in many real-world statis-
tics and machine learning applications. We develop a fast
and scalable numerical approach to solve Wasserstein gra-
dient flows (WGFs), which is particularly suitable for high-

dimensional cases. We demonstrate the efficiency of the
algorithm with solving porous-medium equation and pro-
vide samples in high-dimensional space and provide error
estimates in Wasserstein metric.
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Design and Scalability of Flow-based Samplers for
Bayesian Inference

In Bayesian inverse problems, we use a prior distribution
to encode our knowledge about a state variable of interest
and transform that prior using data to obtain a posterior
distribution. Sampling this posterior is a key task for quan-
tifying uncertainty in estimates of and predictions based
on the state variable. In this talk, we discuss the dynamic
transport approach to sampling the posterior where sam-
ples from the prior are transformed into posterior samples
by ODE dynamics. We design dynamic transport sam-
plers that begins with an explicit path of distributions be-
tween the prior and posterior and identifies a gradient ve-
locity field via the solution of Poisson equations, which will
cause the distribution of the samples to follow this path.
The gradient structure of the velocity field has an optimal
transport interpretation, while particular choices of path
can lend Fisher-Rao gradient flow structure to the sam-
pler. We solve the weak form of the Poisson equations
in reproducing kernel Hilbert space, leading to tractable,
gradient-free, closed-form interacting particle systems for
sampling. We discuss implementation strategies that allow
these interacting particle systems to scale, including dimen-
sion reduction, random Fourier feature approximation, and
adaptive time-stepping based on the Wasserstein metric
derivative. We demonstrate the utility of these interacting
particle system samplers for Bayesian inverse problems in
real-world application domains.
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Efficient Computational Methods for Wasserstein
Natural Gradient Descent

Natural gradient descent (NGD) is a well-known precon-
ditioning technique that incorporates the geometry of the
forward model space to accelerate gradient-based optimiza-
tion techniques in inverse and learning problems. One such
famous geometry is the optimal transportation (OT) or the
Wasserstein geometry, which is useful when recovering or
learning probability measures. One of the critical chal-
lenges in NGD is the preconditioning cost. If performed
naively, this cost is particularly taxing for the OT geometry
due to the high computational cost of OT distances. In this
talk, I’ll present an efficient way of performing large-scale
NGD with a particular emphasis on OT geometry. This is
a joint work with Yunan Yang (Cornell) and Wanzhou Lei
(Brown Grad School).
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Volumetric Extension Methods for Computing the
Optimal Transport Mapping on Surfaces

We first introduce the Monge problem of Optimal Trans-
port on compact and orientable surfaces Γ ⊂ R3. This
computation yields a pushforward map m from a source
probability measure µ to a target probability measure ν on
Γ that minimizes a cost functional. We then show how to
properly extend the problem to a tubular neighborhood Tϵ

of Γ, by carefully defining an extended cost functional and
extended probability measures. The resulting formulation
defines a new Optimal Transport problem on Tϵ whose so-
lution mϵ can be used to find the Monge map m for the
Optimal Transport problem on Γ. We will then be able
to devise a simple discretization of the Optimal Transport
PDE using a Cartesian grid on Tϵ. We conclude with ex-
amples showing the success of computations on real-world
applications.
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Efficient Measure Transport for Bayesian Inference
via LazyDINOs

We introduce LazyDINO, a variational inference method
for fast and scalable solutions to large-scale nonlin-
ear Bayesian inverse problems with costly parameter-to-
observable (PtO) maps. LazyDINO efficiently optimizes
a low-dimensional, structure-exploiting transport map,
known as a lazy map [Brennan et al., NeurIPS, (2020)],
using a fast ridge function surrogate of the PtO map. This
optimized map then generates approximate posterior sam-
ples based on observed data. The surrogate is constructed
by minimizing error bounds in the lazy map optimization
and posterior approximation. When neural networks pa-
rameterize the surrogate, it becomes a derivative-informed
neural operator (DINO) [O’Leary-Roseberry et al., JCP,
(2024)], trained using joint samples of the PtO map and
its Jacobian. Our results show that LazyDINO consis-
tently outperforms existing methods, including Laplace ap-
proximation, lazy maps, and neural posterior estimation,
in solving complex infinite-dimensional PDE-constrained
Bayesian inverse problems. Moreover, with the same train-
ing cost, LazyDINO is 1025 times more accurate in amor-
tized posterior approximation compared to LazyNO, which
uses conventional operator learning.
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Derivative-Informed Neural Operators for Manag-
ing Risks Associated with Rare Events

Rare events often represent catastrophic failures of engi-
neered systems that are to be avoided in its design and op-
eration. However, model-based estimation of such events
via conventional sampling methods may require a pro-
hibitive number of model evaluations. In this talk, we dis-
cuss novel neural operator methodologies that aim to accel-
erate estimation and optimization of rare events involving
PDE models with uncertain parameters. The methods are
then illustrated over a range of physically relevant exam-
ples, including fluid flow and nonlinear structural mechan-
ics.
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Scalability of the Second-Order Reliability Method
for Extreme Event Estimation of Stochastic Differ-
ential Equations

Estimating the probability of extreme events, which are of-
ten associated with rare system failures or catastrophes, is
an important problem in many scientific and engineering
disciplines. Asymptotically, such probabilities can be es-
timated using a Laplace approximation, which is referred
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to as the second-order reliability method in engineering, or
precise large deviation theory in mathematics. The method
involves (i) solving an optimization problem - finding the
most likely realization of the random parameter that leads
to a prescribed outcome - for the exponential leading-order
asymptotics of the extreme event probability, and (ii) sub-
sequently calculating a determinant to get a prefactor for
an asymptotically sharp estimate. In this talk, I will dis-
cuss how to carry out both of these steps numerically in
a scalable way for extreme events in stochastic differential
equations with additive or multiplicative Brownian noise.
This is an infinite-dimensional problem, with randomness
induced by the Brownian motion. In particular, I will
highlight the necessity to treat the determinant calculation
in step (ii) correctly from an infinite-dimensional point of
view to get scalability. This leads to either a Fredholm or
Carleman-Fredholm determinant computation, depending
on whether the second variation of the noise-to-event map
is trace-class or only Hilbert-Schmidt. The talk is based
on, and extends, the results presented in [Schorlepp et al,
Stat. Comput. 33(6), 137 (2023)].
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Large Deviation Theory-Informed Importance
Sampling for Rare Event Estimation and Control

Rare and extreme events like hurricanes, energy grid black-
outs, dam breaks, earthquakes, and pandemics are infre-
quent but have severe consequences. Because estimating
the probability of such events can inform strategies that
mitigate their effects, scientists must develop methods to
study the distribution tail of these occurrences. However,
calculating small probabilities is hard, particularly when
involving complex dynamics and high-dimensional random
variables. In this talk, I will discuss our proposed method
for the accurate estimation of rare event or failure proba-
bilities for expensive-to-evaluate numerical models in high
dimensions, and its application to rare event control. The
proposed approach combines ideas from large deviation
theory and adaptive importance sampling. The impor-
tance sampler uses a cross-entropy method to find an opti-
mal Gaussian biasing distribution, and reuses all samples
made throughout the process for both, the target probabil-
ity estimation and for updating the biasing distributions.
Large deviation theory is used to find a good initial biasing
distribution through the solution of an optimization prob-
lem. Additionally, it is used to identify a low-dimensional
subspace that is most informative of the rare event prob-
ability. We compare the method with a state-of-the-art
cross-entropy-based importance sampling scheme using ex-
amples including a tsunami problem.
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High-Fidelity Simulation of Low-Pressure Turbines

Using a Spectral Element Framework

Understanding the flow physics in low-pressure gas tur-
bines associated with upstream wakes, end-wall effects,
and free stream turbulence require high-fidelity numerical
methods that can both capture the geometric complexi-
ties, but also incorporate the unsteadiness exhibited due
to the rotor-stator interactions. To investigate these ef-
fects thoroughly we carry out large-scale simulations with
our recent spectral element framework, enabling analysis
of the complex flow phenomena within the turbine and the
mechanisms driving laminar-turbulence transition. Due to
the improved performance and workflow of our new frame-
work we are able to explore a larger set of the parameters
the turbine is subject to during operational conditions, giv-
ing larger insights into the secondary flows within the low-
pressure turbine environment than before and more accu-
rately predicting losses as well as the dynamic stress on the
blades. We present an overarching picture of our simula-
tions with applications in turbomachinery and especially
highlight the workflow enabled through our spectral ele-
ment framework for high-fidelity simulation of low-pressure
turbines on recent large-scale HPC systems.
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Machine-Learning Approaches for Enhancing Con-
vergence of Large-Scale Solution Strategies

We introduce a new class of hybrid preconditioners for solv-
ing parametric linear systems of equations. The proposed
preconditioners are constructed by hybridizing the deep op-
erator network, namely DeepONet, with standard iterative
methods. Exploiting the spectral bias, DeepONet-based
components are harnessed to address low-frequency error
components, while conventional iterative methods are em-
ployed to mitigate high-frequency error components. Our
preconditioning framework utilizes the basis functions ex-
tracted from pre-trained DeepONet to construct a map
to a smaller subspace, in which the low-frequency com-
ponent of the error can be effectively eliminated. Our nu-
merical results demonstrate that the proposed approach
enhances the convergence of Krylov methods by a large
margin compared to standard non-hybrid preconditioning
strategies. Moreover, the proposed hybrid preconditioners
exhibit robustness across a wide range of model parameters
and problem resolutions.
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Non-Linear Preconditioning Techniques for Large
Scale Applications

The phase-field method has become widely adopted in
computational mechanics for fracture modeling due to
its ability to accurately capture crack initiation, prop-
agation, branching, and merging without the need for
explicit criteria. This approach simplifies the compu-
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tational process by avoiding the frequent remeshing re-
quired as cracks evolve. However, this approach intro-
duces new difficulties, particularly related to the highly
nonlinear, non-convex, and non-smooth nature of the
underlying energy landscape. To address these issues,
we propose a nonlinear additive/multiplicative field-split
preconditioned Newton method. We propose a field-
split-based additive/multiplicative Schwarz preconditioned
Newton method to solve the fracture problem by employ-
ing a right preconditioner that can handle inequality con-
straints. The effectiveness and robustness of our proposed
method will be validated through benchmarking against
the traditional alternate minimization technique.
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A new higher-order convergent derivation of the
Fick-Jacobs equation and applications to computa-
tional neuro-engineering

Modeling physical processes in network structures, e.g.
pipe systems, cardiovascular networks or neurons can
quickly become an extremely expensive computational
problem when modeling such networks in three dimen-
sions. To reduce this cost, we are interested in model-
ing networks as collections of one-dimensional cables by
reducing the three-dimensional equations to one dimen-
sion. This dimension reduction must take into account the
non-constant radius of the network branches. Jacobs pro-
posed an intuitive and straight-forward derivation of this
reduction in 1935 based on Fick’s laws, but it wasn’t until
1992 that Zwanzig further studied this Fick-Jacobs model
and demonstrated that it was unstable for domains with a
quickly changing radius. Since then, multiple corrections
on the diffusion coefficient or temporal derivative have been
proposed to stabilize the Fick-Jacobs model for steep do-
mains, with limited success. We propose a new simple
derivation of the Fick-Jacobs model utilizing a high-order
expansion of the computed flux that, when applied in a dis-
crete computational setting, produces second-order spatial
convergence and provides a much more accurate numerical
solution at a wide range of radial gradients than previous
correction methods.
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Immersed Domain Approach for Fluid Structure
Contact Interaction

Fluid-structure interaction (FSI) has gained significant
traction in recent decades, with applications spanning var-
ious disciplines, including geophysics and biomedicine. In
FSI, computational techniques are defined by the choice
of discrete domain representation, falling into two main
categories: ”boundary-fitted” or ”non-boundary-fitted”
meshes. Boundary-fitted methods offer high accuracy, but
their viability is limited in the presence of large solid de-
formations. Non-boundary-fitted methods maintain sepa-
rate and non-matching fluid and structure meshes. Here,
structure and fluid are described within a Lagrangian and
Eulerian framework, respectively. However, higher mesh
resolution is to maintain comparable accuracy, making par-
allel computing necessary. We present an immersed do-

main approach for the numerical solution of fluid-structure-
contact-interaction (FSCI) problems. The fluid and struc-
ture are coupled within the whole overlapping volume,
while the different structures in contact are coupled on
their surfaces. These couplings are achieved with the
method of dual Lagrange multipliers. The nonlinear so-
lution procedure is achieved by solving a sequence of the
statically condensed system where only the fluid variables
are unknown. We show our general algorithmic framework
and our primary parallel computing tools and present a
fully coupled simulation of a liquid diaphragm pump with
contact interaction between elastic valves displaced by the
fluid and the valve seats.
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Randomized Countsketch Qr Factorization for
Wide and Short Matrices

In this talk we introduce randomized countsketch QR on
wide and short matrices. Our approach addresses the com-
putational challenge of the QRCP, particularly in the costly
pivot identification phase, by compressing the matrix while
preserving its geometric properties. While previous work
done on randomized QRCP has focused on reducing the
number of rows, our approach complements these efforts
by then reducing the number of columns using the counts-
ketch matrix. Applying then QRCP on this sketched ma-
trix allows us to identify the most influential columns in
the original matrix. We show that this proposed method
reveals the numerical rank of a matrix in an analogous way
to the traditional QRCP. Through experimental validation
on various matrix types, we evaluate the effectiveness of
our chosen pivots.
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Sparse Cholesky Factorization Utilizing GPUs

The solution of sparse symmetric positive definite linear
systems is an important computational kernel in large-
scale scientific and engineering modeling and simulation.
We will solve the linear systems using a direct method, in
which a Cholesky factorization of the coefficient matrix is
performed using a right looking approach and the result-
ing triangular factors are used to compute the solution.
Sparse Cholesky factorization is compute intensive. In this
work we investigate techniques for reducing the factoriza-
tion time in sparse Cholesky factorization by offloading
some of the dense matrix operations on a GPU. We will
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describe the techniques we have considered. We achieved
up to 4x speedup compared to the CPU-only version.
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2D Sparse Communication Methods for Maximum
Weight Matching Applications on GPUs

Large-scale distributed computations on graphs and ma-
trices are often burdened by complex communication re-
quirements and their associated overheads. One method
to mitigate these overheads is to consider 2D distributions,
where a given rank in the distributed computation only
considers a small block of the (adjacency) matrix. Such a
distribution enables effective load balance and the ability
to utilize a hierarchical communication scheme with de-
sirable scaling behavior. However, for irregular computa-
tions, which are often driven by a ’wave front’ of updates,
such communication schemes can be inefficient. In this
work, we discuss our approach of addressing this problem
through the development of ’sparse communication meth-
ods’ for 2D distributions, specifically targeting GPU-based
systems. We implement and optimize our methods, and
we demonstrate their applicability to the maximum weight
matching problem, commonly used in the context of multi-
level coarsening within applications like graph partition-
ing. We further demonstrate that our method scales to
extremely large meshes, strong scaling to 256 GPUs on
matrices with tens of billions of nonzeros. Additionally, we
analyze our matching algorithm from the lens of efficiency
and quality in the context of graph partitioning applica-
tions.
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What Makes ”scidac” Scidac? The Future of Fast-
math and Application Partnerships

Now in its fifth instantiation, the DOE Office of Science’s
Scientific Discovery through Advanced Computing (Sci-
DAC) Program has proven to be an enormously successful
motivator of progress in scientific computing. While ear-
lier versions of the program varied somewhat in structure,
since SciDAC3 there have been two components. Appli-
cation Partnerships in specific domain science areas have
been where the rubber meets the road in SciDAC appli-
cation scientists and computational scientists, mathemati-
cians, and computer scientists partnering to make major
improvements in domain science capabilities. In paral-
lel with the partnerships, the SciDAC Institutes work on
crosscutting research that is broader in scope than the indi-
vidual partnerships. There are currently two SciDAC insti-
tutes broadly speaking, the FASTMath (Frameworks, Al-
gorithms and Scalable Technologies for Mathematics) Insti-
tute focuses on applied mathematics and its expression in

scalable and performant mathematical libraries, while the
RAPIDS Institutes focus is on Computer Science, Data,
and Artificial Intelligence. In this talk, we provide overall
background and context for the FASTMath-themed talks
in this minisymposium. We present a short background of
the evolution of the Institutes in SciDAC, lessons learned
from successful (and unsuccessful) engagement of the in-
stitutes with the partnerships, and discuss some potential
future directions as SciDAC moves into its sixth install-
ment in 2025.
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Mixed Precision Algorithms in hypre

The hypre software library provides parallel solvers and
preconditioners for a variety of high- performance comput-
ing architectures. Recently, the use of mixed precision in
algorithms has become of high interest since it provides
reduced memory use and faster performance for lower pre-
cision operations. Development of hypre started more than
twenty-five years ago, and generally focused on using dou-
ble precision. While hypre can also be configured at single
precision, it was not originally designed to allow the use
of several different precisions in combination. Recently,
the hypre team developed the capability of using mixed
precision in hypre. This talk will describe some mixed pre-
cision algebraic multigrid methods developed in hypre and
present some results.
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Randomized Time Integrators for Sequential-in-
Time Training of Neural Network Parametrizations
with Neural Galerkin Schemes

Sequential-in-time training of parametrizations such as
neural networks with Neural Galerkin and related schemes
can be challenging due to the tangent-space collapse phe-
nomenon, which is a form of overfitting. In particular, ap-
plying standard time integrators that truncate information
corresponding to small singular values over time can lead to
non-negligible accumulation of errors that lead to instabil-
ities and a loss of accuracy. In this work, we discuss time
integration with random subspace embeddings and show
that it is an appealing approach in terms of empirical effi-
ciency and accuracy in sequential-in-time training.
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Forward and Inverse Modeling Strategies with
SciML for Real-time Tsunami Forecasting

Most problems in earth systems are characterized by par-
tial observability and high dimensionality. This compli-
cates the use of many SciML methods that operate best
on systems with near-complete observability and struggle
with both forward and inverse modeling for applications
in earth systems. Furthermore, forecasting alone is insuffi-
cient for real-world disaster modeling, as it also needs ro-
bust uncertainty analysis and model stability to be usable.
This talk presents novel approaches to disaster modeling
with SciML in both forward and inverse modeling scenar-
ios. We frame a problem with real-world data, historically
consistent conditions, and accurate geometry for the prob-
lem of rapid tsunami forecasting after a seismic event. Our
forward modeling method based on the Neural Galerkin
projection can rapidly forecast tsunami wave height evo-
lution and wave arrival time at various coastal locations
of interest. Our inverse modeling approach based on the
Senseiver can make high-resolution, full-field wave recon-
structions given sparse measurements corresponding to ac-
tively deployed ocean buoys. Crucially, we demonstrate our
ability to provide error bars and variability ranges for our
forecasts to iterate over various scenarios and uncertainty
in initial conditions. As our methods are not restricted to
tsunami modeling, we frame our approach within the larger
context of earth system modeling and the challenges and
opportunities for AI in natural disaster management.
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MS170

When Big Neural Networks Are Not Enough:
Physics, Multifidelity, Kernels

Modern machine learning has shown remarkable promise in
multiple applications. However, brute force use of neural
networks, even when they have huge numbers of trainable
parameters, can fail to provide highly accurate predictions
for problems in the physical sciences. We present a collec-
tion of ideas about how enforcing physics, exploiting mul-

tifidelity knowledge and the kernel representation of neu-
ral networks can lead to significant increase in efficiency
and/or accuracy. Various examples are used to illustrate
the ideas.
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MS170

Generative Modeling of Complex Stochastic Spa-
tiotemporal Dynamics

Modeling complex stochastic spatiotemporal dynamics,
such as turbulent flows, is challenging due to their chaotic
and random nature. Traditional numerical simulations,
like eddy-resolved methods, offer detailed insights but
are computationally expensive and limited in scalability.
While deep learning-based surrogate models have emerged
as alternatives, they often struggle to capture the inher-
ent stochasticity of these dynamics due to their determin-
istic frameworks. This study introduces the Conditional
Neural Field-Based Latent Diffusion (CoNFiLD) Model, a
novel generative framework designed to effectively model
complex spatiotemporal dynamics. CoNFiLD integrates a
conditional neural field with a latent diffusion model, lever-
aging probabilistic diffusion processes for memory-efficient
generation of diverse dynamics. The framework employs
Bayesian conditional sampling, enabling the unconditional
model to generate conditioned outputs across various sce-
narios without retraining, enhancing adaptability and ver-
satility. Through rigorous numerical experiments, CoN-
FiLD demonstrates its effectiveness in replicating stochas-
tic and chaotic dynamics, such as turbulence, overcoming
the limitations of conventional deep learning models. The
results underscore the models potential as a robust, effi-
cient, and scalable approach for simulating complex spa-
tiotemporal phenomena, setting a new standard in gener-
ative modeling for stochastic systems.
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MS171

On Combining Neural Operator and Denoising Dif-
fusion Model to Predict Material Response

Finite element analysis, a common approach for solving
solid mechanics problems, is typically associated with high
computational costs. Moreover, due to the heterogeneity
and complexity of materials, measurement of response is
often computationally challenging. To alleviate this, deep
learning (DL) techniques are being utilized to predict the
mechanical behavior of materials. However, many existing
models struggle with generalization and demand extensive
data preprocessing to optimize performance, particularly
when the material response spans wide ranges. To ad-
dress this, we propose a DL framework that utilizes ma-
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terial geometry and loading to predict material responses
across multiple geometries. The framework comprises two
components: a U-Net based conditional denoising diffusion
probabilistic model and a DeepONet. We leverage the gen-
erative power of the denoising diffusion model to estimate
the normalized stress maps, while the DeepONet learns
the scaling required to rescale the underlying stress maps.
The outputs from these models are combined to generate
accurate stress fields. We assess the performance of this
framework through a series of experiments involving mate-
rial geometries of varying complexity.
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Integrating Neural Operators with Diffusion Mod-
els Improves Spectral Representation in Turbu-
lence Modeling

We integrate neural operators with diffusion models to ad-
dress the spectral limitations of neural operators in surro-
gate modeling of turbulent flows. While neural operators
offer computational efficiency, they exhibit deficiencies in
capturing high-frequency flow dynamics, resulting in overly
smooth approximations. To overcome this, we condition
diffusion models on neural operators to enhance the resolu-
tion of turbulent structures. Our approach is validated for
different neural operators on diverse datasets, including a
high Reynolds number jet flow simulation and experimen-
tal Schlieren velocimetry. The proposed method signifi-
cantly improves the alignment of predicted energy spectra
with true distributions compared to neural operators alone.
This enables the diffusion models to stabilize longer fore-
casts through diffusion-corrected autoregressive rollouts, as
we demonstrate in this work. Additionally, proper orthog-
onal decomposition analysis demonstrates enhanced spec-
tral fidelity in space-time. This work establishes a new
paradigm for combining generative models with neural op-
erators to advance surrogate modeling of turbulent sys-
tems, and it can be used in other scientific applications that
involve microstructure and high-frequency content. See our
project page: https://vivekoommen.github.io/NO_DM/
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MS172

Neural Universal Differential Equation Hypernet-
work Surrogates for Agent-Based Disease Models

Agent-based models (ABMs) provide a rich framework for
modeling outbreaks and interventions in epidemiology by
explicitly accounting for diverse individual interactions and
environments. However, these models are usually stochas-
tic and highly parameterized, requiring precise calibration
for accurate predictions. When considering realistic num-
bers of agents, this high dimensional calibration can be
computationally prohibitive thereby requiring efficient sur-

rogate models to replace expensive model evaluations. In
this talk, we present ABM surrogate models using Neural
Ordinary Differential Equations (NODEs), machine learn-
ing (ML) models based on differential equations that can be
calibrated to data using a continuous analogue of backprop-
agation. The goal of the NODE surrogates is to reproduce
the time - series outputs of the ABM as a function of sev-
eral parameters. To achieve this, we take the approach of a
hypernetwork using one ML model to predict the weights
of another. An initial neural network takes as input the
parameters of the ABM model and outputs weights defin-
ing a NODE that produces subsequent time series outputs.
We compare this methodology to other surrogate modeling
approaches including random forests.
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Latent Space Dynamics Identification of Path In-
tegral Molecular Dynamics Data

Classical molecular dynamics (MD) is frequently based
on (simple) pair-potentials. This simplification ignores
the influence of the neighborhood composition, hence,
has limited predictive power for multi-component systems.
One possibility for enhanced accuracy is offered by Path-
integral MD (PIMD). PIMD solves the quantum Hamil-
tonian with only a small number of approximations that
hold at high temperature resulting in increased accuracy
for multi-component systems. However, the practical ap-
plicability of PIMD is substantially limited by the required
incorporation of electronic degrees of freedom and the asso-
ciated considerable increase in overall computational effort.
For example, for the specific problem of ablator material
mixing into the deuterium-tritium (DT) fuel region man-
ifesting in thermonuclear fuel compression, explicit PIMD
simulations can only reasonably simulate a fraction of the
total necessary to resolve meaningful mixing. To achieve
sensible temporal and spatial scales for this application ex-
ample, we propose to train an auto-encoder on PIMD data
of the temporal evolution of mass density across the bi-
material interface. The resulting latent space representa-
tion forms the basis for inexpensive temporal forecasting
done via Dynamic Mode decomposition or Sparse Identifi-
cation of Nonlinear Dynamics.
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Dimensionality Reduction in Viscoelastic Fluid Dy-
namics: Insights from Machine Learning Models

In this study, we investigate nonlinear dimensionality re-
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duction in viscoelastic fluids considering energy-compatible
families of kernel functions tailored to specific viscoelas-
tic stress models. Rooted mathematically by Repro-
ducing Kernel Hilbert Space (RKHS), linear and nonlin-
ear viscoelastic models are investigated in order to high-
light the critical role of well-chosen metrics in advancing
scientific research applications in complex fluid systems.
Through numerical experiments on an unsteady viscoelas-
tic lid-driven cavity flow, we demonstrate the effectiveness
of energy-compatible kernels in identifying energetically-
dominant coherent structures in viscoelastic flows across
various Reynolds and Weissenberg numbers. Notably, fea-
tures extracted using Kernel Principal Component Analy-
sis (KPCA) with energy-compatible kernel functions yield
more accurate reconstructions of mechanical energy than
traditional methods, such as ordinary Principal Compo-
nent Analysis (PCA) with naively defined state vectors or
KPCA with ad-hoc kernel choices. Finally, we also present
preliminary results considering autoencoders in complex
viscoelastic fluid flows.
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MS173

Algorithms and Fine-grained Theory for Random-
ized Rank-revealing Factorizations

Randomized algorithms have gained increased prominence
within numerical linear algebra and they play a key role in
an ever-expanding range of problems driven by a breadth
of scientific applications. In particular, randomized meth-
ods can be used to accelerate the computation of rank-
revealing algorithms that play a key role in fast solvers and
rank-structured matrices. In this talk we will discuss the
randomized Golub-Klema-Stewart algorithm and provide
accompanying theoretical analysis that demonstrates how
the performance of randomized algorithms depends on ma-
trix structures beyond singular values (such as coherence
of singular subspaces.
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MS173

Decomposition Strategies for Nonlinear Precondi-
tioning

Nonlinear preconditioning refers to transforming a nonlin-
ear algebraic system to a form for which Newton-type al-
gorithms have improved success through quicker advance
to the domain of quadratic convergence. We first place

these methods in the context of a proliferation of vari-
ations distinguished by being left- or right-sided, multi-
plicative or additive, non-overlapping or overlapping, and
partitioned by field, subdomain, or other criteria. We
present the Nonlinear Elimination Preconditioned Inexact
Newton(NEPIN), which is based on a heuristic bad/good
heuristic splitting of equations and corresponding degrees
of freedom. Various small nonlinearly stiff algebraic and
discretized PDE problems are considered for insight and
we illustrate performance advantage and scaling potential
on 3D two-phase flow in porous media.
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Direct Solver for a High Order Multidomain Spec-
tral Collocation Scheme in 3D Using Gpus

We describe an efficient sparse direct solver for smooth
variable-coefficient elliptic PDEs on 3D domains utiliz-
ing CPUs and GPUs. This solver is for the Hierarchi-
cal Poincar-Steklov (HPS) method, a multidomain spectral
collocation scheme that enables approximation with high
polynomial order and is well suited for solving oscillatory
problems. In our method we construct a sparse system that
solves for the boundaries of each subdomain (”leaf node”)
formed in the HPS discretization. After the leaf boundary
values are obtained, we can solve for their interiors using
numerical differential operators based on Chebyshev poly-
nomials to get the total solution. We use batched linear
algebra operations on GPUs to quickly solve for leaf inte-
riors and construct the Dirichlet-to-Neumann (DtN) maps
needed to form the sparse system. To factorize the sparse
system we use multilevel direct solvers such as MUMPS.
The factorized sparse system can be applied to multiple
distinct problems with the same differential operator but
different boundary conditions and body loads. Given a
fixed leaf polynomial order, our method shows excellent
linear scaling with spatial degrees of freedom in the DtN
assemblies and batched leaf solves and quadratic scaling
with factorization. With polynomial order up to 14 and 10
points per wavelength, it can solve oscillatory 3D problems
with a relative error less than 10−6.
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Non-overlapping Domain Decomposition Methods
for Time Parallel Solution of PDE-constrained Op-
timization Problems

In this talk, we will explore non-overlapping domain de-
composition methods and their application to parabolic
PDE-constrained optimization problems. We will compare
the difference between decomposing in space with decom-
posing in time. Then, we will discuss some properties of
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time domain decomposition methods, such as Dirichlet-
Neumann method, Neumann-Neumann method, based on
the forward-backward structure of the optimality system.
We will also comment on the classical Schwarz method,
which fails to converge when applied to non-overlapping
spatial subdomains. For each method, several variants can
be identified, some of these are only good smoothers, while
others could lead to efficient solvers.
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Randomized Algorithms for Compressing and In-
verting Rank-Structured Matrices

This talk describes algorithms for computing data-sparse
representations of rank-structured matrices, specifically H2
matrices. The algorithms are black-box, meaning that they
only interact with the matrix to be compressed through its
action on vectors, making them useful for tasks like forming
Schur complements or matrix-matrix multiplication. A key
highlight is the algorithm for ”Randomized Strong Recur-
sive Skeletonization” (RSRS), which simultaneously com-
presses and factorizes an H2-matrix with a strong admis-
sibility criterion within the black-box framework. In this
talk, we will showcase the application of RSRS in develop-
ing an efficient sparse direct solver for elliptic PDEs.
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Structure-Preserving Kernel Approximation of
Hamiltonian Systems Using Generalized Interpo-
lation

We propose an intrinsically symplectic kernel approxima-
tion scheme for learning the dynamics of a Hamiltonian
system from time series data. Many non-dissipative phys-
ical phenomena can be modeled as Hamiltonian systems,
which result in energy-conserving models. This conserva-
tion is reflected in the flow map of a Hamiltonian system
being symplectic. Instead of directly approximating the
time series data (which would not preserve the underlying
structure), a symplectic flow map is learned based on resid-
uals from symplectic time integration schemes, similar to
the approach described in [Horn, P., et al., A Generalized
Framework of Neural Networks for Hamiltonian Systems,
Available at SSRN 4555182023, 2023]. By doing so, the
symplectic structure of the underlying system is preserved.
To learn a symplectic flow map, we apply kernel meth-
ods using suitable generalized interpolation conditions in
the framework of [Wendland, H., Scattered Data Approx-
imation, Vol. 17, Cambridge University Press, 2004]. To
achieve efficient evaluation of the flow map, we employ a
kernel-based model with a small expansion size, which is at-
tained by greedily selecting interpolation points. The time

series data is then approximated by evaluating the learned
symplectic flow map. We demonstrate the efficiency of our
approach through numerical experiments.

Robin Herkert, Tobias Ehring, Bernard Haasdonk
University of Stuttgart
robin.herkert@ians.uni-stuttgart.de,
tobias.ehring@ians.uni-stuttgart.de,
haasdonk@mathematik.uni-stuttgart.de

MS174

Nonlinear Reduction of Partial Differential Opera-
tors Via Convolutional Architectures

Intrusive Reduced Order Methods (ROMs) based on a lin-
ear compression, such as Proper Orthogonal Decomposi-
tion (POD), are well-established tools for reducing the
computational complexity of large-scale systems. How-
ever, linear techniques often face significant limitations
when applied to transport-dominated problems, where
such approaches may require hundreds of modes to reach
an acceptable accuracy. To overcome these challenges,
we propose a novel nonlinear ROM framework that em-
ploys neural networks to compress the differential oper-
ators, and we test such method in finite volume and fi-
nite element discretizations. Our approach explores various
convolutional-type architectures, including continuous con-
volutional layers [Coscia, D., et al. ”A continuous convo-
lutional trainable filter for modelling unstructured data.”
Computational Mechanics, 2023, 72.2: 253-265], to effec-
tively handle the sparsity of large operators while optimiz-
ing memory-usage. The final ROM consists of a reduced-
order equation where the operators are compressed using
these advanced convolutional techniques. The reduced so-
lution is then backmapped to the original space through a
nonlinear decoder, which can be implemented as either a
convolutional network or a multilayer perceptron (MLP).
This innovative framework provides a promising alterna-
tive to traditional ROMs, offering enhanced accuracy in
complex, nonlinear scenarios.
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Local and Global Approximation Strategies for
(Parametrized) Friedrichs’ Systems

In this contribution we are concerned with parametrized
linear PDE-operators exhibiting Friedrichs’ structure, i.e.
who allow for a first-order reformulation

Aµu :=

d∑
i=1

Ai
µ∂xiu+ Cµu, Ai

µ ∈ [L∞(Ω)]m×m
sym ,

and fulfill a general positivity criterion. The associated
class of PDE problems Aµu = f includes, among others,
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many well known linear problems whose solution sets be-
have very differently. Using the abstract Friedrichs’ the-
ory we deduce a criterion for exponential approximability
which gives rigorous statements also for rarely discussed
examples. In particular, we introduce a new interpreta-
tion of solution sets with solutions originating from differ-
ent potentially parameter-dependent function spaces, mo-
tivated by certain graph-spaces which naturally occuring
the Friedrichs’ framework. In the case of multiscale prob-
lems, various spectral methods build upon local approxi-
mation spaces capturing fine-scale behavior. In order to
compute these spaces locally, a localized training method
has been proposed in [Buhr and Smetana,2018] which uses
the compactness of a local transfer operator. We generalize
this approach to Friedrichs’ systems and deduce a criterion
which together with a generalized Caccioppoli-inequality
implies the required compactness. In both settings, numer-
ical results for different application-driven examples will be
shown.
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Solving Elliptic PDEs with a Priori Error Bounds
Using Kernel Methods and the Deep Ritz Ap-
proach

In this contribution, kernel approximations are applied as
ansatz functions within the deep Ritz method to approx-
imate weak solutions of elliptic partial differential equa-
tions with weak enforcement of boundary conditions using
Nitsche’s method. We prove an a priori error estimate for
the approach, in which the error decays with the fill width
of the centers used in the kernel approximation. More-
over, the rate of the decay is determined by the smoothness
of the weak solution. We also describe how to apply the
procedure in practice and give implementational details.
By means of numerical examples, we investigate the per-
formance of the proposed approach and present practical
results that confirm the theoretical findings.
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Time-Dependent Hamiltonian Simulation: Quan-
tum Algorithm and Superconvergence

Simulation of quantum dynamics, emerging as the original
motivation for quantum computers, is widely viewed as one
of the most important applications of a quantum computer.
The task becomes more challenging as the underlying uni-
tary becomes more oscillatory. In such cases, an algorithm

with commutator scaling and a weak dependence, such as
logarithmic, on the derivatives of the Hamiltonian is de-
sired. We introduce a new time-dependent Hamiltonian
simulation algorithm based on the Magnus series expansion
that exhibits both features. Importantly, when applied to
unbounded Hamiltonian simulation in the interaction pic-
ture, we prove that the commutator in the second-order
algorithm leads to a surprising fourth-order superconver-
gence, with an error preconstant independent of the num-
ber of spatial grids. The proof of superconvergence is based
on operator calculus and semiclassical analysis that is of in-
dependent interest.
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Inference of Kernel Parameters for Nonlocal Equa-
tions

Nonlocal equations are characterized by the choice of in-
teraction kernel. Frequently, this kernel is given in terms
of a priori unknown parameters such as the horizon or the
fractional exponent. In this talk, we consider the problem
of parameter inference for nonlocal kernel functions.
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Dynamic Brittle Fracture As a Well Posed Nonlo-
cal Initial Value Problem

A nonlocal model for dynamic damage evolution consisting
of two branches one elastic and the other inelastic is con-
sidered. Evolution from the elastic to the inelastic branch
depends on material strength and is mediated through the
constitutive law relating force to strain. The field theory
is of peridynamic type and also involves a 2 point phase
field that depends on the displacement. The energy for the
model interpolates between elastic energy for small strains
and surface energy for sufficiently large strains that fail the
material. For three dimensional problems with a flat crack,
power balance delivers the crack tip velocity in terms of the
rate of work done by the load and the change in both the
kinetic energy and elastic potential energy of the speci-
men. The fracture energy is the Griffith fracture energy.
Subsequent passage to the limit of vanishing non-locality
in a pre-cracked plate subjected to mode I loading deliv-
ers a sharp fracture evolution that recovers classic dynamic
fracture mechanics. Several numerical examples are given
that illustrate the method.
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A Model-Based Approach for Continuous-Time
Policy Evaluation with Unknown Lvy Process Dy-
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namics

Reinforcement learning (RL) is active branch of machine
learning focused on learning optimal policies to maximize
cumulative rewards through interaction with the environ-
ment. While traditional RL research primarily deals with
Markov decision processes in discrete time and space, we
explore RL in a continuous-time framework, essential for
high-frequency interactions such as stock trading and au-
tonomous driving. Our research introduces a PDE-based
framework for policy evaluation in continuous-time envi-
ronments, where dynamics are modeled by Lvy processes.
We also formulate the Hamilton-Jacobi-Bellman (HJB)
equation for the corresponding stochastic optimal control
problems governed by Lvy dynamics. Our approach in-
cludes two primary components: 1) Estimating parameters
of Lvy processes from observed data, and 2) Evaluating
policies by solving the associated integro-PDEs. In the first
step, we use a fast solver for the fractional Fokker-Planck
equation to accurately approximate transition probabili-
ties. We demonstrate that combining this method with
importance sampling techniques is vital for parameter re-
covery in heavy-tailed data distributions. In the second
step, we offer a theoretical guarantee on the accuracy of
policy evaluation considering modeling error. Our work
establishes a foundation for continuous-time RL in envi-
ronments characterized by complex, heavy-tailed dynam-
ics.
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Nonlocal Constitutive Operator: Discovering Hid-
den Physics from Data

Neural operators, which can act as implicit solution oper-
ators of hidden governing equations, have recently become
popular tools for learning the responses of complex real-
world physical systems. Nevertheless, most neural opera-
tor applications have thus far been data-driven and neglect
the intrinsic preservation of fundamental physical laws and
mathematical guarantees in models. In this work, we in-
troduce a novel integral neural operator architecture called
the Peridynamic Neural Operator (PNO) that learns a non-
local constitutive law from data. This neural operator pro-
vides a forward model in the form of peridynamics, with ob-
jectivity and momentum balance laws automatically guar-
anteed. Additionally, we demonstrate the expressivity, ef-
ficacy, and guarantee of mathematical properties such as
solution uniqueness and existence of our model. To ver-
ify the applicability of our approach, we apply the PNO
in learning a material model and microstructure field from
both synthetic and experimental data sets.
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Multigrid Parallel-in-Time Methods for Nonlinear
Hyperbolic PDE Systems

Sequential time-stepping using only spatial parallelism is
becoming a computational bottleneck because the world’s
largest parallel computers now have millions of parallel
processor cores due to stagnating processor speeds. In
this context, parallelization in time can provide additional
concurrency leading to further speedups. Parallel-in-time
methods have been demonstrated to work well for parabolic
PDEs, but remain a challenge for hyperbolic PDEs. In
this talk, we present new developments for the multigrid
reduction-in-time (MGRIT) parallel-in-time method that
solve nonlinear hyperbolic PDEs and hyperbolic systems
in a small number of iterations with convergence factor in-
dependent of mesh resolution. Crucial ingredients include
modified semi-Lagrangian coarse-grid operators, careful
linearization strategies, and characteristic block precondi-
tioners for systems. Results are presented for linear ad-
vection and linear acoustic systems, and for the nonlinear
Burgers equation, shallow water equations and compress-
ible Euler equations with shocks.
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Fast Multipole Attention for Transformer Neural
Networks

Transformer-based machine learning models have achieved
state-of-the-art performance in many areas. However, the
quadratic complexity of the self-attention mechanism in
Transformer models with respect to the input length hin-
ders the applicability of Transformer-based models to long
sequences. To address this, we present Fast Multipole At-
tention (FMA), a new attention mechanism that uses a
divide-and-conquer strategy to reduce the time and mem-
ory complexity of attention for sequences of length n from
O(n2) to O(n log n) or O(n), while retaining a global re-
ceptive field. The hierarchical approach groups queries,
keys, and values into O(log n) levels of resolution, where
groups at greater distances are increasingly larger in size
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and the weights to compute group quantities are learned.
As such, the interaction between tokens far from each other
is considered in lower resolution in an efficient hierarchical
manner. This multi-level divide-and-conquer strategy is
inspired by fast summation methods from n-body physics
and the Fast Multipole Method.
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MS177

Implicitly Extrapolated Geometric Multigrid for
the Gyrokinetic Poisson Equation in Plasma Ap-
plications

We are interested in the solution of a Poisson-like equation
that arises as part of a 5D coupled problem in the context
of Tokamak plasma simulations. The gyrokinetic Poisson
equation is solved on a large number of poloidal cross sec-
tions of the Tokamak geometry. While these cross sections
can initially be treated as circular domains, it has been
found that deformed geometries offer more realistic and
advantageous results. Geometric multigrid methods tai-
lored for curvilinear coordinates are however less commonly
used. In this presentation, we introduce a specialized geo-
metric multigrid algorithm using optimized line smoothers
to enable parallel scalability. We use a finite difference
discretization of the energy potential of the Poisson equa-
tion, which results in a symmetric matrix and allows for a
matrix-free implementation with low memory usage. Ad-
ditionally, we propose an implicit extrapolation technique
that increases the order of convergence from linear to at
least quadratic order. Finally, we will present scalability
results for our OpenMP implementations of the solver.
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MS177

Near-Optimal Multigrid Preconditioners for
Boundary Control of PDE-Constrained Optimiza-
tion Problems with Reduced Measurements

In this talk we construct and examine multigrid precon-
ditioners (PCMG) for numerically solving boundary con-
trol of elliptic equations when minimizing to measurements
on a lower dimensional manifold. Application-driven ex-
amples include pointwise and (boundary) trace measure-
ments. Using a control-to-state operator the reduced ap-
proach is employed, eliminating the state and adjoint vari-
ables to provide an unconstrained problem when solving
for the Neumann control. We show that PCMG solves the
optimization problem in a near optimal optimal manner
with respect to the discretization, where normally in this

reduced dimension measurement space we expect a lower
order result. Importantly, this ensures PCMG increases
in quality as the mesh is refined, resulting in decreasing
CG iterations for solving the corresponding linear systems
at higher resolutions. Numerical experiments confirm our
results.
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MS178

Scientific Machine Learning in the New Era of Ai:
Foundations, Visualization, and Reasoning

The rapid advancements in artificial intelligence (AI), pro-
pelled by data-centric scaling laws, have significantly trans-
formed our understanding and generation of both vision
and language. However, natural media, such as images,
videos, and languages, represent only a fraction of the
modalities we encounter, leaving much of the physical
world underexplored. We propose that Scientific Machine
Learning (SciML) offers a knowledge-driven framework
that complements data-driven AI, enabling us to better un-
derstand, visualize, and interact with the diverse complexi-
ties of the physical world. In this talk, we will delve into the
cutting-edge intersection of AI and SciML. First, we will
discuss the automation of scientific analysis through multi-
step reasoning grounded with formal languages, paving the
way for more advanced control and interactions in scien-
tific models. Second, we will demonstrate how SciML can
streamline the visualization of intricate geometries, while
also showing how spatial intelligence can be adapted for
more robust SciML modeling. Finally, we will explore how
scaling scientific data can train foundation models that in-
tegrate multiphysics knowledge, thereby enhancing tradi-
tional simulations with a deeper understanding of physical
principles.
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On Diffusion Models for Modeling Spatial-
Temporal Data

TBD
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MS178

WaveCastNet: An Ai-Enabled Wavefield Forecast-
ing Framework for Earthquake Early Warning

Large earthquakes can be destructive and quickly wreak
havoc on a landscape. To mitigate immediate threats, early
warning systems have been developed to provide time to
take precautions and prevent damage. The success of these
systems relies on fast, accurate predictions of ground mo-
tion intensities, which is challenging due to the complex
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physics of earthquakes, wave propagation, and their intri-
cate spatial and temporal interactions. To improve early
warning, we propose a novel framework, WaveCastNet, for
forecasting ground motions from large earthquakes. Wave-
CastNet integrates a novel convolutional Long Expressive
Memory (ConvLEM) model into a sequence to sequence
(seq2seq) forecasting framework to model long-term depen-
dencies and multi-scale patterns in both space and time.
WaveCastNet, which shares weights across spatial and tem-
poral dimensions, requires fewer parameters compared to
more resource-intensive models like transformers and thus,
in turn, reduces inference times. Importantly, WaveCast-
Net also generalizes better than transformer-based models
to different seismic scenarios, including rare and critical sit-
uations with higher magnitude earthquakes. Importantly,
our proposed approach does not require estimating earth-
quake magnitudes and epicenters, which are prone to errors
using conventional approaches; nor does it require empir-
ical ground motion models, which fail to capture strongly
heterogeneous wave propagation effects.
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A Scalable Framework for Learning the Geometry-
Dependent Solution Operators of Partial Differen-
tial Equations

Solving partial differential equations (PDEs) using nu-
merical methods is a ubiquitous task in engineering and
medicine. However, the computational costs can be pro-
hibitively high when many-query evaluations of PDE solu-
tions on multiple geometries are needed. Although artifi-
cial intelligence (AI) focused on learning PDE operators on
a fixed geometry, generic and scalable frameworks that can
alleviate the computational burdens on multiple geometries
are yet to be developed. We aim to address the challenge by
introducing a generic AI framework, DIffeomorphic Map-
ping Operator learNing (DIMON), which allows AI to learn
geometry-dependent solution operators of different types
of PDEs on various geometries. A subnetwork composed
of a rotation-invariant transformer neural network is used
to encode the domain shape with efficacy and efficiency.
We present several examples to demonstrate the perfor-
mance of the framework in learning both static and time-
dependent PDEs on parameterized and non-parameterized
domains; including solving a system of multiscale PDEs
that characterize the electrical propagation on thousands
of personalized heart digital twins. Accurate, efficient, and
scalable, DIMON can reduce the computational costs of so-
lution approximations on multiple geometries from hours
to seconds with significantly less computational resources,
thus ushering in fast prediction of PDE solutions with AI
on multiple geometries, and advancing applying AI in en-
gineering and medicine.

Minglang Yin
Brown University
myin16@jhu.edu

Jiwoo Noh, Ryan Brody
Johns Hopkins University
jnoh10@jh.edu, rbrody2@jhmi.edu

Nicolas Charon
University of Houston
ncharon@central.uh.edu

Lu Lu
Yale University
lu.lu@yale.edu

Mauro Maggioni
Johns Hopkins University
mauromaggionijhu@icloud.com

Natalia A. Trayanova
Johns Hopkins University
Institute for Computational Medicine
ntrayanova@jhu.edu

MS178

State Space Models for Forecasting Time Series

State-space models (SSMs) have recently emerged as a
framework for learning and generating long-range se-
quences. They leverage linear, time-invariant (LTI) sys-
tems to achieve fast and numerically stable training and
inference. Their effectiveness and stability, however, de-
pend heavily on the initialization and parameterization of
the models. In this talk, we analyze these factors and derive
better model designs by studying the LTI systems from a
frequency perspective. We show examples where the math-
ematical understanding of the LTI systems improves the
performance of SSMs on time-series tasks.
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Cornell University
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Least-Squares Neural Network Method for Solving
Scalar Nonlinear Hyperbolic Conservation Laws

Solutions of nonlinear scalar hyperbolic conservation laws
(HCLs) are often discontinuous due to shock formation;
moreover, locations of shocks are a priori unknown. This
presents a great challenge for traditional numerical meth-
ods because most of them are based on continuous or dis-
continuous piecewise polynomials on fixed meshes. By us-
ing neural network (NN) as the class of approximating
functions, recently we proposed a space-time least-squares
neural network (LSNN) method. The method shows a
great potential to sharply capture shock without oscilla-
tion, overshooting, or smearing. In this talk, we will give a
brief introduction of NN as a class of approximating func-
tions with moving meshes and use a simple example to
show why the NN is superior to piecewise polynomials on
fixed meshes when approximating discontinuous functions
with unknown interface. We will then describe the LSNN
method and discuss its pros and cons and related open
problems.
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Galerkin Neural Network Approximation of
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Parameter-Dependent PDEs

We present preliminary results using Galerkin Neural Net-
works to approximate solutions to parameter-dependent
PDEs and contrast our approach with the classical fi-
nite element reduced basis method. Our study proposes
new parametric continuity results for second-order elliptic
equations from which we obtain robust error estimators
that inform an adaptive solution strategy. We numerically
demonstrate robustness of these estimators and study con-
vergence rates for problems with highly oscillatory param-
eters and other features that are challenging for traditional
approaches.
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Efficient Kernel Surrogates for Neural Network-
based Regression

Despite their promise in performing a variety of learning
tasks, a theoretical understanding of the effectiveness of
Deep Neural Networks (DNNs) has so far proven elusive,
partly due to the difficulties inherent in studying their gen-
eralization properties on unseen datasets. Recent work has
shown that randomly initialized DNNs in the infinite width
limit converge to kernel machines relying on a Neural Tan-
gent Kernel (NTK) with known closed forms. This sug-
gests, and experiments corroborate, that empirical kernel
machines can also act as surrogates for finite width DNNs.
The computational cost of assembling the full NTK, how-
ever, makes this approach practically infeasible. In this
talk, we will discuss the performance of the Conjugate Ker-
nel (CK), a low-cost approximation to the NTK. For the
regression problem of smooth functions and classification
using logistic regression, we shall show that the CK per-
formance is only marginally worse than that of the NTK
and, in certain cases, much superior. In particular, we will
present bounds for the relative test losses, verify them with
numerical tests, and identify the regularity of the kernel as
the key determinant of performance. In addition to provid-
ing a theoretical grounding for using CKs instead of NTKs,
our framework suggests a recipe for improving DNN accu-
racy inexpensively. We present demonstrations of this on
the foundation model GPT-2 and physics-informed opera-
tor networks.
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Tensor Neural Networks for Steady Fokker-Planck
Equations in High Dimensions

We solve high-dimensional steady-state Fokker-Planck
equations on the whole space by using a sum of ten-
sor products of one-dimensional feedforward networks or
a linear combination of several selected radial basis func-
tions. These networks allow us to efficiently exploit auto-
differentiation in major Python packages while using radial
basis functions can fully avoid auto-differentiation, which
is rather expensive in high dimensions. We then use the
physics-informed neural networks and stochastic gradient
descent methods to learn the tensor networks. One essen-
tial step is to determine a proper numerical support for
the Fokker-Planck equation. We demonstrate numerically
that the tensor neural networks in physics-informed ma-
chine learning are efficient for steady-state Fokker-Planck
equations from two to ten dimensions.
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MS180

Variational Time-Implicit Schemes for Wasserstein
Gradient Flow and Reaction-Diffusion Systems

We design and compute first-order implicit-in-time vari-
ational schemes with high-order spatial discretization for
initial value gradient flows in generalized optimal transport
metric spaces. We first review some examples of gradient
flows in generalized optimal transport spaces from the On-
sager principle. We then use a one-step time relaxation
optimization problem for time-implicit schemes, namely
generalized Jordan-Kinderlehrer-Otto schemes. Their min-
imizing systems satisfy implicit-in-time schemes for initial
value gradient flows with first-order time accuracy. We
adopt the first-order optimization scheme ALG2 (Aug-
mented Lagrangian method) and high-order finite element
methods in spatial discretization to compute the one-step
optimization problem. This allows us to derive the implicit-
in-time update of initial value gradient flows iteratively.
The proposed method is unconditionally stable for convex
cases. Numerical examples are presented to demonstrate
the effectiveness of the methods in two-dimensional PDEs,
including Wasserstein gradient flows, Fisher–Kolmogorov-
Petrovskii-Piskunov equation, and two and four species re-
versible reaction-diffusion systems. This is a joint work
with Stanley Osher from UCLA and Wuchen Li from U.
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South Carolina.
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A High-Order Bounds-Preserving Numerical
Scheme for the Cahn-Hilliard-Navier-Stokes
Equations with the Logarithmic Potential

A high order numerical method is developed for solving
the Cahn-Hilliard-Navier-Stokes equations with the Flory-
Huggins potential. The scheme is based on the Qk finite el-
ement with mass lumping on rectangular grids, the second-
order convex splitting method and the pressure correction
method. The unique solvability, unconditional stability,
and bound-preserving properties are rigorously established.
The key for bound-preservation is the discrete L1 estimate
of the singular potential.
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Efficient Numerical Schemes for Multi Component
Mixtures of Fluids
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Edge-Preserving Multilevel Methods

We present wavelet-based multilevel methods for recover-
ing edge information in signal restoration. At each level,
we solve a total variation regularized problem, which we
solve by an iterative reweighting least square approach.
We present numerical examples that show the effectiveness
of these proposed methods.
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Analysis of Elliptic Transmission Problems with
Sign-Changing Coefficients Using the Least
Squares Finite Element Method

In the electromagnetic field, certain semiconductor mate-
rials or metals may exhibit negative dielectric constants
within specific frequency ranges. This phenomenon al-
ters the sign of the coefficients in the elliptic transmission
problem. We examine elliptic transmission problems with
potentially sign-changing coefficients. Traditional solution

methods impose symmetrical restrictions on the grid; how-
ever, we employ the least squares finite element method
to circumvent these grid restrictions and perform a priori
error estimation. Numerical experiments confirm the ac-
curacy of our analysis.
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Rough Feature Estimation and Heavy-Tailed Pri-
ors

We consider using Markovian alpha-stable and Student’s
t random field priors for Bayesian inversion. These are
heavy-tailed prior models, which implicates that the pos-
terior turns out to be high-dimensional, multimodal and
heavy-tailed. The benefit of such prior models is that
they promote Bayesian inversion with different smooth-
ness properties, that is, you can construct simultaneously
smooth and rough features. Sampling and getting estima-
tors from the resulting posterior distributions requires care.
We review some basic techniques based on MCMC, HMC,
variational Bayes and optimisation literature for getting
estimators with fast enough computation times. As nu-
merical examples, we demonstrate the applicability of the
proposed models and method for synthetic and X-ray to-
mography problems, and real-world imaging in industry.
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Sparsity Promoting Eeg Source Localization with
Time and Spatial Regularization for Large-Scale
Datasets

Source localization is crucial for interpreting electroen-
cephalograms and requires solving large and extremely ill-
posed inverse problems. As standard approaches are in-
tractable for such large dynamic datasets at scale, we pro-
pose a source localization procedure utilizing sparsity pro-
moting spatial and temporal regularization and use novel
computationally efficient variable projected augmented La-
grangian methods for its solution. We compare perfor-
mance of these methods to standard solvers and demon-
strate the utility of our novel methods for extremely
large dynamic source localization problems where standard
methods cannot be used.
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Accessible HPC Using Julia

Developing scientific code that makes use of modern HPC
systems is crucial for addressing some of society’s most
pressing challenges (ranging from climate modeling, to ana-
lyzing novel therapeutics). However, writing code to make
use of HPC architectures requires specialized knowledge,
impeding rapid exploration, and preventing researchers not
familiar with HPC from contributing their expertise. Yet,
a common critique of high-level languages such as Python,
R, and Matlab is that they often ”get in the way” of com-
puting experts who want low-level control over hardware.
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Here we demonstrate how the Julia language can be used
to develop HPC workflows without needing a low-level un-
derstanding of HPC hardware, while still allowing comput-
ing experts low-level control over the underlying hardware.
Furthermore, we show how the Julia language is uniquely
capable of allowing both HPC experts, and scientists to
reuse each other’s code – making HPC accessible to a broad
community.
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JACC: A Julia Package for HPC Meta-
Programming and Performance Portability

In this work we present Julia ACCelerated or JACC which
is a package in the Julia language aimed at providing pro-
gramming productivity and performance portability for
users developing HPC based applications in Julia. JACC
provides a unified frontend layer on top of different back-
ends available in Julia like CPU and GPUs (CUDA, HIP
and oneAPI). As a result, the user can use the same code
to run on multiple backends. This improves the program-
ming productivity along with providing performance porta-
bility. We test this near zero overhead model on multiple
key kernels that are used in applications like lattice Boltz-
mann, the Gray-Scott model as well as the conjugate gra-
dient method. Moreover, we will also demonstrate other
capabilities in JACC like JACC.BLAS, JACC.shared and
JACC.multi.
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Automating Heterogeneous Parallelism in Julias
Sciml Ecosystem

Julia’s SciML is an ecosystem similar to SciPy or MAT-
LABs built-in numerical solver libraries in that it provides
the standard numerical solvers for the Julia ecosystem. Ev-
erything from ODE solvers, nonlinear solvers, optimization
routines, and more are provided with one common inter-
face. Something that makes the Julia ecosystem stand out
is its direct compatibility with machine learning and its
deep integration with GPUs. In this talk we will focus on
the latter, showcasing how the SciML stack employs var-
ious GPU toolsets to automate the process of translating
a complex CPU-based model to a GPU-based model. We
will discuss the way that this differs from standard machine
learning frameworks, why it achieves 20x-100x acceleration
over PyTorch and Jax for ODE solvers, and some of the
ongoing efforts being taken to accelerate small optimiza-
tion problems which traditionally have not been able to
use parallelism.
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Portable Differentiation using Enzyme

Enzyme is an automatic differentiation tool for differenti-
ating the LLVM IR language. With Julia relying on LLVM
as a compiler backend, Enzyme is a natural fit to serve as a
highly optimized and flexible generator of derivative code
for computational simulation kernels. We go over the cur-
rent status of Enzymes Julia support through Enzyme.jl,
future plans, and a demo of a simplified implementation of
the Burgers equations.
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A Space-Time DPG Finite Element Formulation
for Pulsed Laser Propagation

In this talk, we propose a modified non-linear schrödinger
equation for modeling pulse propagation in optical waveg-
uides. The proposed model bifurcates into a system of
elliptic and hyperbolic equations depending on wave-guide
parameters. The proposed model leads to a stable first-
order system of equations. As a stable first-order sys-
tem of equations, this model distinguishes itself from the
canonical nonlinear schrödinger equation. We have em-
ployed the space-time discontinuous Petrov-Galerkin finite
element method to discretize the modified system of equa-
tions. Here, we present stability analysis for both the ellip-
tic and hyperbolic systems of equations. We demonstrate
the stability of the proposed model using several numerical
examples on space-time meshes.
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High-Order Biorthogonal Functions in H(div) and
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H(curl)

It is well known that finite element basis functions based
on orthogonal polynomials yield in better condition num-
bers. Not only is this possible for H1, but also for the
whole de-Rham complex, including H(Div) and H(Curl).
In this talk, we will present a biorthogonal basis of each
space in the de-Rham complex. Each basis leads to sparse
projection operators, which enables us to project from high
order finite element spaces to a different high order space
optimally. Furthermore, we will present an example of this
using a high order variant of the auxiliary space precondi-
tioner by Hipmair and Xu (2007).
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Performance and Scalability of Lower-Order Re-
fined Preconditioning for Spectral/hp Element
Methods for Complex, 3D Geometries

The iterative solution of higher-order spectral/hp element
methods for simulating high Reynolds (Re) number incom-
pressible flows around complex, 3D industrial geometries is
limited due to the computational costs involved. Recently,
an efficient preconditioning technique called the Lower-
Order Refined (LOR) preconditioner is introduced within
the incompressible Navier-Stokes (IncNS) equations solver
of the open-source spectral/hp element method framework
Nektar++. LOR uses a spectrally equivalent, lower-order
(P=1) discretisation to precondition the high-order prob-
lem and is often combined with the algebraic multigrid
(AMG) method to solve the resulting lower-order problem.
The current work presents the application of the LOR pre-
conditioner for large-scale 3D industrial problems in race-
car aerodynamics. The algorithm’s iterative performance
and parallel scalability are analysed on CPU architectures
by testing problems as large as 108 degrees of freedom on
processor counts ranging to 104. The memory footprint of
this preconditioner is evaluated, and the performance bot-
tlenecks are identified by profiling the various sub-routines
of the algorithm. The application regime for the AMG
method is understood for solving the lower-order problem,
and the best hyperparameters and coarse grid sizing are
determined.
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A P -Adaptive Hermite Method for Electromag-
netic Waves in Nonlinear Optical Media

High-order Hermite methods are especially well-suited for
linear hyperbolic problems and rely on a Hermite interpola-
tion procedure in space and a local time-stepping method
to evolve the data in time. Dissipative and conservative
Hermite methods of arbitrary order have been developed
for Maxwells equations in linear dispersive media described
by generalized Lorentz models. The dissipative Hermite
method evolves the spatial derivatives of the electromag-
netic fields through order m to achieve a 2m+1 rate of con-
vergence. Remarkably, the stability condition depends only
on the maximum wave speed and is independent of the or-
der. In this talk, we propose a dissipative Hermite method
for nonlinear optics problems. We consider Kerr-type non-
linear media modeled by Maxwells equations with auxiliary
differential equations describing the linear and nonlinear
responses of the underlying media. The method relies on
a recursion relation for the system of ordinary differential
equations required to evolve the Hermite polynomial co-
efficients in time. The fifth-order Runge-Kutta method is
used as the local time-stepping method. The approach is
free of any nonlinear algebraic solver and requires solving
small local linear systems of equations, where the dimen-
sion is independent of the order. Moreover, p-adaptivity is
straightforward in this framework. Numerical examples in
1-D and 2-D are performed and the expected convergence
order is observed for reasonable values of m.
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Subspace and auxiliary space solvers for high-order
interior penalty discretizations in H(div)

Pressure-robust discretizations of the Stokes and incom-
pressible Navier–Stokes equations can be obtained using
H(div)-conforming finite element spaces for the velocity
approximation, together with interior penalty discontinu-
ous Galerkin discretizations of the Laplacian. We develop
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auxiliary space and subspace correction preconditioners for
these interior penalty discretizations that are robust with
respect to discretization parameters, including mesh size
and polynomial degree. The preconditioners reduce the
problem to standard H1-conforming problems, which can
be treated using a large number of standard precondition-
ers, including highly scalable algebraic multigrid methods.
The extension to coupled Stokes systems is performed by
way of standard block preconditioners.
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A Low-Complexity Data-Driven Algorithm in Re-
alizing True Time-Delay Beamformers

Beamforming enhances link capacity in millimeter-wave
MIMO communication systems by leveraging spatial mul-
tiplexing and multiple propagation paths. A Butler ma-
trix is a beamforming network designed to optimize phased
arrays of antenna elements through FFT beams. How-
ever, the wideband FFT beams depend on frequency an-
gles and are prone to the beam squint problem. Thus, to
answer the challenges posed by the beam squint problem,
we propose implementing a true-time delays-based wide-
band multibeam approach via the delay Vandermonde ma-
trix (DVM). We introduce a structured neural network to
realize multi-beam beamformers via the DVM structure.
We learn weights within the neural network that adhere
to the DVM structure. We also utilize sparse submatri-
ces based on the DVM factorization to efficiently minimize
space and computational complexities in the network. Fi-
nally, we show that our structure-imposed neural network
achieves a low complexity and accurate performance in re-
alizing multi-beam beamformers, surpassing the capabili-
ties of conventional neural networks. This is a joint work
with Hansaka Aluvihare, Arjuna Madanayake, and Xianqi
Li. This work was supported by the National Science Foun-
dation award numbers 2229473 and 2229471.
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Inner Product Free Krylov Subspace Methods for
Large Scale Inverse Problems

We describe new Krylov subspace methods for solving
large-scale linear inverse problems. The approach is a mod-
ification of the Hessenberg iterative algorithm that is based
on an LU factorization and is therefore referred to as the
least squares LU (LSLU) method. We also discuss how to
incorporate Tikhonov regularization in an efficient hybrid
manner. Theoretical findings and numerical results show
that LSLU and the hybrid approach can be effective in
solving large-scale inverse problems without requiring any
inner products, and have comparable performance with ex-
isting iterative projection methods. This is a joint work
with Ariana Brown, Julianne Chung, and Malena Sabate
Landman.
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Fast Converting Iterative Multiscale Mixed Meth-
ods

Linear solvers for subsurface flow problems based on mul-
tiscale mixed methods have been recently studied and are
naturally parallelizable in multi-core computers. They can
handle efficiently the solution of large problems in very
heterogeneous formations of interest to the industry. Effi-
ciency in the numerical solutions is dictated by the choice
of selected interface spaces: the smaller the dimension of
these spaces, the better, in the sense that fewer multiscale
basis functions need to be computed and smaller interface
linear systems need to be solved. Thus, in the solution of
large computational problems, it is desirable to work with
piecewise constant or linear polynomials. In these cases,
it is well known that the flux accuracy, when computed in
terms of fine grid solutions, is of the order of 10−1. In this
work, we focus on the development of a practical, efficient,
and accurate solver for large problems. We consider sub-
domains with small overlapping regions, and we introduce
the concept of a smoothing step, to handle small-scale er-
rors in the multiscale solution. Additionally, we introduce
novel informed spaces for calculating multiscale basis func-
tions and develop an iterative method. Several numerical
studies are presented to illustrate the very fast convergence
of the new iterative solver. We consider a problem with an
analytical solution followed by a study of two-dimensional
solutions of several layers of the permeability field of the
SPE 10 project.
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High Order Entropy Stable Methods for Blood
Flow Simulations

The blood flow equations are a 1D nonlinear hyperbolic
system which serves as a reduced model of arterial blood
flow. We are interested in constructing entropy stable dis-
continuous Galerkin (DG) methods for this system, which
enforce a semi-discrete cell entropy inequality while retain-
ing high order accuracy. An entropy stable method for the
blood flow equations was introduced by Bürger, Valbuena,
and Vega [(2023). Numer. Methods Partial Differ. Eq..
39, 24912509] using primitive variables. We propose an en-
tropy stable DG method for the blood flow equations based
on conservative variables, based on a new condition for en-
tropy stability introduced in Chan, Shukla, et al. [(2024).
Journal of Computational Physics, 112876] that eases the
analysis of non-conservative terms in the 1D blood flow
equations.
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Simulation-Guided Design of Congenital Aortic
Valve Repair

Congenital heart defects affect approximately one in every
hundred births and are the leading cause of infant mor-
tality in the United States. Despite successes in surgical
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treatment, suboptimal outcomes remain common. Surgical
treatment of complex, rare congenital heart valve defects
typically follows an empirical, retrospective, “guess and
check’ approach. Simulation-guided design tools provide a
flexible, controllable and efficient means to address the clin-
ical need to predict optimal surgical repairs. This talk will
present new methods for fluid-structure interaction simu-
lations of heart valves and their surgical treatment. In a
novel, nearly first-principles method for model generation
called design-based elasticity, a system of partial differen-
tial equations representing the mechanical equilibrium of
the valve under pressure is derived. The solution of these
equations, via tuning parameters and boundary conditions,
is designed to represent the predicted loaded configuration
of the valve. A full model is then constructed from the
loaded configuration. In fluid-structure interaction simula-
tions, these models are highly effective, producing realistic
flows under physiological pressures over multiple cardiac
cycles. I will then discuss simulation-guided design of sur-
gical bicuspidization of the aortic valve, a repair technique
for severe congenital aortic pathology, and preliminary re-
sults on in vitro validation and clinical translation to sur-
gical practice.
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Modeling Supraventricular Tachycardia Using Dy-
namic Computer-Generated Left Atrium

Supraventricular Tachycardia (SVT) occurs when the
heart’s atria beat rapidly or irregularly compared to the
ventricles. Although not immediately fatal, this dishar-
mony contributes to strokes, heart attacks, and heart fail-
ure. Catheter ablation is the primary treatment, wherein
an electrophysiologist creates a 3D heart map, guiding a
catheter to burn aberrant tissue with RF energy. Despite
advances, gaps persist in understanding SVT triggers and
optimal ablation sites, especially in cases like atrial fibril-
lation (AF). To address these gaps, our team has created
a model of the left atrium that beats in real time and is
adjustable down to the level of individual muscles. Users
can implement ablation strategies on our digital twin to
quickly gain insights outside of the operating room. Pa-
tient data can be imported directly from a CT scan and
electro-cardial mapping. This approach accelerates SVT
comprehension without endangering lives. Our work holds

life-saving potential that could revolutionize cardiac care.
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Bayesian Learning of Canonical Realizations in Lin-
ear Time-invariant Dynamical Systems

Understanding and predicting the behavior of dynamical
systems given partial observations remains a significant
challenge across various disciplines. We present a frame-
work that integrates analytical approaches for dimensional
reduction with a Bayesian approach for uncertainty quan-
tification, specifically designed to exploit invariances in the
representation of the dynamics and in the data. Our focus
is on systems observed over time, where the data are noisy
and modeled by an observation function that provides only
incomplete information about the system state. This setup
frequently produces sparse or redundant data, along with
aspects of the dynamics that are not identifiable, compli-
cating the inference process. To address these issues, our
approach employs reduction techniques that simplify the
representation of the data while preserving the essential,
observable dynamics of the system. This is achieved by
performing inference for canonical forms of the dynamics,
which streamline the complexity of the system without los-
ing critical information. By casting this inference problem
in the Bayesian setting, we naturally quantify the (depen-
dent) uncertainties of the noise model, transition opera-
tor, observation function, and other internal parameters of
the dynamics that are not directly observable. We first
demonstrate our approach in the setting of linear time-
invariant systems, and then discuss extensions to more gen-
eral classes of dynamics.
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A Dynamic Network Model for Thermally-Driven
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Reactive Transport Near Chemical Equilibrium

Predicting the fluid, thermal, and solutal transport in an
evolving complex network of pores requires a fundamental
description of the transport processes and their coupling to
the underlying reaction chemistry. To tackle the dynamics
under various competing timescales (chemical, advective,
thermal and mass diffusive) and solution-coupled bound-
ary conditions, we perform a small-amplitude perturba-
tion analysis on the leading-order equations derived from
an existing first-principle model [Tilley et. al. 2021]. In
network edges, we obtain a spectral decomposition of tem-
perature and species transport near chemical equilibrium.
By imposing flux conservation laws at network vertices via
a weakly nonlinear analysis, we close the network model by
describing the time evolution of temperature and species
at interior vertices. This work introduces a general ap-
proach to pore network modeling with PDE dynamics near
equilibrium and provides a firm analytical background for
adaptation to nonlinear dynamics.
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A Digital Twin for Real Time Bayesian Inference
and Prediction of Tsunamis

Hessian-based algorithms for the solution to Bayesian
inverse problems typically require many actions of the
Hessian matrix on a vector. For problems with high-
dimensional parameter fields or expensive-to-evaluate for-
ward operators, a direct approach is often computationally
intractable, especially in the context of real-time inversion.
One way to overcome the computational bottleneck of Hes-
sian matrix-vector multiplications in these large-scale in-
verse problems is to exploit the structure of the underlying
operators. A particular class of operators for which we can
exploit the structure very effectively are those representing
autonomous systems. The evolution of such systems with
respect to any given input may depend on the system’s
current state but does not explicitly depend on the inde-
pendent variable (e.g., time). We present a scalable and
computationally efficient approach for Bayesian inversion
of problems involving autonomous systems. Our approach
splits the computation into a precomputation (”offline”)
phase and a real-time inversion (”online”) phase. Contrary
to other methods, this approach does not employ a lower-
fidelity approximation but instead uses the full discretiza-
tion obtained from the PDE-based model. The method is
applied to a real-time tsunami Bayesian inverse problem
involving a time-invariant dynamical system. Scalability
and efficiency of the implementation are demonstrated for
state-of-the-art GPU-accelerated compute architectures.
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A Goal-Oriented Quadratic Latent Dynamic Net-
work Surrogate Model for Parameterized Systems

In this work, we develop a goal-oriented surrogate model
for time-dependent systems with parameterized inputs us-
ing a latent dynamics network. Motivated by the success
of quadratic operator inference, we employ quadratic oper-
ators for both the latent and reconstruction models. Com-
pared to the traditional proper orthogonal decomposition-
based operator inference approach, our latent dynamics
model automatically discovers the hidden quadratic man-
ifold that best approximates the evolution of the quanti-
ties of interest, as well as the underlying dynamical rela-
tionship between the parameterized inputs and outputs.
We further impose a stability constraint on our model,
motivated by a Lyapunov-function-based stability analy-
sis of the underlying dynamics. Additionally, we introduce
an eigenvalue penalization term in the optimization pro-
cess to enhance stability, yielding a quadratic dynamical
model with a generalized negative definite linear term. We
demonstrate our approach on an unsteady incompressible
Navier-Stokes flow problem: vortex shedding from a cylin-
der with a random inflow field. Numerical results confirm
that our surrogate, which maps the random inflow field to
several outputs including lift and drag, achieves both high
approximation accuracy and stability.
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Deep Learning Framework for History Matching
CO2 Storage with 4D Seismic and Monitoring Well
Data

Geological carbon storage entails the injection of mega-
tonnes of CO2 into subsurface formations. The proper-
ties of these formations are usually highly uncertain, which
makes management of large-scale storage operations chal-
lenging. In this paper we introduce a history matching
strategy that enables the calibration of formation proper-
ties based on early-time observations. Our framework in-
volves two fit-for-purpose deep learning surrogate models
that provide predictions for in-situ monitoring well data
and interpreted 4D seismic saturation data. These two
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types of data are at very different scales of resolution, so
we construct separate, specialized deep learning networks
for their prediction. This approach is more straightfor-
ward and efficient than training a single surrogate that
provides global high-fidelity predictions. The deep learn-
ing models are integrated into a hierarchical Markov chain
Monte Carlo (MCMC) history matching procedure. His-
tory matching is performed on a synthetic case with and
without 4D seismic data, which allows us to quantify the
impact of 4D seismic on uncertainty reduction. The use
of both data types is shown to provide substantial uncer-
tainty reduction in key geomodel parameters and to enable
accurate predictions of CO2 plume dynamics. The overall
history matching framework developed in this study repre-
sents an efficient way to integrate multiple data types and
to assess the impact of each on uncertainty reduction and
performance predictions.
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The Challenges of Using Machine Learning in
Weather Models

In this presentation, we will review existing and emerg-
ing machine learning practices used in atmospheric mod-
els. We will highlight the rationale behind the adoption of
specific numerical strategies, examine the reasons why oth-
ers have been set aside, and introduce new ideas for future
research directions.
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Ensembling for Hierarchical Deep Learned Time-
Steppers

Dynamical systems play a crucial role in scientific comput-
ing, providing valuable insights into the behavior of com-
plex physical systems. However, many current methods
rely on governing equations and exhibit numerical stiffness,
especially in multiscale dynamics. One promising approach
involves the use of a multiscale timestepper. This paper
proposes expanding the timestepper to consider an ensem-
ble of all possible paths. This method offers improved per-
formance on datasets with limited data or noise. By lever-
aging the versatility of a multiscale timestepper and incor-
porating ensemble-based techniques, our approach offers a
more robust and accurate framework for modeling dynam-
ical systems in scientific computing. Additionally, it pro-
vides a means to estimate the uncertainty of predictions,
enhancing the reliability of computational simulations.
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The Many Faces of Exponential Integration

In this talk we will discuss several ways in which the ideas
of exponential integration can be used to construct efficient
schemes for stiff systems of differential equations. We will
present a new framework to develop and to analyze new
class of schemes we call stiffness resilient methods. Pre-
viously proposed exponential integrators are typically de-
rived using either classical or stiff order conditions. These
order conditions are complex and difficult to solve to con-
struct high order schemes. Classically derived methods can
also suffer from the order reduction phenomenon. The new
φ-order conditions we propose allow greatly simplify con-
struction of exponential methods with favorable properties.
The structure of the error of these methods is designed to
prevent order reduction for many important stiff problems.
At the same time stiffness resilient schemes are easy to de-
rive using our proposed approach. In addition, we will dis-
cuss applying exponential integration to problems in fields
such as plasma physics and weather prediction. We will
discuss how special exponential-type methods can be con-
structed to take advantage of the structure of the problem
to further improve efficiency of the time integration.
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Achieving Non-Linear Temporal Stability Using
Projection Runge-Kutta Methods

Many physical systems yield measurable quantities that
either remain constant or evolve monotonically over time.
Examples of such behaviour include explicitly conserved
quantities, such as mass, momentum, and energy, or im-
plicitly conserved quantities such as entropy in the com-
pressible Euler equations with smooth solutions. When
solving these Partial Differential Equations (PDEs) nu-
merically, an important indicator of the quality of the
numerical solution is preserving physical conservation of
these parameter. In the current work we will present a
framework for Quasi-Orthogonal Runge-Kutta Projection
Methods (QORK). These allow for conservation of auxil-
iary variables, such as general forms of energies or entropy,
through a projection operation at the end of each time step.
These projects are designed to preserve order of accuracy,
efficiency, and non-linear stability. Validation will be per-
formed for a range of ODE and PDE systems verifying
analytical proofs of the above properties.
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Multi-Tensor AI/ML Uniquely Able to Discover
and Validate Actionable and Mechanistically Inter-
pretable Predictors from Noisy and Small-Cohort
High-Dimensional Multi-Omic Clinical Data

Prediction in medicine remains limited. The entire multi-
ome affects disease. And, unlike typical AI/ML, e.g., neu-
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ral networks and deep learning, our multi-tensor AI/ML
is uniquely able to discover and validate predictors from
multi-omic clinical data. We demonstrated the quan-
tum mechanics-based algorithms, i.e., the multi-tensor
comparative spectral decompositions, in the discovery
and validation of predictors in, e.g., brain, lung, nerve,
ovarian, and uterine cancers [doi: 10.1063/1.5142559,
10.1063/1.5099268]. The algorithms identified the pre-
dictors repeatedly, in federated and imbalanced public
datasets from as few as 50100 patients, showing that the
algorithms are batch- and demographics-agnostic, and the
predictors are actionable in the general population. The
glioblastoma (GBM) brain cancer predictor, the first to
encompass the whole genome, was additionally prospec-
tively and retrospectively experimentally validated to be
the most accurate and precise predictor of survival and
response to treatment. All other attempts to associate a
GBM tumors DNA copy numbers with the patients out-
come failed, establishing that the algorithms find what
all others miss, and the predictors outperform all others
where they exist. Here, we introduce a unified frame-
work for the algorithms [doi: 10.1145/3624062.3624078,
10.1073/pnas.0509033102, 10.1073/pnas.0530258100]. We
also present recent experiments validating the mechanistic
interpretability of the predictors.
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The Multilinear Generalized Singular Value De-
composition (ML-GSVD) and Its Applications in
Wireless Communications

In this talk, we introduce a new Multilinear General-
ized Singular Value Decomposition (ML-GSVD) for two
or more matrices with one common dimension. The ML-
GSVD extends the Generalized Singular Value decomposi-
tion (GSVD) of two matrices to higher orders. The pro-
posed decomposition allows us to jointly factorize a set
of matrices with one common dimension. In compari-
son with other approaches that extend the GSVD, the
ML-GSVD preserves the essential properties of the orig-
inal (matrix-based) GSVD, such as the orthogonality of
the second-mode factor matrices as well as the subspace
structure of the third-mode factor matrices. Moreover, we
introduce an ALS-based algorithm to compute the ML-
GSVD, which has been inspired by techniques to compute
the PARAFAC2 decomposition. Furthermore, we present
applications of the ML-GSVD in MIMO wireless commu-
nication systems. In particular, we will discuss multi-user
MIMO broadcast systems with rate splitting at the trans-
mitter. To this end, we show how the GSVD (for two users)
and the ML-GSVD (for K > 2 users) can be used to de-
fine the number of common and private streams and how
to adjust the message split. In this case, the use of the

ML-GSVD simplifies the resource allocation and schedul-
ing tasks significantly, since the common messages should
be transmitted to selected groups of users where the selec-
tion of these groups depends on the current channel con-
ditions.
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Tubal Quasi Tensor Algebra In Hilbert Spaces

In the past two decades, the study matrix mimetic ten-
sor algebra has rapidly expanded, with applications in sig-
nal processing, medical imaging, time-series analysis, and
more. These methods consider a third order tensor as a ma-
trix of tubes (real valued vectors oriented inwards), which
is further equipped with a binary multiplication operation
making it a ring. In this talk, I will define and consider
tubal quasitensors, which are matrices whose entries are
tubes that belong to an infinite dimensional vector space.
Motivated by applications in signal processing and func-
tional data analysis, where the input data are elements in
some functions space, we explore the structure of tubal qu-
asitensors over separable Hilbert spaces. Once a binary
multiplication of tubes is defined, we construct an induced
operator algebra, and demonstrate the construction of a
C*-algebra and Hilbert C*-modules over a commutative *-
ring of bounded linear operators on the Hilbert space. The
main result is the construction of a matrix mimetic SVD
for tubal quasitensors, analogous to the star-M SVD for
finite dimensional tubal tensors. We discuss applications
in multiway signal representation and time series annota-
tion. Moreover, the construction provides an elucidating
view of the compressibility of input data by means of their
modulus of continuity, thus providing a new perspective
on the choice of M-transform in both the finite and infinite
dimensional cases.
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Mapping the Progression to Malignancy in Ovarian
Cancer Using Tensor Factorizations

Advances in factorization methods have allowed the sys-
tematic examination of data represented as a higher-order
tensor. Studies applying these methods to biological data
have shown them to capture features omitted by other
methods while remaining robust to variations in data
provenance and other experimental factors. Recently, these
methods have been extended to model serial measurements
(e.g. time series) by using factorizations with respect to the
discrete cosine transform (DCT-II). We leverage the time
progression modeling capability of TCAM, a novel factor-
ization method, to explore the precancer and early can-
cer process in ovarian cancer proteomics datasets. Ovarian
cancer remains one of the cancers with ineffective screening
protocols, and the majority of the cases are still diagnosed
at advanced stages of the disease. The biology of the early
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stages of ovarian cancer is currently being established, and
many of the mechanisms in the onset of malignancy re-
main unknown. Our analysis of proteomics datasets with
healthy, precancer, and cancerous stages of disease in indi-
viduals found both established and novel genes implicated
in the onset of malignancy. We discuss our methodology
for examining single-cell datasets, the significance of our
findings, and we give recommendations on using heteroge-
neous data sources. Finally, we explore the use of trans-
forms other than discrete cosine and discuss experiments
in transform selection.
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Sample Efficient Algorithms for Stochastic Opti-
mization

Risk-aware stochastic optimization problems arise in a
wide range of applications, including engineering design,
optimal control, and machine learning. The scale, compu-
tational cost, and complexity of these models often make
classical optimization techniques impractical. To overcome
these challenges, we have developed novel optimization
methods that are both efficient and scalable, as well as well-
suited for distributed computing implementations. Our
methods utilize adaptive sampling strategies to progres-
sively improve the accuracy of step computations, ensur-
ing both computational efficiency and scalability. Further-
more, they incorporate second-order information by lever-
aging the inherent stochasticity of the problem. We estab-
lish global convergence rates and demonstrate that these
algorithms achieve optimal worst-case iteration and sample
complexity bounds. Finally, we showcase the effectiveness
of our algorithms through their application to large-scale
machine learning models.
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Reduced Sample Complexity in Scenario-Based
Control System Design via Constraint Scaling

The scenario approach is widely used in robust control
system design and chance-constrained optimization, main-
taining convexity without requiring assumptions about the
probability distribution of uncertain parameters. How-
ever, the approach can demand large sample sizes, mak-
ing it intractable for safety-critical applications that re-
quire very low levels of constraint violation. To address
this challenge, we propose a novel yet simple constraint
scaling method, inspired by large deviations theory. Under
mild nonparametric conditions on the underlying probabil-
ity distribution, we show that our method yields an expo-
nential reduction in sample size requirements for bilinear
constraints with low violation levels compared to the clas-
sical approach, thereby significantly improving computa-
tional tractability. Numerical experiments on robust pole

assignment problems support our theoretical findings.
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Rare Event Probability Estimation in Com-
plex High-dimensional Spaces Through a Novel
Gradient-free Inverse Importance Sampling
Scheme

This work presents a novel gradient-free importance
sampling-based framework for estimating rare event prob-
abilities, building on our foundational Approximate Sam-
pling Target with Post-processing Adjustment (ASTPA)
approach. ASTPA uniquely constructs and directly sam-
ples an unnormalized target distribution, relaxing the op-
timal importance sampling distribution (ISD). The targets
normalizing constant is then estimated using our inverse
importance sampling (IIS) scheme, employing an ISD fitted
based on the obtained samples. In this work, a gradient-
free sampling method within ASTPA is developed through
a guided dimension-robust preconditioned Crank-Nicolson
(pCN) algorithm. To boost the sampling efficiency of pCN
in our context, a computationally effective, general discov-
ery stage for the rare event domain is devised, providing
(multi-modal) rare event samples used in initializing the
pCN chains. Considering the key significance of estimating
normalizing constants in various fields, we demonstrate the
broad applicability of our IIS scheme. We also show that an
approximately fitted ISD is adequate for IIS, thus avoid-
ing the scalability issues pertinent to density estimation
methods, as showcased by examples with dimensions up to
500. The unbiasedness and coefficient of variation of the
ASTPA estimator are analytically proven. Finally, diverse
problems are presented, demonstrating the advantages of
the suggested framework compared to several state-of-the-
art sampling methods.
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Extreme Event Prediction Using Sparse DEIM

Discrete empirical interpolation method (DEIM) estimates
a function from its incomplete pointwise measurements.
Unfortunately, DEIM suffers large interpolation errors
when few measurements are available. Here, we intro-
duce Sparse DEIM (S-DEIM) for accurately estimating a
function even when very few measurements are available.
To this end, S-DEIM leverages a kernel vector which has
been neglected in previous DEIM-based methods. When
the function is generated by a continuous-time dynamical
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system, we propose a data assimilation algorithm which
approximates the optimal kernel vector using sparse ob-
servational time series. We prove that, under certain con-
ditions, data assimilated S-DEIM converges exponentially
fast towards the true state. Finally, we demonstrate the
application of S-DEIM for prediction of rogue waves from
sparse observational data.
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Adaptive Mesh Refinement for Atmospheric and
Oceanic Flows on GPUs

ERF and REMORA are new simulation codes for modeling
atmospheric and oceanic flows, respectively. Both codes
use adaptive mesh refinement (AMR) to efficiently achieve
high resolution in the regions of most interest, which may
change dynamically as a simulation evolves. They take
advantage of the performance portability and support for
AMR provided by the software framework, AMReX. In this
talk, we will describe our general strategies for building new
capability as well as present simulation results from both
codes.
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MS191

FFTX: Speeding Up Kernels That Contain Fourier
Transforms

FFTX is a performance-portable, open-source FFT soft-
ware system for CPUs and GPUs analogous to FFTW
for CPU systems. It is more than an FFT library, as it
supports application-specific optimizations corresponding
to integrating more of the algorithms into the analysis /
code-generation process, based on the open-source SPI-
RAL tool chain for FFTs and tensor algebra algorithms
developed at Carnegie-Mellon University and SpiralGen,
Inc. Using SPIRAL, FFTX can represent kernels that in-
clude FFTs composed with algorithmic operations such as
multiplication by a (possibly matrix-valued) symbol and
batching. By combining substeps in an integrated algo-
rithm, the amount of data traffic can be reduced by sig-
nificant amounts, compared to implementations that call
linear algebra and FFT library routines as black boxes
that have been optimized separately. FFTX applies the
size-specific analysis and automatic code generation tech-
niques in SPIRAL to generate code customized to partic-
ular architectures. In this talk, we will demonstrate the
results of applying the FFTX framework to improve the
performance of kernels including free-space convolution, a
pseudo-spectral Maxwell solver, and others, on supercom-
puters with NVIDIA and AMD GPU systems.

Peter McCorquodale

Lawrence Berkeley National Laboratory
PWMcCorquodale@lbl.gov

MS191

Multi-Level Is the New Annealing: Efficiently
Learning Posterior Densities Without Gradients
Via Transport Maps

Many crucial decision-making processes in Bayesian infer-
ence are described by a low-dimensional input of interest to
models that are computationally expensive and function-
ally a black-box. We provide a method that uses nonlinear
measure transport to approximate a sequence of unnor-
malized posteriors induced by different likelihood densities
without any derivative information. By attempting to in-
corporate knowledge gleaned from each likelihood, we are
able to incorporate likelihoods that are low-accuracy due to
computational choices (e.g., ”mesh sizing”) as well as like-
lihoods that represent uncertainty differently (e.g., ”tem-
pering”). In this method, many model evaluations can be
parallelized; further, we end up with an approximate pos-
terior density of the highest fidelity model, which we can
evaluate and exactly sample from without any model eval-
uations. We demonstrate the efficacy of this method on a
few examples in PDE-based inference problems.
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MS191

Solving the Real-Time Boltzmann Transport Equa-
tion with Adaptive and Multirate Time Integration
Methods

Electron dynamics can be modeled by the electron real-
time Boltzmann transport equation (rt-BTE) with first-
principles electron-phonon (e-ph) collisions. Solving the
lattice (phonon) rt-BTE with e-ph and phonon-phonon
(ph-ph) collisions remains challenging due to the different
timescales of e-ph and ph-ph interactions. This presenta-
tion will overview multirate time integration capabilities in
the SUNDIALS library and then describe interfacing be-
tween the PERTURBO code and SUNDIALS to efficiently
advance coupled electron and phonon rt-BTEs in time. We
show results indicating a significant speed-up using adap-
tive step size and multirate infinitesimal (MRI) methods
from SUNDIALS. Prepared by LLNL under Contract DE-
AC52-07NA27344. LLNL-ABS-862642
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MS192

Energetic Variational Approaches (EnVarA) for
Active Materials and Reactive Fluids

Active/reactive fluids convert and transduce energy from
their surrounding into a motion and other mechanical ac-
tivities. These systems are usually out of mechanical or
even thermodynamic equilibrium. One can find such ex-
amples in almost all biological systems. In this talk I
will present a general theory for active fluids which con-
vert chemical energy into various type of mechanical en-
ergy. This is the extension of the classical energetic vari-
ational approaches for mechanical systems. The methods
will cover a wide range of both chemical reaction kenet-
ics and mechanical processes. This is a joint project with
many collaborators, in particular, Bob Eisenberg, Yiwei
Wang and Tengfei Zhang.

Chun Liu
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MS192

Energetic Variational Neural Network Discretiza-
tions of Gradient Flows

Numerous applications in physics, material science, bi-
ology, and machine learning can be modeled as gradi-
ent flows. In this talk, we present a structure-preserving
Eulerian algorithm for solving L2-gradient flows and a
structure-preserving Lagrangian algorithm for solving gen-
eralized diffusions by employing neural networks as tools
for spatial discretization. Unlike most existing meth-
ods that construct numerical discretizations based on the
strong or weak form of the underlying PDE, the proposed
schemes are constructed based on the energy-dissipation
law directly. This guarantees the monotonic decay of the
system’s energy, which avoids unphysical states of solu-
tions and is crucial for the long-term stability of numerical
computations. To address challenges arising from nonlin-
ear neural-network discretization, we adopt a temporal-
then-spatial discretization approach on these variational
systems. The proposed neural-network-based schemes are
mesh-free, allowing us to solve gradient flows in high di-
mensions.
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MS192

A New Family of Thermodynamically Consistent

Models for Yield-Stress Fluids.

In this presentation, we formulate a new class of rheolog-
ical models for yield-stress fluids by introducing an inter-
nal dynamic variable based on a Gaussian chain assump-
tion of the polymers and prescribing materials parameters
as functions of the internal variable. The resulting mod-
els, leveraging the framework of the classical Oldroyd-B
model and extending the model established by Kamani et
al (2021), demonstrate energy dissipation properties. The
internal variable dynamics capture the materials transient
response to changes in deformation and applied loadings,
through an effective relaxation time, elastic modulus, and
polymeric viscosity, which are functions of the internal vari-
able. To assess the models validity and range of applica-
bility, we compare two representatives with the Kamani-
Donley-Rogers (KDR) model in a set of material and rheo-
metric functions, highlighting both divergences and paral-
lels between the two types of models. Our numerical results
on the material functions and rheological parameters illus-
trate the practical applicability and advantage of the new
models over the KDR model. Specifically, the new family
of models comply with the second law of thermodynamics
and, in addition, can describe a broader range of transient
rheological properties of yield-stress fluids.

Qi Wang
University of South Carolina
qwang@math.sc.edu

MS192

General Numerical Framework for Structure-
Preserving Reduced Order Models of Thermody-
namically Consistent Reversible-Irreversible PDEs

In this talk, I will present a newly developed numeri-
cal framework to derive structure-preserving reduced-order
models for thermodynamically consistent PDEs. Our ap-
proach focuses on two key aspects: (a) a systematic method
for generating reduced order models that respect the un-
derlying thermodynamic principles of the original PDE
systems, and (b) a strategy for constructing accurate, ef-
ficient, and structure-preserving numerical algorithms to
solve these reduced order models. The frameworks gener-
ality allows it to be applied to a wide range of PDE systems
governed by thermodynamic laws. We will demonstrate the
effectiveness of this approach through several numerical ex-
amples.
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Pennsylvania State University
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MS193

Public Health, Mathematical Epidemiology, and
Legal issues; the role of AI in interpreting the law
in disease dynamics.

It is not hard to understand the necessity of having a broad
yet deep understanding of public health problems in dif-
ferent societies. To fully grasp the reasons speeding up
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a contagious disease, many factors varying from the dy-
namics of the disease to socio-political situations and con-
straints shape the dynamics of public health. In the mean-
time, we should pay special attention to the role of law and
its various branches, particularly legal epidemiology, cut-
ting across multiple disciplines, which affect the prospects
of decision-making within public health. A retrospective
analysis of different phases of pandemics lays bare the chal-
lenges arising from the interaction between law and pub-
lic health decision-making. Therefore, shedding light on
the dynamics and nuanced boundary between negative and
positive rights, judicial opinions, and other dimensions of
rules and statutes is necessary. In this research, by infusing
mathematical models of epidemic control with the notion
of law and its interpretation, we meticulously assess the
role of the legal aspect of public health decision-making to
show how unintended consequences can come about, which
hamper our ability to curb diseases. Furthermore, using AI
and its tools will enable us to apply legal interpretation to
our model, leading to a deeper comprehension of disease
and better solutions.
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MS193

Massive Agent-Based Simulation of Epidemic
Dynamics: Assessing the Impact of Detailed
Socio-Demographics and Heterogeneous Spatial-
Temporal Complexity on Disease Spread

The COVID-19 pandemic highlighted the urgent need for
advanced modeling approaches that can accurately capture
disparities and heterogeneous impacts in disease dynamics,
thereby enhancing the effectiveness of resource allocation
and decision-making. In this presentation, I will discuss
an agent-based model designed to simulate disease trans-
mission across the United States, with a focus on varying
spatial resolutions. This model replicates the contact pat-
terns of over 320 million agents as they engage in daily
activities at schools, workplaces, and within their commu-
nities. I will also discuss the impact of racial and ethnic
characteristics and the integration of heterogeneous con-
tact patterns in educational and occupational settings on
disease spread. This model provides a robust platform for
conducting ”what if” scenario analysis and providing in-
sights into potential strategies for mitigating the impacts
of infectious diseases.
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MS193

Data-Driven Population Health Surveillance at
Scale

High-quality, accurate, and real-time information about
disease spread is critical for rapid response to a biothreat.
We leverage the Department of Energys unique capabilities
in computational science to provide state-of-the-art work-
flows for near-real-time population-wide health surveil-
lance. The Silent Watcher is an integrated large language
model (LLM) designed for autonomous analysis and in-
terpretation of data for biothreat monitoring. The au-
tonomous system can be used to monitor public health
reports and identify emerging biothreats. When a threat
is detected, it extracts information to enable agent-based
models (ABMs) of scenarios that can be used to support
public health decision making. FrESCO is a modular deep-
learning natural language processing library that can be
used to ingest unstructured clinical text and transform
it into commonly used medical coding schemes during an
emerging biothreat scenario. It also includes a prototype
for differentially private federated learning allowing for
collective training and inference across multiple health care
institution without compromising the privacy and security
of patients. ENABLE is a framework that facilitates pop-
ulation scale ABM simulations of disease spread, integrat-
ing information collected through the Silent Watcher and
FrESCO frameworks. These interoperable workflows can
be used to facilitate data-driven epidemiological modeling
for rapid response to large-scale health crises.
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MS193

ExaEpi: An Exascale-Capable Agent-Based Model
for Epidemiology

Agent-based models of diseases like COVID-19 have proven
valuable in shaping the national response and prepared-
ness. ABMs have three major advantages over other mod-
eling techniques: ABMs can capture emergent phenomena;
ABMs provide a fundamental and natural description of a
system; and ABMs are quite flexible and adaptable. How-
ever, their use for forecasting and control has been limited
due to difficulties in calibrating them to the multitude of
data streams available during an outbreak and quantifying
the uncertainties of the model. The goal of the exascale-
ready ABM code ExaEpi is to tackle these challenges and
expand its capabilities by leveraging the adaptive mesh
refinement framework, AMReX, to simultaneously model
both discrete agents and continuous fields. With this we
will be able to create a generalized ABM for epidemiology
and model a variety of time-evolving diseases. Coupling
these efforts to novel compartmental modeling techniques,
we will be able to calibrate these ABMs against a wide-
variety of multi-scale data - with a full accounting of the
uncertainties in the model. Given ExaEpis ability to run
many ensembles quickly on exascale compute facilities, we
will be able to integrate diverse data streams via continuous
fields. Our end goal is to create new workflows that incor-
porate both reinforcement learning and surrogate models
to optimally evaluate a variety of intervention scenarios
and generate forecasts, with uncertainties, to guide policy
decisions.
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MS193

Advances in Automation, Computation, and Algo-

rithms for Decision Support in Public Health

The COVID-19 pandemic revealed fundamental gaps in
data, analytics, infrastructure, and cross-sector collabora-
tions needed to effectively monitor and respond to rapidly
evolving health threats. Automated data ingestion and
scalable epidemic analysis has the potential to narrow or
eliminate these inefficiencies. Informed by our experiences
in supporting public health decision makers, we will be-
gin by presenting an open-source, event-based, automated
analysis platform, AERO. AERO automates the execution
of workflows on HPC and cloud-based resources and is im-
plemented as a service that builds upon Globus and other
cloud services to provide security, efficient data manage-
ment, scalable workflow execution, and secure data access.
The platform is decentralized, utilizing a bring your own
storage and compute model to ensure scalability and adapt-
ability to individual storage and compute needs and ac-
cess. We will present AERO public health use cases where
data is automatically monitored and specific events launch
epidemic analyses on HPC resources, where the analysis
results are made securely available to public health part-
ners. We will also provide brief updates on calibration and
data assimilation algorithms that we are developing that
can make use of the always on nature of AERO for effec-
tive epidemic response. We will discuss future directions
in this promising interdisciplinary area that we believe will
facilitate increased and better cross-sector collaborations.
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MS194

Reduced Order Electronic Wavefunctions in Den-
sity Functional Theory Calculations

The Density Functional Theory electronic structure prob-
lem can be solved very accurately using wavefunctions-
based approaches, using plane-waves (pseudo-spectral) or
real-space (finite difference or finite elements) discretiza-
tions. The accuracy however comes with a high compu-
tational cost associated with iteratively solving for these
wavefunctions repeatedly when the parameters of the prob-
lem (atomic coordinates) change with time, for example
in a first-principles molecular dynamic. In this talk, we
will discuss possible ways of using reduced-order models to
lower the cost of these computations while preserving their
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accuracy.
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Learning Data-Driven Reduced-Order Models for
Gyrokinetic Plasma Turbulence Simulations

The future of commercially viable fusion reactors hinges
upon our ability to successfully model and predict
turbulence-driven transport. The computational cost of
high-fidelity gyrokinetic simulations, however, remains too
severe a bottleneck for both design optimization and con-
trol tasks. Therefore, developing computationally cheap
yet accurate reduced-order models (ROMs) is a promising
avenue to bridge this gap. This presentation focuses on
constructing data-driven, non-intrusive ROMs using lim-
ited linear simulation data generated by the gyrokinetic
GENE code. Our goal is to accurately predict the fre-
quency and growth rate of the most unstable eigenmode of
the high-dimensional linear operator. To achieve this, we
employ Dynamic Mode Decomposition (DMD) with time-
delay embeddings. We begin by evaluating the effective-
ness of this approach in predicting the system’s state be-
yond the training horizon. Subsequently, we explore its
generalizability across parametric variations, such as the
binormal wavenumber and physical parameters character-
izing the underlying species (e.g., density and temperature
gradients). In the broader context of fusion research, this
highlights the possibility of leveraging data-driven ROMs
for turbulent transport to produce accurate and physically
meaningful results at a fraction of the cost of high-fidelity
simulations. This, in turn, can enable tasks such as the de-
sign and control of optimized fusion devices which would
be infeasible otherwise.
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MS194

Assessing Robustness and Reliability of Machine
Learning Interatomic Potentials

The use of machine learning (ML) techniques has dras-
tically changed the field of interatomic potentials by al-
lowing researchers to study complex systems at a signif-
icantly reduced computational footprint than brute-force
quantum simulations. However, the large number of train-
able parameters, the complexity of the architecture and
sensitivity to the training dataset often obscure systematic
biases in these ML potentials. ML potentials are assessed
and ranked by calculating deviations in predicted forces

and energies from ground truth values obtained from quan-
tum simulations. But a second step of assessment happens
when properties obtained from an interatomic potential are
compared with quantum simulation results or experiments.
This two-step verification assumes that any improvement
in the predicted atomic forces and energies of configura-
tions (in training or test sets) directly translates to im-
provement in property predictions. We demonstrate that
traditional evaluation metrics are often not sufficient to
provide a holistic picture of the correlation between model
error and errors in physical properties calculated by us-
ing ML potentials and propose a new set of evaluation
metrics to rank and assess interatomic potentials. This
work was performed under the auspices of the U.S. De-
partment of Energy by Lawrence Livermore National Lab-
oratory (LLNL) under Contract DE-AC52-07NA27344 and
was funded by LDRD with project tracking code 23-SI-006.
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MS194

Accelerating Kinetic Simulations of Electrostatic
Plasmas with Local Reduced-Order Modeling

Despite the advancements in high-performance computing
and modern numerical algorithms, the cost remains pro-
hibitive for multi-query kinetic plasma simulations. In
this work, we develop data-driven reduced-order mod-
els (ROM) for collisionless electrostatic plasma dynam-
ics, based on the kinetic Vlasov-Poisson equation. Our
ROM approach projects the equation onto a linear sub-
space defined by principal proper orthogonal decomposi-
tion (POD) modes. We introduce an efficient tensorial
method to update the nonlinear term using a precomputed
third-order tensor. We capture multiscale behavior with
a minimal number of POD modes by decomposing the
solution manifold into multiple time windows and creat-
ing temporally-local ROMs. We consider two strategies
for decomposition: one based on physical time and the
other on electric field energy. Applied to 1D-1V simu-
lations, specifically the benchmark two-stream instability
case, we demonstrate that the energy-windowing reduced-
order mode (EW-ROM) is more efficient and accurate
than the time-windowing reduced-order model (TR-ROM).
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With the tensorial approach, EW-ROM solves the equation
approximately 100 times faster than Eulerian simulations
while maintaining a maximum relative error of 7% for the
training data and 9% for the testing data.
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A High-order Domain Decomposition Precondi-
tioner for PDEs on Moving Surfaces

We present an effective preconditioner for PDEs on moving
surfaces based on a high-order accurate domain decomposi-
tion method. On static surfaces, recently developed fast di-
rect solvers may be used to efficiently solve elliptic PDEs to
high-order accuracy with multiple righthand sides, e.g. to
accelerate implicit timestepping schemes. However, when
the surface itself changes in time or deforms in response to
the PDE solution, the direct solver must be rebuilt from
scratch at every time step. In this talk, we show how a
direct solver constructed for a previous surface PDE serves
as an effective preconditioner for a ”nearby” surface PDE,
allowing the cost of constructing the direct solver to be
amortized over many time steps. We demonstrate this ap-
proach on some time-dependent reaction-diffusion systems
on moving surfaces.
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Flatiron Institute
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Efficient Solvers for the Sparse System That Arises
from the Three-Dimensional HPS Discretization

Numerical results indicated that the Hierarchical Poincare-
Steklov (HPS) discretization is effective at solving two-
dimensional Helmholtz problems even in the high-
frequency regime. The efficiency of the method is thanks
to its nested dissection-inspired direct solver. Unfortu-
nately, while it is straightforward to extend the discretiza-
tion to three-dimensional problems, the direct solver’s nat-
ural extension is inefficient. This talk presents alternative
methods for solving the linear system that arises from the
HPS discretization. The methods utilize both sparse direct
solver and iterative solver techniques. This combination al-
lows them to be easily parallelized. Preliminary numerical
results will be presented.
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A Sparse Hierarchical HP-finite Element Method
on Disks, Annuli, and Cylinders

We present a sparse high-order hierarchical hp-finite ele-
ment method tailored for disk and annulus domains. The
mesh is composed of an innermost disk (excluded if the
domain is an annulus) and a series of concentric annuli.
The basis is formed by Zernike annular polynomials, al-
lowing the use of recently developed quasi-optimal com-
plexity techniques for efficient expansion and evaluation.
For the 2D Helmholtz equation, the method decouples the
Fourier modes, reducing the 2D problem into a sequence
of independent 1D problems that can be solved in parallel
with an optimal complexity factorization. Consequently,
the overall 2D solution process, including the expansion
of the right-hand side and the evaluation of the solution
on a grid, achieves quasi-optimal complexity. We validate
the effectiveness of this approach on PDEs, such as the
time-dependent Schrdinger equation, in scenarios where
the coefficients and data exhibit discontinuities in the ra-
dial direction. Furthermore, we demonstrate that the basis
can be integrated with the Alternating Direction Implicit
(ADI) method of Fortunato and Townsend, extending the
methods applicability to 3D cylindrical domains. Refer-
ence: A sparse hierarchical hp-finite element method on
disks and annuli, I. P. A. Papadopoulos, S. Olver, 2024
(https://arxiv.org/abs/2402.12831).
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Multiscale Domain Decomposition Preconditioners
for Heterogeneous Porous Media Flows

Multiscale domain decomposition methods have already
shown great scalability in parallel high-performance sim-
ulations of heterogeneous subsurface flows [Jaramillo et
al., Comput. Geosc. 26(3), 2022] at the cost of accuracy
compared to the solution of the undecomposed discretiza-
tions. To take advantage of the excellent scalability prop-
erties of multiscale methods without losing accuracy, we
introduce a family of preconditioners based on multiscale
domain decomposition methods for solving heterogeneous
subsurface flows. We build the preconditioners using the
Multiscale Robin Coupled Method - MRCM [Guiraldello et
al. J. Comput. Phys. 355, 2018], a domain-decomposition
method based on the imposition of Robin-type boundary
conditions on each subdomain. This method is combined
with iterative linear solvers, such as the Preconditioned
Conjugate Gradient method, to solve the linear systems
arising from the (undecomposed) Finite Volume discretiza-
tion of heterogeneous porous media flows. The results show
that multiscale methods can be successfully used as precon-
ditioners to improve efficiency when combined with differ-
ent smoother methods, reducing the number of iterations.
Results also demonstrate the parallel performance of the
MRCM preconditioners, validating it as a viable alterna-
tive compared to other existing preconditioning techniques.

Fabricio Sousa
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Achieving Optimal Parallel Scalability for Fast Di-
rect Solvers for Elliptic PDEs

Elliptic PDEs are ubiquitous in science and engineering,
and in many cases their solution is the bottleneck to overall
performance and scalability. Nearly linear complexity and
scalability can be obtained for solving elliptic PDEs using
iterative methods like Multigrid. However, the convergence
of iterative methods is sensitive to the conditioning of the
operator. In that regard, direct solvers are more robust and
attractive because of their predictable computational cost.
Fast direct solvers have seen significant advancements in re-
cent years achieving performance comparable to iterative
methods when used for multiple solves. In this work, we
discuss the challenges in achieving optimal parallel scala-
bility and a study into the scale at which fast direct solvers
can be competitive with iterative solvers, even when used
for a small number of solves. We will also present prelim-
inary scalability results for a distributed memory Hierar-
chical Poincare Steklov solver that demonstrates optimal
parallel scalability.

Hari Sundar
Tufts University
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MS196

Data-Driven Manifold Learning for Efficient
Reduced-Order Modeling

Model order reduction techniques for partial differential
equations are a subject of active research. A crucial
component of any reduced-order model, intrusive or non-
intrusive, is the employed dimensionality reduction pro-

cedure. Traditionally, proper orthogonal decomposition
(POD) has been utilized in various reduced-order modeling
approaches. However, POD is limited to providing linear
compression, which is restrictive for problems with complex
nonlinear phenomena, especially those exhibiting slow Kol-
mogorov N-width decay. To address this limitation, non-
linear dimensionality reduction techniques based on deep
learning, such as various autoencoder architectures—fully
connected, convolutional, or graph-based—have been em-
ployed, which can learn an accurate low-dimensional man-
ifold. However, these methods are computationally inten-
sive and require hyperparameter tuning. In this talk, we
present our investigations into learning a manifold that
can achieve the intrinsic dimension of the underlying solu-
tion manifold using kernel POD. Herein, we improve upon
the state-of-the-art forward and backward mappings to en-
hance the reduction procedure, focusing on efficient and
effective compression from both informational and compu-
tational standpoints. We demonstrate the applicability of
our proposed framework over numerous challenging non-
parametric and parametric convection-dominated dynami-
cal systems.
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MS196

Two-Stage Model Reduction Approaches for the
Efficient and Certified Solution of Parametrized
Optimal Control Problems

In this talk we present an efficient reduced order model
for solving parametrized linear-quadratic optimal control
problems with linear time-varying state system. The fully
reduced model combines reduced basis approximations of
the system dynamics and of the manifold of optimal final
time adjoint states to achieve a computational complexity
independent of the original state space. Such a combina-
tion is particularly beneficial in the case where a deviation
in a low-dimensional output is penalized. We propose dif-
ferent strategies for building the involved reduced order
models, for instance by separate reduction of the dynami-
cal systems and the final time adjoint states or via greedy
procedures yielding a combined and fully reduced model.
These algorithms are evaluated and compared for a two-
dimensional heat equation problem. The numerical results
show the desired accuracy of the reduced models and high-
light the speedup obtained by the newly combined reduced
order model in comparison to an exact computation of the
optimal control or other reduction approaches.
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LyapInf: Data-Driven Estimation of Stability
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Guarantees for Nonlinear Dynamical Systems

Analyzing the stability of a nonlinear dynamical system
is central to understanding system behavior and designing
controllers, and we use a Lyapunov function for this pur-
pose. It is possible to guarantee the stability of a system if
one can find a Lyapunov function that is positive definite
and decreasing over time along the orbit of the system, thus
providing a sufficient condition for stability. A Lyapunov
function also characterizes an estimate of the domain of
attraction, which indicates the region under which the sys-
tem states asymptotically converge to equilibrium. The
construction of a Lyapunov function is done analytically
and ad hoc for certain nonlinear systems. However, do-
ing so for systems with high nonlinearities and different
dimensions is a challenging task. To address this problem,
we present a data-driven method for discovering Lyapunov
functions, called Lyapunov function inference (LyapInf).
This new method fits a quadratic Lyapunov function to
the state trajectory data of the dynamics via optimization,
where the process of inferring a Lyapunov function is based
on the non-intrusive model reduction method of Operator
Inference. This method learns one of many possible Lya-
punov functions that ensures stability and estimates the
domain of attraction without access to the system model.
In this work, we demonstrate this new method on several
numerical examples.
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Performance Bounds for Reduced Order Models

Classically, reduced order models produce a problem
adapted reduced basis, by greedy methods or POD, to com-
pute quantities of interest in real time or high query scenar-
ios. To determine their performance, they are compared to
the best possible performance of any linear method, given
by the Kolmogorov n-width. While very successful in the
elliptic regime, more recently problems where classical re-
duced order models show unsatisfactory performance came
into focus, e.g. transport dominated problems with sharp
gradients or shocks. Newer methods address these short-
comings by nonlinear techniques: transported subspaces,
optimal transport or neural networks, to name a few. How
well do these perform? Since the Kolmogorov n-width
lower bounds linear methods only, it is no longer a suitable
metric. We provide a new benchmark based on ideas from
nonlinear width and metric entropy that provides lower
performance bounds for all nonlinear method that are sta-
ble. Moreover, we compute the benchmark for a class of
transport PDEs.
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MS197

ZFP: Balancing Storage and Accuracy using Com-
pressed Arrays

The increasing cost of data movement has inspired much
research into reduced-precision representations and algo-

rithms in recent years, enabling smaller data volumes with
little loss in solution accuracy. Toward that end, novel
number formats like BFloat16, Posits, and several others
have been proposed that attempt to make better trade-offs
between accuracy and dynamic range for HPC and AI ap-
plications. There are, however, limitations to how much
data can be reduced via such scalar formats. We describe
ZFP, a compressed number format for multidimensional
numerical arrays that dramatically increases accuracy per
bit of storage over traditional number formats. ZFP parti-
tions multidimensional arrays into small chunks that are in-
dependently compressed, decompressed, and cached. ZFP
arrays provide a common array API with support for multi-
dimensional indexing, iterators, proxy pointers, and multi-
threaded access, making them a drop-in replacement for
conventional uncompressed arrays. ZFP arrays support
fine-grained selection of storage footprint for each array, or
even user-prescribed error tolerances, while retaining full
random access to individual array elements. We demon-
strate the superior accuracy achieved by ZFP over com-
peting number formats in a number of HPC applications,
such as PDE solvers, data analysis, and visualization, while
delivering 5–100x reduction in memory footprint and data
movement over double precision with acceptable accuracy.
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Solving hyperbolic PDEs with mixed and variable
precision

Exploiting low and mixed-precision can increase through-
put in computation, i.e., reduce memory requirements,
lower bandwidth requirements and increase instruction-
level parallelism. On the other hand, lower precisions can
affect the stability and results of an algorithm. This is
particularly true for hyperbolic PDE problems, where so-
lutions are characterised by wave propagation, such that
solution features are propagated just as well as any in-
troduced error. Looking at the high-order ADER discon-
tinuous Galerkin method for solving hyperbolic PDEs, we
present a comparative study on where and which lower nu-
merical precision can be used in the Exascale Hyperbolic
PDE Engine ExaHyPE2. We compare results and perfor-
mance for benchmark problems in the context of seismic
and fluid simulations, using mixed-precision kernels, vari-
able precision over the domain, and adaptive precision us-
ing runtime criteria to evaluate the benefits and cost of
each of these approaches. Finally, we examine how these
can be combined to maximise benefits.

Marc Marot-Lassauzaie, Michael Bader
Technical University of Munich
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An Extension of C++ with Memory-Centric Spec-
ifications for Hpc to Support Beyond Ieee Floating
Point Formats

The C++ programming language and similar languages are
prone to inefficient memory usage of data structures. Com-
pilers insert extra bits to ensure individual members align
with bytes and cache lines, but they cannot optimize based
on the ranges of integers, enums, or bitsets. Additionally,
C++ lacks built-in support for data exchange via MPI and
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for custom floating-point precisions. We propose an exten-
sion to C++ that allows developers to use attributes to
guide the compiler on optimal memory layouts. For exam-
ple, it allows the developer to specify if multiple booleans
should be packed into a bit field, if floats should have fewer
significant bits than the IEEE standard, or if a custom MPI
datatype is needed for certain attributes. This extension
allows but does not mandate the use of standard alignment
and padding rules, does not depend on external libraries,
and keeps the code compliant with standard C++. Our im-
plementation based of Clang/LLVM demonstrates the po-
tential to improve both runtime performance and memory
efficiency, as shown through benchmarks using smoothed
particle hydrodynamics (SPH). These results highlight the
possible gains in performance and development productiv-
ity.
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Simulation of Spin Chains in Open Quantum Sys-
tems

We propose an algorithm that combines the inchworm
method and the frozen Gaussian approximation to simulate
the Caldeira-Leggett model in which a quantum particle is
coupled with thermal harmonic baths. The frozen Gaus-
sian approximation allows decomposition of the reduced
density operator into Gaussian wave packets, so that the
simulation can be done in parallel. For each wave packet,
the evolution is modeled by the inchworm method, which
is a bold-line approach for open quantum systems. Our nu-
merical example of a model with the double-well potential
shows that the interference pattern gradually disappears as
the coupling between the system and the bath increases,
demonstrating the effect of quantum decoherence.
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On the Sign Problem in Auxiliary-Field Quantum
Monte Carlo

In this talk, we will examine different types of Hubbard-
Stratonovich transformation for a generic fermionic Hamil-
tonian. In particular, we will focus on the severity of the
sign problem depending on the transformation and point
out new insights we gained from numerical simulations.
The talk will not assume any quantum chemistry prior
knowledge and be made accessible to applied mathemati-
cians.
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Accurate Solution of the Many Body Problem Us-
ing Auxiliary Field Quantum Monte Carlo

Obtaining a solution to the many-electron Schrdinger equa-
tion stands as one of the grand challenges in chemistry
and physics. Highly accurate solutions are achievable for
materials containing elements from the first two rows of
the periodic table, enabling us to predict the energies and
properties, sometimes even achieving accuracy on par with
experimental results. However, the predictive power di-
minishes significantly when attempting to study the prop-
erties of transition metal-containing clusters or transition
states. In this presentation, I will describe a promising new
method known as Auxiliary Field Quantum Monte Carlo
(AFMQC), which has the potential to address many of the
challenges that conventional quantum chemistry methods
face. Nevertheless, this method encounters three signifi-
cant challenges: (a) it is relatively expensive, (b) obtain-
ing properties beyond energy values can be challenging,
and (c) systematically improving its accuracy can also be
costly. It’s worth noting that some of these challenges are
not unique to AFQMC but afflict many other quantum
Monte Carlo methods. During this talk, I will introduce
novel techniques that have allowed us to overcome these
three challenges.
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Optimal Control of Open Quantum Systems

The control of flying qubits carried by itinerant photons is
ubiquitous in quantum communication networks. In addi-
tion to their logical states, the shape of flying qubits must
also be tailored to match the remote receiver. In this paper,
we introduce the quantum optimal control theory to the
design of flying-qubit shaping protocols. A gradient-based
algorithm is proposed for the generation of arbitrary-shape
flying qubits with general non-ideal emitters. Simulations
show that, as a joint control with the traditionally used
tunable coupler, coherent driving fields can be applied to
the shaping when the coupling strength is fixed or lim-
ited. The optimized control protocols can effectively sup-
press unwanted level leakage and multi-photon radiation.
The method provides a systematic approach to high-fidelity
control of flying qubits using realistic quantum devices.
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MS199

Optimization Using Pathwise Algorithmic Deriva-
tives of Electromagnetic Shower Simulations

In the context of high-energy physics, algorithmic differen-
tiation may allow to systematically improve detector de-
signs based on end-to-end simulations of particle detec-
tors. However, such simulations are often stochastic pro-
grams, which pose additional mathematical challenges to
AD beyond the technical complexities; e.g., the algorith-
mic derivative of a mean approximating an expected value
may be completely different from the derivative of the ex-
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pected value. As a first step to understand these chal-
lenges, we have differentiated a Monte-Carlo simulation of
the energy deposition of electromagnetic showers in a sim-
ple sampling calorimeter. In this setup, we found that
AD provides nearly unbiased and sufficiently low-variance
derivatives once one particular physics process, multiple
scattering, is turned off. In this talk, we will summarize
our methodology and results, and outline further steps on
the way to differentiable particle simulations.
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Online Optimisation of Machine Learning Collision
Models to Accelerate Direct Molecular Simulation
of Rarefied Gas Flows

We develop an online optimisation algorithm for in situ cal-
ibration of collision models in simulations of rarefied gas
flows. The online optimised collision models are able to
achieve similar accuracy to Direct Molecular Simulation
(DMS) at significantly reduced computational cost for 1D
normal shocks in argon across a wide range of tempera-
tures and Mach numbers. DMS is a high fidelity method of
simulating rarefied gases which numerically integrates the
trajectories of colliding molecules. However, DMS is sub-
stantially more computationally expensive than the popu-
lar Direct Simulation Monte Carlo (DSMC) method, which
uses simple phenomenological models of the collisions. We
aim to accelerate DMS by replacing the computationally
costly Classical Trajectory Calculations (CTC) with a neu-
ral network collision model. A key feature of our approach
is that the machine learning (ML) collision model is opti-
mised online during the simulation on a small dataset of
CTC trajectories generated in situ during simulations.
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A Taxonomy of Automatic Differentiation Pitfalls

Automatic differentiation is a popular technique for com-
puting derivatives of computer programs. While automatic
differentiation has been successfully used in countless engi-
neering, science and machine learning applications, it can
sometimes nevertheless produce surprising results. In this
paper we categorize problematic usages of automatic differ-
entiation, and illustrate each category with examples such
as chaos, time-averages, discretizations, fixed-point loops,
lookup tables, linear solvers, and probabilistic programs,
in the hope that readers may more easily avoid or detect
such pitfalls. We also review debugging techniques and

their effectiveness in these situations.
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Adjoint Kinetic Simulation of Neutral Particles
with Reversible Random Number Generators

PDE-constrained optimization problems appear in various
areas of engineering and computational science. In such
problems, one aims to find a design that minimizes some
cost functional depending on the solution of a PDE model.
Solving such problems requires both the ability to evaluate
the model, as well as to compute the gradient of the ob-
jective function to the design parameters. We consider the
case of fusion reactor design, where we use a Monte Carlo
particle simulation to simulate neutral particles in the re-
actor edge. These simulations produce outputs and, conse-
quently, a cost functional subject to stochastic noise. Care
must then be taken when computing the gradient of the
cost function to the design parameters, to ensure conver-
gence. The discrete-adjoint method computes a consistent
gradient through a simulation that retraces the original
particle trajectories backwards in time. For complex simu-
lations, however, storing these trajectories requires a large
amount of memory. In this work, we tackle this memory is-
sue by recomputing reversed trajectories from scratch. To
this end, we use a reversible random number generator, i.e.,
one that can step both forwards and backwards through
its sequence at identical cost. We demonstrate that this
approach significantly reduces the memory required in a
straightforward implementation of a simplified 1D coupled
plasma-neutral model.
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Incremental Hierarchical Tucker Decomposition

Efficient compression of data streams is vital in data-
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driven applications, where large-scale data must be pro-
cessed and stored under strict resource constraints. Tradi-
tional one-shot compression algorithms often require sub-
stantial memory, making them impractical for many real-
world scenarios. Incremental methods, like those based
on backpropagation, demand extensive datasets and mul-
tiple training passes, leading to prolonged training times.
We introduce the Hierarchical Incremental Tucker (HIT)
algorithm, which incrementally updates a low-rank tensor
decomposition in the hierarchical Tucker format. HIT is
the first algorithm capable of incrementally approximating
tensor streams in this format while maintaining provable
relative approximation error guarantees, even for infinite
data streams. Leveraging the hierarchical Tucker format,
HIT achieves significant computational efficiency and min-
imal memory usage, making it ideal for resource-limited
hardware. We will present a comprehensive evaluation
of HIT against state-of-the-art algorithms, including TT-
ICE, using tensor streams from PDE-driven simulations
and cyber-physical systems like video frames. Our results
show reduced computation time and memory requirements,
with improved generalization to unseen data, underscoring
HIT’s practical advantages in various applications.
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Efficient Incremental Tucker Decomposition for
Streaming Scientific Data

The Tucker decomposition has emerged as a popular for-
mat for compressing large datasets generated from high-
fidelity scientific simulations. Several software pack-
ages (Tensor Toolbox, TuckerMPI) enable computing the
Tucker decomposition of static data, but relatively fewer
works address compressing a streaming tensor. In this
work, we develop a streaming Tucker algorithm, tailored
to scientific simulations where the data tensor grows along
a single time-like dimension. At any point, we seek to
update the existing factorization with a new tensor slice,
without accessing the already incorporated tensor slices in
their raw, uncompressed form. Throughout this process,
we ensure that a user-specified relative error tolerance is
met. We present an implementation within the TuckerMPI
framework and apply it to both synthetic and simulated
(combustion) datasets. By comparing against the standard
(batch) algorithm, we show that our proposed approach
provides significant improvements in terms of memory us-
age. If the Tucker ranks stop growing along the streaming
tensor mode, our approach also incurs less wall-time com-
pared to the batch version. Sandia National Laboratories
is a multimission laboratory managed and operated by Na-
tional Technology Engineering Solutions of Sandia, LLC,
a wholly owned subsidiary of Honeywell International Inc.,
for the U.S. Department of Energys National Nuclear Se-
curity Administration under contract DE-NA0003525.
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Incorporating Quantities of Interests into Low-
Rank Tensor Decompositions

High-dimensional data is ubiquitous across scientific com-
puting disciplines, including plasma physics, fluids, earth
systems, and mechanics. Such data is naturally represented
as a tensor, consisting of the value of each simulation vari-
able at each point in space and time. Tensor decomposition
methods, akin to matrix factorization methods for two-
dimensional data, facilitate powerful analysis/reduction of
such data, including data compression, surrogate model-
ing, pattern identification, and anomaly detection. How-
ever, existing tensor decomposition methods target sim-
ple statistical error metrics, most commonly least-squares
loss, resulting in low-rank models of the data that fail to
faithfully represent important physics quantities of interest
or invariants arising from conservation principles. In this
work, we explore new formulations of two common ten-
sor decomposition methods, the Canonical Polyadic (CP)
and Tucker decompositions, that attempt to better pre-
serve these quantities by incorporating them directly in
the optimization problems that define the resulting low-
rank models. We then explore solving these extended opti-
mization problems and investigate their ability to preserve
these quantities compared to their overall reconstruction
accuracy. Computational results of applying this approach
to CP and Tucker decomposition of data arising from simu-
lation of plasma physics and combustion will be presented.
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Uncertainty-Aware Generative Molecular Design

Deep generative models have seen increased application in
life and material sciences, particularly for small molecular
drug design. However, training a generative model from
scratch can be challenging for new tasks with a low amount
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of available data for the specific molecular properties. On
the other hand, the black-box nature of the task of inter-
est e.g. experimental or in-silico measurement of the target
property of molecules makes the task-specific fine-tuning of
a pre-trained generative model computationally challeng-
ing due to its large number of parameters. This talk will
focus on a model uncertainty-guided fine-tuning strategy
for a pre-trained variational autoencoder (VAE) based gen-
erative model. Specifically, we leverage a low-dimensional
active subspace around the pre-trained model to quantify
the uncertainty of the high-dimensional VAE parameters
which is computationally intractable otherwise. The re-
sulting model uncertainty class is explored by black-box
optimization to search for a diverse set of models that can
generate molecules with improved properties compared to
the pre-trained model.
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Investigating and Mitigating Memorization in Dif-
fusion Based Generative Modeling of Turbulence
Systems

Diffusion-based generative models have demonstrated
great potential in modeling complex stochastic and chaotic
physical phenomena such as turbulence. However, their
tendency to memorize training data raises concerns about
their generalization and capability to produce novel and
diverse instantaneous flow realizations. This study system-
atically investigates the extent of memorization in diffusion
models applied to turbulent flow synthesis, examining its
impact on the quality and novelty of generated turbulence
data. We employ correlation analysis and quality assess-
ments to quantify memorization effects, exploring how fac-
tors such as training data diversity, sample size, and model
capacity contribute to this phenomenon. The study fur-
ther extends to conditional generative models, analyzing
how memorization manifests within parametric datasets.
To address these challenges, we propose a set of mitigation
strategies designed to reduce memorization while maintain-
ing the fidelity of the generated flow fields. Our findings
offer insights into the trade-offs involved in using diffusion
models for turbulence synthesis and present actionable ap-
proaches to enhance their robustness and reliability.

Meet Parikh, Xin-Yang Liu, Xiantao Fan, Jian-Xun Wang
University of Notre Dame
mparikh2@nd.edu, xliu28@nd.edu, fanxi-
antao1@gmail.com, jwang33@nd.edu

MS201

Normalizing Flows for Bayesian Inference: A Case
Study with Linear Regression

Variational Inference (VI) is a scalable means of sampling
from intractable posterior distributions arising in Bayesian
inference. Recently, Normalizing Flows (NFs) have been
used to aid VI for sampling from complex, multimodal
posteriors; something out of reach for mean-field and struc-
tured VI approaches. Despite its potential, there are few
theoretical studies on the approximate posterior obtained
from Normalizing Flows aided VI (FAVI). The computa-

tional cost of FAVI depends heavily on the NF family, but
there is no work quantifying the nature of the FAVI ap-
proximate posterior at a particular complexity of the NF.
We provide a framework to answer these questions within
the Bayesian linear regression context. We derive the vari-
ational posterior from FAVI with Inverse Auto-Regressive
Flows that approximates the true posterior for linear re-
gression with p = 2 predictors and a Gaussian prior. Since
Bayesian inference facilitates uncertainty quantification,
we also derive the loss in credible interval coverage result-
ing from using FAVI to approximate the true posterior, as
a function of correlation ρ between the predictors. We find
that given sufficient complexity of the NF there is no loss
in coverage from FAVI regardless of ρ. In contrast, the
coverage for mean-field VI increases in |ρ|. We then ex-
tend our results to p > 2. Our results are presented across
complexity of the NFs and include the complexity required
for FAVI to exactly recover the true posterior.
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Latent Space Modeling for AI-Enabled Physics Re-
search

Latent spaces, which provide compressed representations
of high-dimensional data, play a pivotal role in data-driven
scientific research techniques. In this talk, we provide an
overview of representation learning in the context of gener-
ative modeling for astrophysical studies – from traditional
emulation techniques to state-of-the-art foundation mod-
els. We highlight efficient anomaly identification and fea-
ture extractions, smoother data interpolations, faster likeli-
hood estimations for Bayesian inference, and other research
methodologies enhanced by robust latent space modeling.
A key focus of the talk is on addressing the challenges posed
by unsupervised learning in scientific contexts, where tra-
ditional latent space modeling can lead to entangled rep-
resentations that obscure physical parameters. We intro-
duce a novel latent space modeling approach that leverages
auxiliary information to achieve disentanglement, aligning
latent factors with known physical variables, thereby im-
proving model interpretability and robustness against ad-
versarial attacks.
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Robust OED for Large-Scale Nonlinear Bayesian
Inverse Problems

This work presents a scalable approach for the robust op-
timal experimental design of nonlinear inverse problems.
Typically, an optimal design is one which maximizes some
utility quantifying the quality of the solution of an inverse
problem. This optimal design, however, is dependent on
elements of the inverse problem, such as the simulation
model, the prior, or the measurement error model. Ro-
bust optimal experimental design aims to produce an op-
timal design that is aware of the additional uncertainties
encoded in the inverse problem and remains optimal even
after variations in them. In this work, we follow a worst-
case scenario approach to develop a new framework for the
robust optimal design of nonlinear Bayesian inverse prob-
lems. The proposed framework a) is designed for infinite-
dimensional Bayesian inverse problems constrained by non-
linear partial differential equations; b) develops efficient
approximations of the utility, namely, the expected infor-
mation gain; c) employs eigenvalue sensitivity techniques
to develop analytical forms and efficient evaluation meth-
ods of the gradient of the utility with respect to the uncer-
tainties we wish to be robust against; d) employs a prob-
abilistic optimization paradigm that properly defines and
efficiently solves the resulting combinatorial max-min opti-
mization problem. The proposed approach is numerically
validated for an optimal sensor placement problem in a
classical nonlinear inverse problem.
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MS202

Optimal Experimental Design for High-Energy-
Density Physics

High-energy-density (HED) physics is a field of research
that studies the behavior of materials under extreme con-
ditions of temperature and pressure. It plays an important
role across a range of scientific disciplines, including con-
densed matter physics, astrophysics, plasma physics, and
fusion energy research. At these extreme conditions, much
of the material behavior is not well understood. Experi-
ments are therefore crucial for developing and refining HED
physics and computational models for simulation. HED ex-
periments are extremely expensive and often performed at
oversubscribed facilities. A careful design of experiments
is thus critical for maximizing the value produced by each
experiment and the data it generates. We achieve this by
employing methods of optimal experimental design (OED).
Using a Bayesian formulation, OED quantifies the expected
information gain (or expected uncertainty reduction from
prior to posterior) of the unknown model parameters pro-
vided by an experiment, and maximizes it across the de-
sign space. Numerically, we estimate the expected informa-

tion gain with a nested Monte Carlo. We apply this OED
method on a series of experiments to perform a material
characterization under shocked conditions, present valida-
tion to the identified designs, and discuss insights revealed
by the results.
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Goal-Oriented Optimal Design of Infinite-
Dimensional Bayesian Inverse Problems

Our work focuses on goal-oriented optimal experimental
design (gOED) within the framework of large-scale linear
Bayesian inverse problems. Specifically, we address a non-
linear goal-functional defined on the inversion parameter,
which is considered in an infinite-dimensional space. Tra-
ditional optimal experimental design aims to identify data
acquisition locations (designs) that minimize uncertainty
in the inversion parameter or maximize information gain.
In contrast, gOED seeks designs that, when employed in
the inversion process, reduce uncertainty in the goal itself.
Our main contribution is the development of a gOED crite-
riona functional of sensor-weightingthat, when minimized,
yields such designs. This criterion is derived via a second-
order Taylor expansion of the goal functional, followed by
an analytical computation of the expected variance of this
expression. We propose three computational methods for
evaluating the gOED criterion, each suitable for efficient
application to large-scale problems. Our numerical exper-
iments, conducted for both quadratic and nonlinear goal-
functionals, demonstrate that our methods provide a more
accurate characterization of the goal compared to the clas-
sical A-optimal approach and C-optimality (obtained via
linearization of the goal-functional).
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A Linearise-Then-Optimise Approach to Large-
Scale Bayesian Optimal Experimental Design

We consider optimal experimental design (OED) within the
context of large-scale non-linear Bayesian inverse problems.
We propose a novel linearise-then-optimise (LtO) approach
to avoid repeatedly computing local (Laplace) approxima-
tions to the posterior at the ‘training’ stage. The pro-
posed LtO approach can also be applied to the problem
of marginalised OED. To account for the significant mod-
elling errors and uncertainties induced by the approach we
apply the Bayesian approximation error (BAE) approach
which is carried out off-line in a similar fashion to training
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the experimental design. We demonstrate the effectiveness
of the approach on several PDE-based problems motivated
by several real-world optimal experimental design situa-
tions. This is based on ongoing work with K. Koval and
A. Alexanderian.
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Leveraging Machine Learning for Active Experi-
mentation and Data Generation

A typical learning process of a neural network can be de-
scribed by the interaction between the data, the weights
and the model architecture. In a standard regime, this in-
teraction involves updating the weights of the neural net-
work model with respect to a series of data batches for a
fixed architecture. As this data is generated a priori, there
is an inherent uncertainty in the learning process due to the
discrepancy between the data required to learn efficiently
and the data available. In this talk, we will demonstrate
that this uncertainty could be quantified and further lever-
aged to improve performance in a neural network training
process through active experimentation. Towards this end,
we will enunciate a novel mathematical formulation where
the learning problem is formulated as a dynamical system
and the dynamics are represented by a differential equa-
tion. Subsequently, we will elucidate, “how to quantify this
uncertainty during learning?” and provide insights into the
effect of the this uncertainty. We will end this talk with
insights on “how to use uncertainty to correct the behavior
of the neural network model while learning” In particular,
we will show that way to experiment and generate data on
the fly.
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A Computational Framework for the Inverse De-
sign of Anisotropy in Microstructures

Multiscale materials generally exhibit an anisotropic me-
chanical response which makes the inverse design a twofold
problem. First, we must learn the type and orientation of
anisotropy and then find the optimal design parameters to
achieve a desired mechanical response. Given the stress-
strain data for any material, we first solve a forward prob-
lem using partially Input Convex Neural Networks (pIC-
NNs) to get a polyconvex representation of the strain en-
ergy with respect to the deformation gradient whereas it
can have an arbitrary form with respect to the design pa-
rameters. While training the neural network, we also find
the type of anisotropy, if any, along with the preferred di-
rections. Once the model is trained, we solve the inverse
problem using an evolution strategy to get the design pa-

rameters that give a certain stress-strain response. We
test the framework against synthetic macro- and micro-
scale data and it is able to not only learn the polyconvex
potentials but also recover the correct parameters for the
inverse design problem.
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Latent Space Denoising Diffusion for Inverse De-
sign of Elastoplastic Microstructures with Targeted
Constitutive Models

Designing multi-phase, heterogeneous materials such as
metal-ceramic composites, dual-phase steels, and polymer
blends, which consist of elastoplastic phases with com-
plex and varied property distributions, presents a high-
dimensional design challenge. This work introduces a de-
noising diffusion algorithm to address this challenge by
embedding the desired behaviors in a latent space. The
algorithm utilizes denoising diffusion probabilistic models
to refine microstructural designs iteratively, generating re-
alistic samples with tailored mechanical responses. Re-
versing a Markov diffusion process, it efficiently manipu-
lates the multi-phase topology and material parameters of
microstructures, producing a diverse array of prototypes
with targeted stiffness, yield surface responses, and harden-
ing mechanisms. Neural network surrogates replace high-
fidelity finite element simulations, enabling rapid identifi-
cation of prototypes within the desired performance range.
The results demonstrate the effectiveness of the denoising
diffusion approach in generating microstructures with pre-
cisely tuned elastoplastic properties, all within the latent
space informed by the training data. Numerical exper-
iments validate the algorithm’s capability in inverse de-
sign, providing insights into the intricate relationships be-
tween microstructural geometry, topology, and their resul-
tant macroscopic elastoplastic behaviors.
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Discovery Through Mechanical Testing and Dic in
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3D-Printed Viscoelastic Polymers

Despite the surge in popularity of physics-augmented neu-
ral networks (PANN) that offer a data-driven approach to
material modeling, most demonstrations of these methods
rely on synthetic data. Training PANNs on experimental
data requires special considerations because, unlike syn-
thetic data that can readily cover all possible deformation
and stress states, experimental data is often sparse and
limited by practical constraints. Additionally, while syn-
thetic data is typically generated from traditional models
with relatively simple functional forms, experimental data
present a challenge due to the potential complexity and
unknown nature of the underlying physics. In this talk,
we will explore training PANN constitutive models using
experimental data from 3D-printed viscoelastic polymers.
We focus on a multi-material printing process that adjusts
properties through polymer blending, and we train PANN
models to represent the composition of these blends. We
will address the challenge of working with sparse data from
simple experiments like tension and torsion. In addition,
we will discuss using digital image correlation strain mea-
surements (DIC) to generate more comprehensive training,
testing, and validation datasets.
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Characterizing Nonlinear Finite Deformation Vis-
coelastic Material Properties Using Digital Image
Correlation and Deep Learning Deep-VM Algo-
rithms

Accurately characterizing viscoelastic material properties
at different strain rates is vital in various engineering
disciplines. For instance, understanding their quasistatic
behavior is crucial for precisely controlling soft robotics
and flexible electronics precisely, while quantifying their
ultra-high-rate behavior is essential for improving the effi-
ciency and safety of ultrasound and laser surgeries. Tra-
ditional methods for extracting these material properties
often rely on analytical or numerical models coupled with
iterative comparisons to experimental data, which can
be computationally expensive. Here we propose novel
deep learning-based methods, called Deep-VM algorithms,
that can directly extract nonlinear, finite deformation vis-
coelastic material properties from Digital Image Correla-
tion (DIC) full-field experimental measurements. By as-
suming the Kelvin-Voigt viscoelastic material model, our
approach uses DIC-measured spatiotemporal deformation
data to independently learn the rate-independent and rate-
dependent stress components through two parallel neural
network channels. We demonstrate the effectiveness of our
algorithm using both synthetic and experimental datasets
of hydrogels subjected to various loading scenarios, includ-

ing point-force loading and creep tests. Additionally, we
explore the application of our algorithm in assessing vis-
coelastic properties at different rates through experiments
of needle and pulsed-laser-induced cavitation in hydrogels.
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Sunny.jl for Atomic-scale Magnetism

Sunny.jl is a package for simulating materials magnetism
at atomic scales, where quantum effects become impor-
tant. It is being developed by an interdisciplinary team
that spans theoretical and experimental physics, as well
as computational science. Julia has served as an excellent
platform for this project. Code can be rapidly prototyped
in natural math syntax, and then later tuned for very high
computational efficiency. Julia’s just-in-time compilation
model enables an interactive development experience with
no compromise to performance. This talk reports on some
of the unique features that Sunny provides for simulating
quantum spin dynamics, and how various Julia features
have helped to streamline the development workflow.
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The ITensors.jl Library and Sparse Tensor Format

Tensor networks are a set of computational tools designed
to produce efficient low-rank approximations of high di-
mensional data. ITensors.jl is a Julia library dedicated to
tensor handling and tensor network computations. Orig-
inally motivated by quantum physics, it can also be used
as a generic, algorithm-agnostic tensor library. It relies on
intelligent indices to determine which axes must be con-
tracted. This feature allows to write simple and efficient
code including a large number of indices.In this talk, we
first give an introduction to ITensor, its key features and
review some use cases in quantum physics. In a second
time, we focus on the problem of sparse storage format
for a tensor. This is a challenging problem as the com-
monly used compressed sparse rows and compressed sparse
columns matrix formats do not generalize easily to higher
dimensions. We detail the block sparse tensor implemen-
tation used in ITensor and how to efficiently make use of
symmetries and conserved quantities.
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Towards New Workflows in Computational Mate-
rials Science with Julia

Current solutions to key 21st-century challenges (such as
climate change, food insecurity, healthcare, and communi-
cations) are fundamentally limited by the functional prop-
erties of known materials. Designing new materials increas-
ingly relies on computational modeling with state-of-the-
art workflows frequently interweaving first-principles with
empirical modeling as well as data-driven approaches. To
make advances, we often must establish novel connections
across fields such as physics, chemistry, computer science,
and applied math. The Julia language and user commu-
nity are well-poised to address these challenges. However,
with many well-established software solutions and their re-
spective user communities already in existence, Julia tools
cannot just duplicate existing functionality. Rather, it is
crucial to integrate and add value to existing (often mono-
lithic) codebases and software ecosystems. In this talk, I
will discuss efforts in this area by the JuliaMolSim com-
munity, with a particular focus on our work in develop-
ing interfaces to facilitate interoperability and qualitatively
new types of computational workflows that can enable new
cutting-edge computational materials research.
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LATTICEQCD.JL: Simulation of Quantum
Chromo-Dynamics in 4 Dimensional Spacetime

We present our code (LatticeQCD.jl) for quantum chromo-
dynamics (QCD), which describes microscopic world in-
side of nucleons. QCD calculation has been implemented
by Fortran and C++ on supercomputers or GPU clusters
because it requires huge numerical resource, i.g. Monte-
Carlo with inversions of matrices with 1016 x 1016, and has
been succeeded to calculate crucial numbers used in exper-
iments. We implemented a code for QCD in Julia, which
achieves compatible speed with a Fortran code. As one of
the applications in high-performance computing with Ju-
lia, we will show benchmarks with parallel computations
with Julia and MPI.
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Third-Order A-Stable Alternating Implicit Runge-
Kutta Schemes

We design pairs of six-stage, third-order, alternating im-

plicit Runge–Kutta (RK) schemes that can be used to
integrate in time two stiff operators by an operator-split
technique. We also design for each pair a companion ex-
plicit RK scheme to be used for a third, nonstiff opera-
tor in an IMEX fashion. The main application we have
in mind are (non)linear parabolic problems, where the two
stiff operators represent diffusion processes (for instance, in
two spatial directions) and the nonstiff operator represents
(non)linear transport. We identify necessary conditions for
linear A(α)-stability by considering a scalar ODE with two
(complex) eigenvalues lying in some fixed cone of the half-
complex plane with nonpositive real part. We show nu-
merically that it is possible to achieve A(0)-stability when
combining two operators with negative eigenvalues, irre-
spective of their relative magnitude. Finally, we show by
numerical examples including two-dimensional nonlinear
transport problems discretized in space using finite ele-
ments that the proposed schemes behave well.
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Formulation and Discretization of Fully Hyperbolic
Approximations of Multiphysics Problems

We present a framework for constructing a first-order hy-
perbolic system whose solution approximates that of a de-
sired higher-order evolution equation. Constructions of
this kind have received increasing interest in recent years,
and are potentially useful as either analytical or compu-
tational tools for understanding the corresponding higher-
order equation. We perform a systematic analysis of a
family of linear model equations and show that for each
member of this family there is a stable hyperbolic approxi-
mation whose solution converges to that of the model equa-
tion in a certain limit. We then show through several ex-
amples that this approach can be applied successfully to a
very wide range of nonlinear PDEs of practical interest.
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A Time Adaptive Partitioned Solver for Thermal
and Mechanical Fluid-Structure Interaction

We consider partitioned solvers for mechanical and ther-
mal ?uid-structure interaction where different sub-solvers
are used for the different domains. We are in particular in-
terested in improving the computational efficiency through
the use of different and adaptive time steps in the sub
solvers. This can be achieved by the use of waveform iter-
ations, which has recently been implemented in the open
source coupling library PreCICE. An alternative to relax-
ation are Quasi-Newton methods and these have recently
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been combined with waveform iterations for fixed time
steps. In this talk, we further extend the Quasi-Newton
waveform iterations to the time adaptive case, where both
of the sub-solvers use an adaptive time stepping scheme.
This is achieved by sampling the waveforms to a fixed time
grid in the QN-method. Furthermore, we also discuss the
properties of this extension as well as its implementation in
the open source coupling library PreCICE. Lastly, we also
show that using a time adaptive solver results in faster run
times for a thermal fluid structure interaction test case,
were a piece of steel is cooled with air, as well as a simple
mechanical fluid structure interaction test case.
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Adaptive Multi-Rate Time Integration in the
Arkode Library

Multiphysics models couple two or more physical processes
together in a single simulation. These combinations may
include systems of differential equations with different type
(parabolic, hyperbolic, etc.), with different degrees of non-
linearity, and that evolve on disparate time scales. As a
result, such simulations prove challenging for ”monolithic”
time integration methods that treat all processes using a
single approach. As the first talk in this mini-symposium,
we will introduce the challenges that these types of prob-
lems impose on time integration methods, laying a com-
mon foundation for all the speakers in this session. Fol-
lowing that introduction, we will focus specifically on algo-
rithms for multirate systems of ordinary differential equa-
tions. These applications are characterized by having dif-
ferent components of the problem that evolve at distinct
time scales; multirate methods therefore allow evolution of
these components using different time step sizes. Among
such methods, multirate infinitesimal (MRI) variants al-
low near-complete freedom in how ”fast” time scales are
evolved. With this freedom, however, comes the challenge
in determining optimal time steps to use at each scale.
In this talk, we discuss our recent work to develop effi-
cient methods to adapt time step sizes in MRI methods,
and their implementation in the ARKODE solver library
(a component of the SUNDIALS suite).
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Multirate Nonlinearly Partitioned RungeKutta
Methods

We present Multirate Nonlinearly Partitioned Runge-
Kutta Methods (MNPRK), which are a multirate extension
of our recent work on nonlinearly partitioned Runge-Kutta
methods. These MNPRK methods can be viewed as a non-

linear generalization of subcycling and additive multirate
methods. We will discuss order conditions and stability
properties of these methods related to directional nonlin-
ear coupling between slow and fast scales. Some exam-
ples, such as implicitly wrapped strong stability preserving
methods, will be presented.
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Super-Time-Stepping Methods for Diffusion
Within Gyrokinetic Simulations

To foster the solution efforts of diffusion within gyroki-
netic simulations of fusion plasmas, we have added new
functionality to the ARKODE library in SUNDIALS to
support a variety of Super Time Stepping (STS) methods.
These methods have been designed for systems of ordi-
nary differential equations where the right-hand side con-
tains mildly stiff terms, but where one still wishes to treat
those terms using an explicit time integration method. In
order to circumvent the traditional linear stability limi-
tations of explicit methods, STS methods utilize a large
number (s) of internal stages, but instead of using these
to maximize the order of accuracy STS methods maxi-
mize the linear stability. Of particular importance for the
practicality of these methods is that they may be imple-
mented using significantly fewer than s storage vectors,
and thus these are among the class of “low-storage Runge-
Kutta (LSRK) methods. In particular, the new ARKODE
module supports the RungeKuttaChebyshev, RungeKut-
taLegendre, and RungeKuttaGegenbauer families of STS
methods. The module additionally supports a variety of
strong stability preserving (SSP) LSRK methods. In this
talk, we describe each of the above families of methods,
their implementation in ARKODE, and demonstrate re-
sults that use these methods for gyrokinetic simulations of
fusion plasmas.
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Asymptotic-preserving and Energy-conserving Nu-
merical Methods for Nonlinear Dispersive Wave
Equations

We explore the development and application of IMEX time
integration methods for nonlinear dispersive wave equa-
tions. Our primary focus is on first-order hyperbolic ap-
proximations, which offer the advantage of circumvent-
ing the need to discretize higher-order spatial and tem-
poral derivatives. Additionally, we investigate asymptotic-
preserving schemes, which preserve energy or entropy con-
servation laws on a discrete level.

Sebastian Bleecke
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Unconditional Strong Stability Preserving Addi-
tive Methods

In this talk we present a class of high order unconditionally
strong stability preserving (SSP) implicit two-derivative
RungeKutta schemes up to fourth order, SSP implicit-
explicit (IMEX) multi-derivative RungeKutta schemes up
to third order where the time-step restriction is indepen-
dent of the stiff term, and unconditionally SSP additive
downwind and multi-derivative RungeKutta schemes up
to second order. The unconditional SSP property for a
method of order p ¿ 2 is unique among SSP methods, and
depends on a backward-in-time assumption on the deriva-
tive of the operator. We show that this backward deriva-
tive condition is satisfied in many relevant cases where
SSP IMEX schemes are desired. We devise uncondition-
ally SSP implicit RungeKutta schemes of order up to p =
4, and IMEX Runge Kutta schemes of order up to p = 3.;
we also devise unconditionally additive methods of order 2
where one component is based on downwinding. For the
multi-derivative IMEX schemes, we also derive and present
the order conditions. These methods are positivity and
asymptotic preserving when applied to a range of prob-
lems, including a hyperbolic relaxation system, the Broad-
well model, and the Bhatnagar-Gross-Krook (BGK) kinetic
equation. This is a joint work with AndrewChristlieb, Sin-
ing Gong, Zachary J. Grant, Jingwei Hu, and Ruiwen Shu.
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New Operator Splitting Capabilities in the Suite
of Nonlinear and Differential/Algebraic Equation
Solvers (SUNDIALS)

For time-dependent simulations that couple several physi-
cal processes, operator splitting techniques are ubiquitous.
Coupling is simple, and they allow each process to be
evolved independently, possibly using a different integra-
tor and time step tailored to the unique characteristics
of that process. In this talk, we will discuss a new im-
plementation of operator splitting methods in the SUN-
DIALS library. In addition to standard, low order Lie-
Trotter and Strang splittings, it includes many high order
schemes as well as support for custom coefficients. It builds
on an extensive SUNDIALS infrastructure of integrators,
(non)linear solvers, and vectors with support for parallel
and GPU computing. This talk will cover implementation
experiences, examples of how to use the methods, and nu-
merical tests.
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Accelerating Microstructure Evolution Predic-
tions Via Fully Convolutional Network-Based Spa-
tiotemporal Models

Advances in spatiotemporal predictive learning have
opened new pathways for accelerating simulations in sci-
entific domains, yet many methods remain computation-
ally expensive due to complex architectures and training
pipelines. In this work, we develop a framework based on
SimVPv2, a fully convolutional neural network model, for
accelerating microstructure evolution predictions. Build-
ing on the simplicity of SimVPv2, the proposed approach
eliminates the need for heavy U-Net-like architectures,
leveraging streamlined stacks of convolutional layers com-
bined with an efficient Gated Spatiotemporal Attention
mechanism. This design achieves state-of-the-art perfor-
mance while significantly reducing computational complex-
ity. Our approach demonstrates superior predictive accu-
racy and efficiency on benchmark microstructure evolution
datasets, achieving faster training and inference with fewer
FLOPs. Extensive evaluations across diverse microstruc-
tural processes, such as grain growth and Spinodal decom-
position, highlight the model’s robustness and versatility.
By offering a powerful yet straightforward solution, our
framework establishes a solid baseline for spatiotemporal
learning in materials science, enabling rapid and reliable
predictions to advance material design and discovery work-
flows. This is a joint work with Michael Trimboli, Ke-gang
Wang, and Sirani M. Perera
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Quadratic B-Splines and the Geometry of Non-
Planar 3D Fracture Growth

Physics based fracture growth modelling is computation-
ally expensive because of the need to solve coupled partial
differential equations at different scales and its associated
re-triangulation requirements. This justifies working with
analytical representation of fractures such as NURBS. In-
stead of the latter, we propose a simplified representation
using periodic B-splines. Then fracture growth reduces
to adding a periodic 3D curve to a preexisting sequence
curves, namely the fracture representation in the previous
iteration. The main advantages over the NURBS repre-
sentation are the ability to estimate the stress intensity
factors at any point of the fracture using simple interpola-
tion techniques and the possibility of polyhedral bounding
of the whole fracture. This representation shares with the
NURBS representation the possibility of fracture refine-
ment to any resolution.

Marco Paluszny
Universidad Nacional de Colombia
Cl. 59a #63-20, Medelĺın, Antioquia
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A Geometric Objective for Graph Coarsening with
Machine Learning Applications

In this talk, I will delve into a geometric perspective of
graph coarsening, which is a technique for solving large-
scale graph problems by working on a smaller version of
the original graph. It has a long history in scientific com-
puting and has recently gained popularity in machine learn-
ing, particularly in methods that preserve the graph spec-
trum. Compared to the previous spectral perspective, the
proposed geometric perspective is especially useful when
working with a collection of graphs, such as in graph classi-
fication and regression. Specifically, we consider a graph as
an element on a metric space equipped with the Gromov–
Wasserstein (GW) distance, and bound the difference be-
tween the distance of two graphs and their coarsened ver-
sions. Minimizing this difference can be done using the
popular weighted kernel K-means method, which strength-
ens existing spectrum-preserving methods.

Yifan Chen
Hong Kong Baptist University
yifanc@hkbu.edu.hk

Rentian Yao
University of Illinois at Urbana-Champaign
University of British Columbia
rentian2@illinois.edu

Yun Yang
UIUC
USA
yy84@illinois.edu

Jie Chen
MIT-IBM Watson AI Lab, IBM Research
chenjie@us.ibm.com

MS208

Compressing Deep Learning Models with Inter-
polative Decompositions

After training complex deep learning models, a common
task is to compress the model to reduce compute and stor-
age demands. When compressing, it is desirable to pre-
serve the original models per-example decisions (e.g., to
go beyond top-1 accuracy or preserve robustness), main-
tain the networks structure, automatically determine per-
layer compression levels, and eliminate the need for fine
tuning. We introduce a principled approach that satisfies
these criteria. Our technique leverages techniques from
(randomized) numerical linear algebra to effectively com-
press networks and is adaptable to many types of network
layers (including attention mechanisms in transformers).
We will discuss the central mathematical ideas that enable
our methodology to work and scale to very large models,
and provide extensive numerical experiments that illustrate
its efficacy.
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MS208

Sympgnns: Symplectic Graph Neural Networks
for Identifying High-Dimensional Hamiltonian Sys-
tems and Node Classification

Existing neural network models to learn Hamiltonian
systems, such as SympNets, although accurate in low-
dimensions, struggle to learn the correct dynamics for
high-dimensional many-body systems. Herein, we intro-
duce Symplectic Graph Neural Networks (SympGNNs)
that can effectively handle system identification in high-
dimensional Hamiltonian systems, as well as node classifi-
cation. SympGNNs combines symplectic maps with per-
mutation equivariance, a property of graph neural net-
works. Specifically, we propose two variants of SympGNNs:
i) G-SympGNN and ii) LA-SympGNN, arising from dif-
ferent parameterizations of the kinetic and potential en-
ergy. We demonstrate the capabilities of SympGNN on two
physical examples: a 40-particle coupled Harmonic oscilla-
tor, and a 2000-particle molecular dynamics simulation in
a two-dimensional Lennard-Jones potential. Furthermore,
we demonstrate the performance of SympGNN in the node
classification task, achieving accuracy comparable to the
state-of-the-art. We also empirically show that SympGNN
can overcome the oversmoothing and heterophily problems,
two key challenges in the field of graph neural networks.
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Efficient Visualization of Implicit Neural Networks
Via Weight Matrix Analysis

An implicit neural representation (INR) is a neural net-
work that approximates a function over space and pos-
sibly time. Memory-intensive visualization tasks, includ-
ing modern 4D CT scanning methods, represent data na-
tively as INRs. While such INRs are prized for being more
memory-efficient than traditional data on a lattice, dis-
cretization to a regular grid is still required for many vi-
sualization tasks. In this talk, we present an algorithm to
store high-resolution voxel data only for regions with sig-
nificant detail, reducing memory requirements. To identify
these high-detail areas, we use an interpolative decompo-
sition pruning method on the weight matrices of the INR.
The information from pruning is used to guide adaptive
mesh refinement, allowing automatic mesh generation, tai-
lored to the underlying resolution of the function.
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MS209

Co-Evolving Networks for Opinion and Social Dy-
namics in Agent-Based Models

Digital media has fundamentally transformed social inter-
actions and reshaped the ways in which individual opinions
influence and are influenced by these interactions. Thus,
investigating the interplay between opinion and social dy-
namics has become crucial for understanding the forma-
tion of social structures and collective outcomes. We ex-
tended state-of-the-art models by introducing a stochastic
agent-based model that captures the co-evolution of opin-
ion and social dynamics [Djurdjevac Conrad, Kppl, Djur-
djevac; Feedback Loops in Opinion Dynamics of Agent-
Based Models with Multiplicative Noise, Entropy24(10),
2022]. Our model considers agents moving in a social
space influenced by both positions and opinions of other.
Agents with similar opinions of the same stance exhibit so-
cial closeness, while opinion dissimilarity reinforces social
distancing between agents. Opinion dynamics is driven by
agents spatial proximity and their opinion similarity. By
analyzing the underlying social and opinion interaction net-
works, we explore the mechanisms influencing the appear-
ance of emerging phenomena, like echo chambers and opin-
ion consensus [Djurdjevac Conrad, Vu, Nagel; Co-evolving
networks for opinion and social dynamics in agent-based
models, Accepted in Chaos:An interdisciplinary Journal of
Nonlinear Science, 2024]. We apply our model to survey
data and show that it can capture the co-evolution of polit-
ical identity and individual opinions regarding governmen-
tal issues.
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MS209

How to Win An Election in a Dynamically Evolving
Opinion Space

We model dynamically changing candidate positions in the
face of a dynamic electorate. We use Hegselmann-Krause
opinion dynamics to model the changes in the electorate.
Candidates move along the gradient and are maximizing
the votes. We use the combined candidate-voter model
to demonstrate the possibility of discontinuous jumps in
candidate behavior as parameters of the model are varied.
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Inverse Adaptive Learning Design on Networks

Learning the rules that govern self-organization in com-
plex systems is crucial for advancing our ability to model
and design such systems. Generalized Kuramoto models
have been widely employed for this purpose, effectively cap-
turing the synchronization of systems of oscillators. How-
ever, these models require prior knowledge of the govern-
ing equations, which limits their flexibility and applica-
bility. To overcome this challenge, we benchmark mod-
ern machine learning approaches, including Graph Neu-
ral Networks (GNNs) and Koopman Augmented Networks
(KANs), to determine their effectiveness in inferring and
predicting emergent dynamics without relying on explicit
equation forms. Our benchmarks reveal the strengths and
limitations of these tools in capturing synchronization and
swarming behaviors across various network topologies and
conditions, providing insights into their potential for ad-
vancing the study of self-organization in complex systems.
This work contributes to the growing field of machine
learning-driven modeling, offering a pathway toward more
flexible and scalable approaches in adaptive system design.
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A New Dangling Centrality Metric and Its Com-
parison with Existing Centrality Measures for Real
World Datasets

In this lecture, I will introduce the Dangling Centrality
metric which is a new vision to social network measures and
analyze its relationship with established centrality metrics
across diverse datasets, including Amazon product net-
works, a Protein-Protein Interaction (PPI) network, and
a Bitcoin network. Our findings highlight the importance
of considering node absence in network dynamics, with
Dangling Centrality showing strong correlations with tra-
ditional metrics. Through analysis of both complex and
simple networks, I will demonstrate the metric’s ability to
identify key products, proteins, and individuals, with re-
sults supported by regression plots and Pearson’s correla-
tion coefficients.
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Modeling Candidate-Voter Dynamics

We consider a candidate-voter dynamics model based on
the Hegselmann-Krause opinion dynamics reformulated
from the probability density perspective. We analyze prop-
erties of the resulting PDE and look at their effect on the
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original particle model.
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Efficient Numerical Methods for PDE-constrained
Optimization Problems in Diffeomorphic Image
Registration

We present our work on efficient algorithms for diffeomor-
phic image registration, formulating the problem as an op-
timization task governed by transport equations for im-
age intensities and a geodesic equation on the group of
diffeomorphisms. This inverse problem is inherently ill-
posed and infinite-dimensional in the continuum, leading
to high-dimensional, ill-conditioned inversion operators af-
ter discretization. To address these challenges, we develop
efficient numerical methods focused on optimization, in-
cluding strategies for numerical time integration and pre-
conditioning. We validate the performance of our meth-
ods through tests on both synthetic and real-world data,
demonstrating their effectiveness in overcoming the math-
ematical and computational complexities involved.
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MS210

Towards a Unified Electro-Fluid-Mechanical
Framework for Cardiac Modeling

The electrical activity of the heart is responsible for initi-
ating the contraction of cardiac muscle, and the specialized
cardiac conduction system (CCS) is responsible for coor-
dinating the activation of the heart’s chambers. Conse-
quently, cardiac rhythm disorders can impair or even to-
tally disrupt the pumping function of the heart. This talk
details progress on work to incorporate a comprehensive
model of cardiac electrophysiology within a detailed model
of cardiac fluid dynamics and fluid-structure interaction
(FSI). We address FSI using the immersed finite element-
difference method, an extension of the immersed bound-
ary method for finite element-based structural mechanics
models. Our integrated EP-FSI model includes tissue-
scale models of electrical impulse propagation within the
cardiac chambers based on the monodomain or bidomain
equations along with a CCS model that includes the sinoa-
trial node, atrioventricular node, His bundles, and Purkinje
fibers. This talk will describe key numerical approaches, in-
cluding finite element models that integrate volumetric and
cable-like models of cardiac electrophysiology, and will de-
tail initial simulation results obtained using this integrated

model.
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Extraction of Coronary Vessel Networks from
Computed Tomography and Corresponding
Flouroscopy Images

Vessel network models extracted strictly from an MRA
have proven to be lacking in completeness and consis-
tency. Flouroscopy images have different, but complemen-
tary properties from their corresponding MRA images. If
corresponding flouroscopy images are available then they
can be used, in combination with the MRA image, to gen-
erate enhanced vessel network models thus alleviating some
of the gaps and errors present in the strictly MRA-based
models. A necessary prerequisite to the combination of
these images is a solution to a multimodal and multidimen-
sional registration problem. Results of a centerline-based
approach to registration is presented for a cohort of 12 sets
of patient data each consisting of a single MRA image and
several corresponding flouroscopy images are presented.
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Closed Loop Solute Transport in Blood Vessels and
Organs

Hypoplastic left heart syndrome (HLHS) is a congenital
heart disease that accounts for 2-3% of congenital heart dis-
eases in the United States and 40% of all neonatal cardiac
deaths. HLHS causes oxygenated blood to mix with de-
oxygenated blood, resulting in death. This raises a critical
need to accurately model the transport of oxygen in blood
vessels and organs throughout the human body to improve
outcomes in patients with HLHS. Previously, numerical re-
duced models have been created to solve for blood flow
and concentration of one solute. These models reduce the
dimensions of the vessels and organs to improve computa-
tional efficiency. This work extends the models from open
network of blood vessels to closed loops and includes organs
such as the heart. Appropriate transmissibility conditions
at each vessel junction and organ bed are constructed, that
are based on balance laws. The class of interior penalty dis-
continuous Galerkin methods is used for the discretization
of the models.
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Variable Projection Methods for Large-scale Sepa-
rable Nonlinear Inverse Problems

Variable projection methods are among the classical and
efficient methods for solving separable nonlinear least
squares problems. This talk will introduce variable projec-
tion methods for solving large-scale inverse problems and
a local convergence analysis when inexact inner solvers are
used. Numerical experiments will be presented, demon-
strating the effectiveness of these methods in the context
of semi-blind deblurring problems.
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Generalized Sparse Bayesian Learning Techniques
for Inverse Problems

Recovering sparse generative models from limited and
noisy measurements presents a significant and complex
challenge. Given that the available data is frequently in-
adequate and affected by noise, assessing the resulting un-
certainty in the relevant parameters is crucial. Notably,
this parameter uncertainty directly impacts the reliabil-
ity of predictions and decision-making processes. In this
talk, we explore the generalized sparse Bayesian learning
framework. This advanced statistical modeling technique
facilitates the quantification of uncertainty in parameter
estimates by treating involved quantities as random vari-
ables. The strategy employs distinct conditionally Gaus-
sian priors for each parameter vector alongside generalized
gamma-distributed hyper-parameters to impose sparsity.
By amalgamating these sparsity-promoting priors with es-
tablished Bayesian inference techniques, a new family of
algorithms is developed.
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Carleman Estimates for Mean Field Games

The theory of Mean Field Games is a powerful apparatus,
which can model almost any societal phenomenon via a
system of two nonlinear parabolic partial differential equa-
tions. However, the price to pay is a huge complexity of
this system. To address the complexity issue, Carleman es-
timates were introduced recently in this field by Klibanov.
As a result, stability and uniqueness theorems for the first
time were obtained for both forward and inverse problems
of Mean Field Games. Furthermore, Carleman estimates
enable one to construct various versions of the effective con-
vexification method for these problems. Both theoretical

and numerical results will be presented.
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Deep-learning-assisted Real-time Algorithms for
Inverse Problems Governed by Partial Differential
Equations

Inverse problems are pervasive in sciences, engineering, and
mathematics. Inverse problems are challenging due to their
ill-posed nature. Inverse problems governed by nonlinear
PDEs are even more challenging due to prohibited com-
putational requirements. Yet many practical problems, in-
cluding data assimilation, parameter calibration, and imag-
ing, require real-time inverse solutions. We propose an ap-
proach to overcome the aforementioned challenge by syner-
gizing rigorous computational inverse approaches with the
speed of deep learning. We present several approaches from
purely data-driven to rigor-driven deep learning methods
to solve large-scale inverse problems. Several results are
presented for inverse problems governed by heat equations,
Burgers’ equations, and Naver-Stokes equations.
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On the Problem of Active Control of Fields
Through the Lenses of Integral Operators, Inverse
Sources and Optimization

In this talk we will present first a theoretical introduction
for the general problem of active control of fields and then
focus on the particular case of electromagnetic fields. We
will then show how by employing techniques from inverse
source analysis and through suitable layer potential opera-
tors one can prove the existence of a class of active control
sources achieving the desired effects. We then present how
these controls can be further studied through the equiva-
lent formulation of the underlying problem as a constrained
minimization problem and in particular focus on the im-
plementation of a practical strategy for far field control of
electromagnetic fields by using a swarm of flying drones
with applications to communications. Numerical support
will be presented for several interesting applied scenarios.
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Galerkin RBF Operator Learning and Surrogate
Models

Data-driven physics models and operators require efficient
representation of solutions; one such efficient basis is radial
basis functions. We build a Gaussian radial basis func-
tion approximation scheme, where the shape parameters
of the Gaussians are informed by data. With these RBFs,
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we solve a Galerkin formulation of the desired operator
or PDE. Our approach to do so rests fundamentally on
the observation that products of Gaussian RBFs and their
gradients are integrable as polynomial moments of a prod-
uct distribution with a closed-form expressions to assemble
mass and stiffness matrices without quadrature error. This
straightforward observation enables a meshfree discretiza-
tion requiring no numerical quadrature, making it suitable
for high-dimensional problems. We prove that variational
problems posed in this Gaussian basis converge as the num-
ber of Gaussian RBFs is increased, and we show results for
a handful of PDE data recovery problems, highlighting the
convergence and flexibility of our approach.
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Neural Networks in Numerical Pdes

In this talk, we will first give a brief introduction of NNs
from numerical analysis perspective and use a simple ex-
ample to show why NNs are superior to piecewise polyno-
mials on fixed meshes when approximating discontinuous
functions with unknown interface. We will then describe a
space-time least-squares neural network (LSNN) method.
The method shows a great potential to sharply capture
shock without oscillation, overshooting, or smearing. The
exceptional approximation powers of NN come with a price:
the procedure for determining the values of the nonlinear
parameters of NN entails solving a high-dimensional non-
convex optimization problem. We will describe our newly
developed training algorithm for shallow ReLU NN.
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Efficient and Accurate Training of Physics-
Informed Deep Operator Networks with the Con-
jugate Kernel

Recent work has shown that the empirical Neural Tan-
gent Kernel (NTK) can significantly improve the training
of physics-informed Deep Operator Network (DeepONets).
The NTK, however, is costly to calculate, greatly increas-
ing the cost to train such systems. In this paper, we study
the performance of the empirical Conjugate Kernel (CK)
for physics-informed DeepONets, an efficient approxima-
tion to the NTK that has been observed to yield similar re-
sults. For physics-informed DeepONets, we show that the
CK performance is comparable to the NTK, while signif-
icantly reducing time complexity for training DeepONets.
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MITONet: A Novel Data-Driven, Physics-Guided
Neural Emulator for Predicting Coastal Hydrody-
namics

We introduce the Multiple Input Temporal Operator Net-
work (MITONet), a novel approach that leverages re-
cent advancements in operator learning, specifically within
the Deep Operator Network framework. MITONet is de-
signed to efficiently emulate high-dimensional numerical
solvers for complex, non-linear problems governed by time-
dependent, parametric partial differential equations. By
utilizing a latent space representation and incorporating
temporal bundling, MITONet provides a powerful and flex-
ible solution for capturing intricate dynamics over time.
We demonstrate its effectiveness in forecasting hydrody-
namic processes, such as ocean currents and wave propa-
gation, emphasizing its capability to generate accurate pre-
dictions for complex coastal dynamics. Our results high-
light MITONets accuracy, even in scenarios involving out-
of-distribution data, demonstrating its potential for real-
world applications.
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A Truncated Generalized Singular Value Decom-
position for Comparative Analysis of Noisy Data

Among the most important and powerful matrix factor-
izations is the singular value decomposition (SVD), which
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provides dimensionality reduction and denoising benefits
through its provably optimal low-rank representations. In
this presentation, we will bring the optimality of the trun-
cated SVD to comparative data analysis via the general-
ized SVD (GSVD). Evidenced in applications ranging from
genomics to inverse problems, the GSVD reveals features
that are either common between two matrices, or exclu-
sive to either one of them. However, for cases in which
the data are noisy, the patterns identified by the GSVD
can inherit noisy properties as well. To reveal non-noisy
features, we propose an algorithm for a truncated GSVD
by first optimally reducing noise through a truncated SVD
followed by a statistically-motivated GSVD procedure on
rank-deficient matrices. We provide insights into the the-
oretical guarantees of our new algorithm, and empirically
demonstrate performance through illustrative examples.
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Joint Analysis of X-ray Ptychography and X-ray
Fluorescence

X-ray fluorescence can be used for revealing the internal el-
emental composition of a sample, while x-ray ptychography
can produce high-resolution and high-contrast transmis-
sion. In this work, we exploit the complementarity between
X-ray fluorescence and ptychography, integrate both data
modalities and formulate a nonlinear optimization-based
approach for reconstruction of the elemental composition
of a given object with improved resolution.
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Structured Column Subset Selection with An Ap-
plication to Optimal Experimental Design

This paper addresses a structured column subset selec-
tion problem (CSSP) with applications to optimal exper-
imental design for sensor placement. Traditional CSSP
methods select the most informative columns from a ma-
trix. We extend these methods to structured column selec-
tions, focusing on scenarios where columns represent ob-
servations under different experimental conditions and are
grouped by experimental variables or sensor configurations.
We develop two tensor-based algorithms for structured
CSSP: TenSVD and SVDTen. Both use the Golub-Klema-
Stewart method and data structure to enhance computa-
tional efficiency. We analyze their computational costs and
performance guarantees under the D-optimality criterion,
demonstrating their effectiveness through model problems

in Bayesian inverse settings.
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Empowering Scientific Research with a Scalable,
Hardware-Agnostic Tiled Linear Algebra Frame-
work in Julia

High-Performance Computing (HPC) is essential for sci-
entific research, enabling complex simulations and analy-
ses across fields. However, the specialized knowledge re-
quired to utilize HPC effectively can be a barrier for many
scientists. This work leverages state-of-the-art scalable
linear algebra and abstract array interfaces to provide a
hardware-agnostic, mixed-precision, scalable tiled abstrac-
tion layer to enhance accessibility and usability. It takes
advantage of multiple-dispatch to build upon earlier work
in abstract interfaces providing hardware-agnosticism and
mixed-precision. It also integrates tiled out-of-core linear
algebra approaches. The new abstraction layer that im-
plements both aspects facilitates the extensibility of the
resulting tiled abstraction towards any tiled operation. It
provides end-users with a single function call for all use
cases, and developers with the applicability of a single im-
plementation to any hardware and precision. Developers
also benefit from a data dependency-driven scheduling im-
plementation system. We demonstrate the practical ben-
efits by implementing the Singular Value Decomposition
(SVD), showing how the approach streamlines the devel-
opment process and accelerates scientific discovery. This
work aims to democratize HPC resources by bridging the
gap between advanced computational capabilities and user
accessibility, empowering a broader range of scientists to
fully leverage modern computing technologies.
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Space-Time Non-Local Multi-Continua Multiscale
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Method for Channelized-Media Parabolic Equa-
tions

Many applied problems feature coupled spatial and tem-
poral heterogeneities that complicate homogenization or
upscaling. Non-local multi-continua are proposed to ad-
dress complex spatial heterogeneities in various papers.
We extend this approach to a parabolic problem with
time-dependent heterogeneous coefficients, developing the
space-time Non-local multi-continua (space-time NLMC).
This method efficiently constructs multiscale basis func-
tions through local energy minimization within oversam-
pled space-time regions. These functions demonstrate ex-
ponential decay outside their domain and offer computa-
tional advantages over classical methods, providing a sys-
tematic and flexible way to achieve accurate solutions while
reducing computational overhead.
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Partially Explicit Generalized Multiscale Finite El-
ement Methods for Poroelasticity Problem

We develop a partially explicit time discretization based on
the framework of constraint energy minimizing generalized
multiscale finite element method (CEM-GMsFEM) for the
problem of linear poroelasticity with high contrast. Firstly,
dominant basis functions generated by the CEMGMsFEM
approach are used to capture important degrees of freedom
and it is known to give contrastindependent convergence
that scales with the mesh size. In typical situation, one has
very few degrees of freedom in dominant basis functions.
This part is treated implicitly. Secondly, we design and
introduce an additional space in the complement space and
these degrees are treated explicitly. We also investigate the
CFL-type stability restriction for this problem, and the
restriction for the time step is contrast independent.
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The Interplay Between Deep Learning and Model
Reduction

The integration of Reduced Order Modeling (ROM) and
Deep Learning (DL) presents a promising avenue for
enhancing computational efficiency and predictive accu-
racy. ROM techniques reduce complex systems into low-
dimensional representations, preserving essential dynam-
ics, while DL methodologies excel at learning intricate pat-
terns from raw data. By com- bining ROM with DL, we
aim to develop approaches that inherit merits from both
disciplines. On one hand, we explore leveraging ROM as
a preprocessing step to train DNNs with limited labeled
data, addressing data scarcity. On the other hand, we in-
tend to utilize DL to expedite ROM construction and learn
ROMs directly from observational data. In this talk, we
will elaborate on specific efforts made along this line.

Min Wang
University of Houston
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MS214

Multimodality Scientific Foundation Models for
Multiscale Multiphysics Problems

Multi-operator learning uses an operator embedding struc-
ture to train a single neural network on data from multiple
operators. Thus, multi-operator learning is capable of pre-
dicting a range of operators within one model. We propose
pretraining and fine-tuning strategies for solving PDEs us-
ing multi-operator learning. One key aspect is that by
increasing the number of families of operators used in pre-
training, a PDE foundation model can be fine-tuned to
downstream tasks involving new PDEs with a limited num-
ber of samples, thus outperforming single operator neu-
ral networks. Specifically, a multi-operator learning model
pre-trained with data from diverse PDE families can pre-
dict unseen operators after fine-tuning with only a limited
number of operators from the new family, enabling them
to serve as a data-free PDE solver. We also show that the
proposed training and fine-tuning method is able to pre-
dict new operators in zero-shot prediction without samples.
Additionally, we introduce a PDE-agnostic meta-learning
algorithm to improve the adaptability of the model to var-
ious PDEs by providing a better parameter initialization
process. To address the needs of applications with lim-
ited computing resources, we explore low-rank adaptation
methods that reduce computational costs while enhancing
solver accuracy. Lastly, by examining the scaling law with
respect to the number of operator families, we establish and
highlight its potential for broad adaptation in PDE-solving
tasks.
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MS215

Satisfying the Fluctuation Dissipation Balance
with Adaptive Mesh Refinement

In computational thermodynamics, an additional term is
added to the fluid equations to account for microscopic
fluctuations acting as a reverse action to the energy dis-
sipation. Choosing a fluctuation term proportional to the
square root of the viscous operator ensures that the fluctu-
ations will neither overwhelm nor be overwhelmed by the
dissipation in the system. However, when adaptive mesh
refinement is introduced to the computational domain, the
natural viscous operator is no long positive definite and
satisfying the fluctuation dissipation balance becomes non-
trivial. In this poster we 1) outline a second order finite
difference scheme for a MAC grid that yields a symmet-
ric laplace operator L and 2) prove this operator is also
positive definite by deriving the corresponding divergence
operator D such that L = DDT and D satisfies the fluctu-
ation dissipation balance.
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University of North Carolina at Chapel Hill
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MS215

LibMobility: a Fast, GPU Library for Simulating
Fluctuating Stokesian Suspensions

We introduce a fast and modular GPU library, libMobility,
that solves the hydrodynamic mobility problem for Stoke-
sian particle suspensions in open, periodic, and confined
geometries. In particular, we’ve implemented fast routines
to apply mobility matrices and their principle square root,
ensuring that the library is immediately available for use
in Brownian dynamics applications. In addition to being a
high-performance library, libMobility is designed to have a
streamlined installation and be easy to integrate into ex-
isting codes. We present examples with fluctuating mem-
branes, slender filaments, and active particles that demon-
strates both the flexibility and the computational advan-
tage of the library.
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MS215

A Posteriori Error Estimator for Poroelasticity
with Uncertain Inputs

This presentation provides an overview of recent advances
in stochastic Galerkin mixed finite element methods (SG-
MFEMs) applied to parameter-dependent linear elasticity
equations. We begin with a unique three-field partial dif-
ferential equation (PDE) model, where Youngs modulus
is represented as an affine function of a finite or count-
able set of parameters. The presentation then examines
the SG-MFEM approximation. Furthermore, we introduce
a novel a posteriori error estimation scheme that assesses
errors in the natural weighted norm crucial for the stabil-
ity of the weak formulation. The reliability and efficiency
of the proposed error estimator are demonstrated, with
emphasis on the independence of the associated constants
from both the Poisson ratio and the SG-MFEM discretiza-
tion parameters, ensuring robustness in the incompressible

limit. The first part concludes by exploring error reduc-
tion proxies related to potential enrichments of SG-MFEM
spaces, proposing their use in developing an adaptive al-
gorithm that halts when the estimated error meets a user-
defined tolerance.
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MS215

Dressed Diffusion By Hydrodynamic Coupling to a
Soft Mode

Interfaces introduce non-trivial effects on the motion of a
particle diffusing nearby. The effect of hard surfaces is well
documented, but the influence of soft boundaries on Brow-
nian motion is yet to be understood. Here, we study the
motion of a diffusing particle interacting with a soft mode
through a hydrodynamic-like interaction. We propose a
toy model consisting of a point-like particle diffusing in
a sinusoidal trap to which a second harmonically-trapped
point-like particle is coupled through a hydrodynamic-like
interaction. We derive analytical formulas for the long-
time diffusivity. We show that the diffusivity of the parti-
cle is enhanced by the elastrohydrodynamic coupling. Our
results are supported by Langevin numerical simulations.
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MS215

Applications of Stochastic Methods in Simulating
Mesoscale Flows

In this minisymposium we examine some specific numer-
ical implementations of stochastic fluid dynamics algo-
rithms, with examples including Fluctuating Hydrodynam-
ics (FHD), and Browian, Stokesean, and Langevin dynam-
ics. In each case this will involve coverage of material
including Greens function and grid based approaches to
modelling systems such as suspensions and thin films, with
related topics such as Peskin Kernels and grid refinement
also discussed.
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MS216

Hassle-Free Prediction of Excitation Wave Quench-
ing Using Actors

Cardiac arrhythmias can be viewed as undesirable exci-
tations in myocardial tissue. From this perspective, the
role of a defibrillator is to quench these excitations and re-
turn the heart to its normal function. We are specifically
interested in the quenching of stable (travelling-wave) ex-
citations, which is a more insidious yet less well-studied
problem. Methods for finding protocols and thresholds for
such quenching are manually as well as computationally
intensive. We use the actor model of concurrent program-
ming to accelerate threshold prediction for excitation wave
quenching. Our novel approach employs any number of
actors to carry out the simulations of potential thresholds
in parallel with a supervisor actor making decisions about
the ongoing simulations. In particular, when an actor’s
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simulation finishes, the supervisor can use the new infor-
mation to reason about all other ongoing simulations. The
supervisor can then, for example, start a new simulation
with an updated version of the threshold. It can also take
information from completed simulations to stop ones that
are deemed unnecessary and re-allocate resources to new
ones. This approach accelerates time to solution, albeit
at an increased computational cost overall, because some
computation is necessarily wasted when trying to antici-
pate future simulations. However, a major advantage is
the hassle-free nature of the process, which essentially runs
from start to finish with no further intervention from the
user.
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MS216

Multi-Fidelity Approaches to Cardiac Reconstruc-
tion with Ensemble Kalman Filters

In cardiac experiments optical mapping is used to mea-
sure the spatiotemporal dynamics of excitation across the
surface(s) of the heart. The reconstruction of excitation
patterns through the unobserved depth of the tissue is es-
sential to understanding arrhythmogenic patterns and re-
alizing the potential of computational models in cardiac
medicine. We have interpolated experimental recordings
of periodic cardiac stimulation on the epicardial and endo-
cardial surfaces of a section of canine ventricle, which are
treated as observations with a prescribed uncertainty in an
ensemble data assimilation scheme. We model the physi-
cal system underlying these observations with a hierarchy
of approximations, from low-dimensional phenomenologi-
cal models to comparatively high-dimensional ionic mod-
els. This approach combines efficient exploration of gener-
ative processes with low-fidelity models, while maintaining
the interpretability of high-fidelity models. Results from a
variety of spatial and temporal regimes are reported.
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MS216

Adaptive Design of Computer Experiments for
Multi-Fidelity Emulation

Many biological systems are represented by complex math-
ematical equations, such as ODEs or PDEs, implemented
as computer codes. Examples include models designed to
simulate protein structures or the electrical activities of
neurons. Often, a hierarchy of computer models is avail-
able, offering varying levels of fidelity in describing the sys-
tem under study. While higher-fidelity simulators provide
more accurate representations, they also come with higher
computational costs compared to lower-fidelity models. To
mitigate these costs, expensive models are often approx-
imated by statistical surrogates, which are significantly
faster to run. Gaussian process (GP) emulators are a
key class of surrogate models. Training a GP requires
a set of training runs, a.k.a., design points, typically se-
lected by a space-filling design that ensures uniform dis-
tribution across the input space. However, recent interest
has shifted towards adaptive designs, where the selection
of the next sample depends on previously observed model

outputs. To address this, we propose a novel adaptive de-
sign method called Variance of Improvement for Global Fit
(VIGF). This method is extended to multi-fidelity emula-
tion, where evaluations from both low- and high-fidelity
models are integrated to effectively leverage all available
information. We assess the applicability of VIGF on a set
of test functions, with results suggesting that it outper-
forms other methods in predicting these functions in most
cases.
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MS217

Mass-Conservative Emulation of a Compatible Fi-
nite Element Model with a Graph Neural Network

The computational burden associated with running ensem-
ble simulations of glacier change - and the resulting restric-
tion on rigorous uncertainty quantification - is among the
principal scientific bottlenecks for actionable predictions
of land ice change. In an effort to make models faster,
we present a graph neural network-based emulator of the
monolayer higher-order approximation to the Stokes’ equa-
tions as implemented with a compatible velocity-thickness
finite element pair. This emulator fundamentally encodes
rotation and reflection-invariance, and we couple it to a
classic DG0 finite element method for ice transport en-
suring that the hybrid model retains the essential prop-
erty of near-exact mass conservation. We use as train-
ing data FEM-model-derived synthetic glaciers grown atop
deglaciated topography from western North America - as
a test case we then demonstrate that the hybrid NN-FEM
model can accurately and efficiently simulate glacial cycles
in novel mountainous regions.

Douglas Brinkerhoff, Jake Downs
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MS217

Non-Intrusive Reduced-Order Modeling for Dy-
namical Systems with Spatially Localized Features

In this talk we present a non-intrusive reduced-order mod-
eling framework for dynamical systems with spatially lo-
calized features characterized by slow singular value decay.
The proposed approach builds upon two existing method-
ologies for reduced and full-order non-intrusive model-
ing, namely Operator Inference (OpInf) and sparse Full-
Order Model (sFOM) inference. We decompose the do-
main into two complementary subdomains which exhibit
fast and slow singular value decay, accordingly. The dy-
namics on the subdomain exhibiting slow singular value
decay are learned using sFOM while the dynamics with in-
trinsically low dimensionality on the complementary sub-
domain are learned using OpInf. The resulting, coupled
OpInf-sFOM formulation leverages the computational ef-
ficiency of OpInf and the high spatial resolution of sFOM
and thus enables fast non-intrusive predictions for localized
features with slow singular value decay, such as transport-
dominated dynamics. Furthermore, we propose a novel,
stability-promoting regularization technique with a closed-
form solution based on the Gershgorin disk theorem for
both sFOM and OpInf models and evaluate the efficiency
of the coupled approach in terms of offline and online
speedup. Finally, we demonstrate the capabilities of the
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coupled OpInf-sFOM formulation for testcases such as
the one-dimensional, viscous Burgers equation and a two-
dimensional parametric model for the Pine Island Glacier
ice thickness dynamics.
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MS217

Assessing Machine Learning’s Impact on
Cryospheric Sciences

Recently, Machine Learning (ML) has emerged as a power-
ful tool to observe, model, and understand Earth’s frozen
regions. ML use cases for the cryosphere have surged in
the past decade, ranging from learning sea ice dynam-
ics directly from satellite data to accelerating numerical
ice sheet models with machine learning emulators. While
ML has served as a tool to accelerate and optimize sci-
entific processes, recent discussions question whether ML
can serve as a tool to drive scientific discovery for the
cryosphere. In other fields, such as molecular biology and
computational linguistics, ML has proven it can help solve
previously unanswered scientific questions at scale; how-
ever, it remains unclear if ML can fulfill such hopes for the
cryospheric sciences. Here, we identify key challenges and
scientific questions across cryospheric subfields and analyze
if and to what degree ML has aided in addressing those.
Furthermore, we identify areas and tasks ML could impact
and transform in the coming years. We invite ML prac-
titioners and domain experts to join forces, ensuring that
impactful cryospheric problems are solved with the appro-
priate methods.
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MS217

A Data-Driven Coupled Neural Operator Ap-
proach to Model Ice-Sheet Dynamics

Traditionally, ice sheet dynamics have been modeled using
classical discretization methods such as the Finite Element
Method (FEM). FEM-based models tend to be computa-
tionally expensive and therefore not ideal in the context of
uncertainty quantification where a large number of evalu-
ations are required for accurate predictions. We propose
machine-learning-based surrogates as a more efficient alter-
native to these models. We introduce a set of fully-coupled
neural operators, where the first operator is a vanilla Deep
Operator Network that maps the ice thickness field and
basal friction field (one of the most uncertain parameters)
to the ice speed; whereas the second operator is a flow map
that evolves the dynamics of the ice sheet by mapping the
ice velocity and thickness at a time to the ice thickness at a
next step. In particular, two approaches are considered for
the flow map: i) a vanilla architecture, where the operator
is a conventional self-composed Deep Operator Network
and ii) a SVD-based operator, where we precompute the
operator basis functions using the data. The operators are
first trained independently and then coupled together to
conduct a probabilistic analysis of the ice sheet dynamics
due to uncertainty in the basal friction field. Preliminary
results demonstrate that the proposed framework is much
faster than the FEM model while providing accurate pre-
dictions.
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MS217

Identifying Energy Balance Drivers and Feedbacks
of Greenland Ice Sheet Surface Melt Using Causal
Inference

The mass loss from the Greenland Ice Sheet (GrIS) has
accelerated during the past decades, with surface mass
balance (SMB) decrease becoming the dominant contrib-
utor due to enhanced surface melt. SMB directly results
from the complex interactions and feedbacks between the
ice sheet and the atmosphere across different time scales.
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The relevant processes could be nonlinear, and their ex-
act causal dependencies cannot be detected in conventional
correlative approaches. Causal inference can extract un-
derlying physically plausible networks from these interac-
tions and allow us to focus on fewer highly relevant de-
pendencies, thus delivering better interpretability. In this
study, we investigate causal links among the key processes
that contribute to the summer surface melt of the GrIS
with causal inference. First, the causal discovery method
PCMCI+ is applied to the outputs of historical CESM2
simulations using a fully coupled configuration with a dy-
namic GrIS. Significant energy balance drivers and related
feedbacks to surface melt will be identified with quanti-
fied strength and time lag. The resulting causal graph is
evaluated by comparing to the graphs derived from high-
resolution regional climate model outputs. Then we apply
the same method to identify the causal dependencies in the
outputs of CESM2 simulations under the preindustrial and
a strong warming scenario (4CO2), by comparing which the
potential changes of the melt regime under global warming
are estimated.
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MS218

Modeling and Computing Two-Phase Dielectric
Fluid Flows: A Consistent Phase Field Formula-
tion and Efficient Numerical Algorithm

We develop a technique for modeling and simulating two-
phase dielectric flows and their interactions with external
electric fields in two and three dimensions. We first present
a thermodynamically consistent and reduction-consistent
phase field formulation for two-phase dielectric fluids,
which honors the mass/momentum conservations and ther-
modynamic principles, and is endowed with the property
that, when only one fluid component is present, the two-
phase formulation will exactly reduce to that of the cor-
responding single-phase system. In particular, this model
accommodates an equilibrium solution that is compatible
with the physical requirement of zero velocity. This prop-
erty provides a simpler method for computing the equi-
librium state of two-phase dielectric systems. We further
present an efficient algorithm, with a spectral-element dis-
cretization for 2D and combined Fourier-spectral/spectral-
element discretization for 3D, for simulating this class of
problems. This algorithm computes different dynamic vari-
ables successively in a decoupled fashion. It involves only
coefficient matrices that are constant/time-independent in

the linear systems upon discretization, even when the phys-
ical properties of the dielectric fluids are different. This
property enables the use of Fourier-spectral discretization
and FFT for 3D simulations. Several simulations are pro-
vided to demonstrate the performance and to compare with
theoretical models and experimental data.
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Dynamically Regularized Lagrange Multiplier
Schemes with Energy Dissipation for the Incom-
pressible Navier-Stokes Equations

In this paper, we present efficient numerical schemes based
on the Lagrange multiplier approach for the Navier-Stokes
equations. By introducing a dynamic equation (involving
the kinetic energy, the Lagrange multiplier, and a regu-
larization parameter), we form a new system which in-
corporates the energy evolution process but is still equiv-
alent to the original equations. Such nonlinear system
is then discretized in time based on the backward differ-
entiation formulas, resulting in a dynamically regularized
Lagrange multiplier (DRLM) method. First- and second-
order DRLM schemes are derived and shown to be uncon-
ditionally energy stable with respect to the original vari-
ables. The proposed schemes require only the solutions
of two linear Stokes systems and a scalar quadratic equa-
tion at each time step. Moreover, with the introduction of
the regularization parameter, the Lagrange multiplier can
be uniquely determined from the quadratic equation, even
with large time step sizes, without affecting accuracy and
stability of the numerical solutions. Fully discrete energy
stability is also proved with the Marker-and-Cell (MAC)
discretization in space. Various numerical experiments in
two and three dimensions verify the convergence and en-
ergy dissipation as well as demonstrate the accuracy and
robustness of the proposed DRLM schemes.
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A New Class of Higher-order Stiffly Stable Schemes
with Application to the Navier-Stokes Equations

How to construct stable second- and higher-order fully
decoupled schemes for the incompressible Navier-Stokes
equations has been a long standing open problem. A main
issue is that stability regions of usual multistep time dis-
cretization decrease as their order of accuracy increase, so
they do not possess enough stability to control the higher-
order explicit treatment of the pressure in a fully decoupled
scheme. We shall construct a new class of IMEX schemes,
by using Taylor expansion at tn+β (with β ≥ 1 as a pa-
rameter) for updating the solution at tn+1, whose stabil-
ity region increases with β, thus allowing us to choose β



SIAM Conference on Computational Science and Engineering (CSE25)                                                    217216 CSE25 Abstracts

according to the stability and accuracy requirement. In
particular, by choosing suitable β, we are able to construct
higher-order unconditionally stable (in H1 norm), fully de-
coupled consistent splitting schemes for the Navier-Stokes
equations, and derive uniform optimal error estimates. We
shall also present ample numerical results to show the com-
putational advantages of these schemes for some nonlinear
parabolic systems, including in particular Navier-Stokes
equations. This talk is based on the joint work with Dr.
Fukeng Huang.
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MS219

Model-form Error Correction using Universal Dif-
ferential Equations for an Agent-Based Model of
Infectious Disease

Agent-based models (ABMs) have emerged as a powerful
tool for studying infectious diseases. By introducing het-
erogeneity and stochasticity through individual agent be-
haviors, ABMs allow for the emergence of complex patterns
at the population level. However, scaling up and calibrat-
ing ABMs to provide further information and additional
validation and verification remains challenging. On the
other hand, ordinary differential equations (ODEs) mod-
els are often employed to model the average behavior of
populations over time. ODE models adopt a determinis-
tic approach, making them easier to calibrate. Due to the
strengths and limitations of both modeling frameworks, de-
veloping ODE models as surrogates for ABMs is an ac-
tive research area within scientific communities. In re-
cent years, the emerging field of scientific machine learning
(SciML) has aimed to integrate traditional mathematical
modeling with advancements in machine learning to ad-
dress these challenges. These advancements are laying the
foundation for SciML to provide novel surrogates that de-
compose the global and local behaviors inherent to ABMs.
This presentation demonstrates universal differential equa-
tions (UDEs) as an approach to bridge the gap between
ODE models and ABM models. Using UDE models as sur-
rogates for ABMs allows us to preserve the foundational
ODE that represents global disease dynamics while cou-
pling it with a neural network model to approximate func-
tions for the local behaviors of the ABM.

Kyle Nguyen
Sandia National Laboratories
Livermore, CA
kcnguye@sandia.gov

Erin Acquesta, Ray Jaideep
Sandia National Laboratories
eacques@sandia.gov, jairay@somnet.sandia.gov

MS219

Scalable Algorithm for Strongly Connected Com-
ponent Updates in Large Dynamic Graphs

Real-world networks, spanning diverse domains such as so-
cial interactions, biological systems, and autonomous agent
collaborations, are inherently dynamic. As these networks
evolve over time, their structural changes lead to changes
in fundamental properties, including shortest paths, cen-
trality measures, vertex coloring, and strongly connected
components (SCCs). In the context of SCCs, the addition

of a new edge between nodes in different SCCs can merge
them into a single SCC, while the deletion of edges within
an SCC can cause it to split into multiple smaller SCCs.
As network sizes increase, the complexity of updating these
properties grows significantly. To address this challenge,
we design and implement a novel algorithm for efficiently
updating SCCs in dynamic graphs. Our approach lever-
ages meta-graph representation and a hub reference tech-
nique to streamline the SCC update process as the network
evolves. We have developed implementations of our algo-
rithm for both shared memory systems and GPU archi-
tectures, enhancing its applicability across various compu-
tational environments. Our work contributes to the field
of network analysis by providing a scalable solution for
maintaining up-to-date information on strongly connected
components in large, dynamic networks.
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The Tricks Required for Scientific Machine Learn-
ing to Work on Real Data

The combination of scientific models into deep learning
structures, commonly referred to as scientific machine
learning (SciML), has made great strides in the last few
years in incorporating models such as ODEs and PDEs
into deep learning through differentiable simulation. Such
SciML methods have been gaining steam due to accelerat-
ing the development of high-fidelity models for improving
industrial simulation and design. However, many of the
methods from the machine learning world lack the robust-
ness required for scaling to industrial tasks. What needs to
change about AI in order to allow for methods which can
guarantee accuracy and quantify uncertainty? In this talk
we will go through the details of how one can enable robust-
ness in building and training SciML models. Numerical ro-
bustness of algorithms for handling neural networks with
stiff dynamics, continuous machine learning methods with
certifiably globally-optimal training, alternative loss func-
tions to mitigating local minima, integration of Bayesian
estimation with model discovery, and tools for validating
the correctness of surrogate models will be discussed to
demonstrate a next generation of SciML methods for in-
dustrial use. Demonstrations of these methods in applica-
tions such as two-phase flow HVAC systems, modeling of
sensors in Formula One cars, and lithium-ion battery packs
will be used to showcase the improved robustness of these
approaches over standard (scientific) machine learning.
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Network-Based Epidemic Control

In response to the rapid global transmission of infectious
diseases, it is imperative to develop optimal strategies that
control the spread of epidemics while minimizing the so-
cietal impact of interventions. To address this challenge,
we propose two distinct frameworks. The first framework
introduces a lockdown policy that strategically controls
travel rates between population nodes within a network,
aiming to minimize infections while ensuring the continu-
ity of societal functions. We provide a convergence anal-
ysis to demonstrate the effectiveness of the solution ap-
proach. The second framework focuses on pandemic con-
trol through optimal isolation measures, designed to bal-
ance economic costs and the reduction of infection rates.
By extending the traditional SIR model, we incorporate
isolation strategies, transforming the problem of finding op-
timal isolation measures into a matrix balancing problem.
This allows for efficient computation of isolation strategies,
even in large networks, and ensures timely intervention for
both asymptomatic and symptomatic cases. We validate
the robustness of these frameworks by applying them to
publicly available data on inter-county travel frequencies,
specifically analyzing the spread of infections across the
14 counties of Massachusetts. Our results underscore the
practical utility of these strategies in managing the spread
of infectious diseases while mitigating the economic and
social costs associated with such interventions.
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MS219

Bayesian Decision-Making for Efficient Epidemio-
logical Model Calibration

Computational epidemiological models are widely used for
simulating and forecasting epidemic processes. In order
for these models to effectively capture the dynamics and
inherent characteristics of the epidemic processes, efficient
model calibration to observed data is critical. In this
talk, we focus on efficient calibration methods via Bayesian
decision-making for the family of compartmental epidemi-
ological models, explicitly considering the potential com-
putational challenges across various scenarios. Specifically,
we introduce model calibration methods based on a gray
box Bayesian optimization (BO) scheme, which leverages
the functional structure of the compartmental epidemio-
logical model to improve calibration performance. Fur-
thermore, we present model calibration methods via a de-
coupled decision-making strategy for BO, which takes ad-
vantage of the decomposable nature of the functional struc-
ture. We will present performance assessment results, com-
paring the calibration efficiencies of the various schemes
and demonstrating how gray box variants of BO can further
enhance calibration performance. We expect that the pro-

posed Bayesian decision-making scheme for efficient model
calibration can be extended to rapidly calibrate complex
epidemiological models, such as agent-based models, which
are computationally taxing.
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MS220

A Transformer-Based Methodology to Correct 7-
Day Forcecasts of STOFS-2D-Global: Q4 2024 Per-
formance Evaluation

Predicting total water levels globally is a task replete with
uncertainty. To address short- and medium-term forecast
errors, one approach is to exercise machine learning capa-
bilities that enhance the output of global circulation mod-
els. This is an enrichment strategy, one that can render a
rapid enriched forecast with minimized model bias. Previ-
ously, we demonstrated this sort of methodology with the
Temporal Fusion Transformer (TFT). We trained and eval-
uated the TFT on a 3-year hindcast of NOAAs ADCIRC-
based STOFS-2D-Global and demonstrated excellent bias-
minimization skill. Of course, with its reanalysis winds,
this hindcast certainly does not mimic operational fore-
casting; STOFS-2D-Globals meteorological forecasts from
GFS are subject to nonnegligible errors especially beyond
the short-term period. To what extent the degrading me-
teorological forecast skill in the forecast horizon compro-
mises TFT skill has yet to be quantified. Recently, we have
begun exercising the TFT to minimize the bias of STOFS-
2D-Global forecasts at NOAAs CO-OPS stations along US
coastlines. For each midnight STOFS-2D-Global forecast
cycle from September through December 2024, we evalu-
ate TFTs performance. We characterize skill at different
intervals within the horizon to address the degradation.
Additionally, we compare performance across stations to
ascertain if TFT performance is spatially correlated or con-
tingent on other factors such as sensitivity of water levels
to winds.
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MS220

On the use of NASAs Cyclone Global Navigation
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Satellite System (CYGNSS) wind data in storm
surge modeling

Tropical cyclones (TCs) routinely cause flooding that re-
sults in loss of life and economic disruption. The pri-
mary driving force behind TC flooding arises from (shear)
stresses at the ocean surface due to winds, which are es-
timated by a drag formulation that is a function of the
surface-level (10-m) winds. In turn, these winds are typ-
ically estimated by simple parametric TC wind models,
which provide the so-called gradient balanced winds (Vgr)
that occur well above the surface-level winds (V10), thereby
requiring an adjustment based on an empirical surface wind
reduction factor, i.e., V10 = SWRF× Vgr. In practice, the
SWRF is typically taken as a fixed constant value; how-
ever, previous studies have shown that this simple approach
can lead to inaccurate estimates of TC winds and that the
”ability of a gradient balance model to match the observed
surface winds could be improved by using a SWRF that
varies with radius [of the storm]” [1]. Therefore, using
surface-level wind speed data retrieved from NASAs Cy-
clone Global Navigation Satellite System (CYGNSS) mis-
sion, a radial-dependent SWRF function is derived and
implemented into the ADCIRC (Advanced Circulation)
model, with the goal of obtaining improved results over the
”standard” technique of using a fixed SWRF. [1] P.J. Vick-
ery, et al, A Hurricane Boundary Layer and Wind Field
Model for Use in Engineering Applications, J. Appl. Me-
teor. Climatol., 48, 381405, 2009.
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MS220

Above Expectations: Sensitivity Analysis for High
Impact, Low Probability Storm Surge Events

Computational storm surge models are critical to both
emergency and long-term coastal flood risk analysis. These
models are dependent on many physical and numerical pa-
rameters, which often are related to each other, have time-
varying effects, and contain large uncertainties, producing
sometimes unanticipated impacts on storm surges and their
dynamics. While a number of studies explore how such
parameters influence expected, i.e. mean, values of storm
surges, it is important to understand the implications for
extremes. In this work, we explore and quantify the impact
of parameters on low probability, high impact storm surge
levels using approaches developed from structural engineer-
ing. The methodology allows us to gain insight into the
effects of uncertainties on extreme events, including those
that have developed as a consequence of climate change.
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MS220

Numerical Simulations of Sediment Transport Over
Erodible Beds Using Extended Shallow Water
Models

Sediment transport contributes significantly to the hydro-
morphodynamic changes of free-surface flows in shallow
water environments. This is transport modeled based on
the shallow water assumption without considering the vari-
ation of the water velocity along the vertical direction.
However, this variation of the velocity is crucial for a better
approximation of the near-bed velocity for the fluids. Ver-
tical variations are accounted for using a moment model,
which considers a polynomial expansion of the horizontal
velocity. In this work, we present both a model and sim-
ulations considering both vertical variation of velocity and
erosion-deposition effects for sediment transport, providing
a computationally efficient framework for predicting sedi-
ment dynamics. The extended model consists of 4 parts:
(1) the standard shallow water equations, (2) the so-called
moment equations for the evolution of the basis coefficients,
(3) an evolution equation for the sediment concentration,
and (4) a transport equation for the bed. This allows
for bedload and suspended load transport in one coupled
model. The complex coupled model is given in explicit
form and allows mathematical analysis. Using hyperbolic
regularization, the computation of realistic eigenvalues and
stability of the model can be proven. Several numerical test
cases are also presented. Finally, we show the validation of
the coupled model against a set of experimental data for
the evolution of free surface and bed deformations.
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MS221

Mesh Adaptation for Ice Sheet Modeling

Modeling ice-sheet dynamics presents several challenges,
one of which is accurately tracking the “grounding line”
(GL) - the boundary where an ice sheet transitions from
being grounded to floating in the ocean. The quality of
the mesh near the GL significantly impacts the accuracy
of the solution and our ability to make reliable predictions.
As ocean temperatures rise near the GL, the GL retreats,
necessitating adaptive meshing to maintain computational
efficiency during multi-decadal simulations. In this work,
we integrate the mesh adaptivity library Omega h into the
Finite Element implicit solver library Albany, which is used
for simulating ice-sheet dynamics within the Energy Exas-
cale Earth System Model (E3SM). We present preliminary
application and performance results from a time-dependent
problem on a 2D unstructured mesh running on NVIDIA
GPUs on the Perlmutter cluster at NERSC.
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MS221

Exascale In Situ Machine Learning for Turbulent
Flows

A stabilized finite element flow solver has been developed
using PETSc and libCEED for application to scale resolv-
ing simulations of turbulent flows on peta and exascale
computers. As the data generation rate of exascale com-
puters far exceeds the IO capacity, the solver has also in-
tegrated in situ machine learning so that subgrid scale and
other turbulence model closures can be learned at a very
low tax to the ongoing simulation. In some cases of in-
terest, the tax is near or even below the tax of writing
the data to disk for offline training as is typically done.
In this talk we will provide a brief overview of the solver,
the added components necessary to extract training data
in situ, the storage of that extracted data into a database,
and the concurrent ML based model training and its inter-
action with that database. Efficient inference, whether it
be part of the training or in subsequent model application,
together with scalability of all aspects of the workflow will
be discussed.
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MS221

Multiscale Global Impurity Transport in Fusion
Devices

In fusion reactors, background plasma species escape the
confinement of the magnetic field and reach a special region
in the tokamak region called divertor, which is equipped to
handle the bombardment of such particles. This sputters
impurity particles from the divertor which may escape into

the core of the plasma or strike back the divertor surface,
causing reflection and further sputtering of new impuri-
ties. Simulation tools required to model such a physical
process encounter a wide range of temporal and spatial
scales. For example, such tools must carefully account for
complex geometric features at the device scale (order of
metres), while also being able to account for the sheath re-
gion (order of millimetres) near the plasma facing surfaces
to model the particle-surface interaction. The impurity
transport and surface interaction problem thus requires an
integrated approach involving multiple high fidelity mod-
els which can interact with one another. In this talk we
will discuss a global impurity transport GPU-accelerated
code, GITRm, developed to be a part of such an integrated
approach. The utility and effectiveness of GITRm in sim-
ulating impurity transport in realistic tokamak geometries
will be demonstrated through multiple cases of interest in-
cluding the ITER and DIII-D tokamaks. These simulations
demonstrate GITRm’s ability to capture localized behav-
ior in the collector probes far from the divertor surfaces
and effectively handle multi-species impurity transport.
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MS221

Material Point Methods Implementable in Un-
structured Meshes and Their Consistency and Ac-
curacy Improvements

Material point method (MPM) uses Eulerian mesh and La-
grangian particles. The original MPM can be easily used in
unstructured mesh as the finite element method. Because
of the discontinuity of the gradients of the shape functions
across cell boundaries, as particles move across them, nu-
merical noises on nodal forces are generated, often leading
to the failure of a calculation. To address this issue, the
generalized interpolation material point (GIMP) and the
convective particle domain interpolation (CPDI) methods
are developed. In these methods a particle is not a point
but a finite domain, which can occupy multiple cells. Non-
local operations are required to map between the particle
and nodal quantities making the method difficult to imple-
ment in unstructured meshes. To address the cell-crossing
noise, the dual domain material point (DDMP) method
maps part of the stress on particles to nodes. The nodal
force is then calculated with two contributions, from the
nodal stress and from the remaining stress on particles.
As a particle approaches a cell boundary, the remaining
stress is reduced to zero to eliminate the discontinuity on
the nodal force. In DDMP, particles remain as geometric
points and mappings between particles and nodes are lo-
cal. This method can be implemented with unstructured
meshes. Recently, DDMP is further improved with the lo-
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cal stress difference (LSD) scheme, significantly increasing
numerical accuracy and consistency while reducing mesh
dependency.
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MS222

Tensor Train Space Time Spectral Collocation
Method for Solving 3D Maxwells Equations

We introduce a tensor train space-time spectral collocation
method for solving three dimensional Maxwells equations.
We discretize both time and space using spectral colloca-
tion points on a staggered grid, which maintains the diver-
gence free property of the magnetic field. Numerical ex-
periments show that the tensor train format of the method
achieves exponential convergence, while improving the full
tensor solver performance by order of magnitude in term
of CPU time and memory usage.
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MS222

A New Dynamic Low Rank Method for Thermal
Radiative Transfer

The Thermal Radiative Transfer (TRT) equations — which
play a critical role in modeling hohlraums for Interial
Confinement Fusion — model the energy exchange be-
tween electromagnetic radiation and a background mate-
rial. They comprise a set of high-dimensional, stiff, non-
linear PDEs that couple the distribution function for the
energy density of the photon field — which describes the
radiation energy density at a given point in space, passing
through a given direction, and with a given frequency —
with the material energy. We present a new Dynamic Low
Rank (DLR) method for TRT, which offers an attractive
tradeoff between computational cost and accuracy. The
basic idea of DLR methods is to represent the photon dis-
tribution function as an SVD-like product of dynamically
evolving, quasi-optimal spatial and angular basis functions.
Although there has been promising recent work on leverag-
ing DLR for linear transport problems, we have developed
a version of DLR that is tailored for TRT. In particular,

the method is implicit-in-time (without the typical DLR
time-splitting), preserves the diffusion limit, is formulated
with positive-definite operators, and allows efficient AMG
solvers. We demonstrate the efficiency and robustness of
our method on a standard challenging benchmark problem.
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Leveraging Tensor Networks for Solving PDEs

Tensor Networks have emerged as a powerful tool for tensor
approximation, enabling the solution of large-scale linear
and multilinear algebra problems that are intractable with
classical methods. This talk will introduce the application
of tensor networks to accelerate numerical partial differen-
tial equation solvers. We will focus on our recent results in
two areas: (1) solving time independent neutron transport
equations and (2) implementing space-time spectral collo-
cation methods for linear and nonlinear equations. Numer-
ical examples will demonstrate that tensor network-based
methods achieve significant compression and speedup com-
pared to full tensor approaches, potentially revolutionizing
computational efficiency in scientific computing.
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Low-Rank Tucker Tensor Methods for Stochastic
Dynamic Optimization

The numerical solution of dynamic optimization problems
is often limited by the memory required to store the state
trajectory, which is used to evaluate the objective func-
tion and its derivatives. Recently, [R. Muthukumar et
al., SIAM Journal on Optimization 31(2), pp. 12421275
(2021)] introduced a trust-region method for dynamic op-
timization that employs randomized sketching to compress
the state trajectory, resulting in inexact derivative compu-
tations. We extend this approach to stochastic optimiza-
tion, where we use a low-rank Tucker sketch to compress
both space and sample dimensions. By adaptively learn-
ing the sketch rank, the trust-region algorithm achieves
rigorous convergence guarantees. Due to the randomness
introduced by the sketch, the traditional secant update for-
mulae can produce poor Hessian approximations. In par-
ticular, the difference of two gradients, computed from two
different sketches, may be inconsistent. To overcome this,
we employ a sketched approximation of the Hessian appli-
cation, in lieu of computing the gradient difference. We
numerically demonstrate the improved stability of this ap-
proach on an example from PDE-constrained optimization.
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MS223

When Reduced Precision is not an Option

Prevalent scientific applications are largely designed as-
suming availability of double-precision arithmetic on de-
mand with the use of lower precision arithmetic motivated
by performance improvement. With the arrival of hard-
ware that is designed for lower precision, and expectation of
further decline in the availability of higher precision hard-
ware, we are faced with the possibility of having to rely
on software based solutions. In this presentation I will
describe scenarios where low and/or mixed precision arith-
metic is not feasible, and what it might mean for the design
of scientific software architecture.
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Probabilistic Rounding Uncertainty Analysis for
Floating-Point Statistical Models

Advancements in computer hardware now allow low- and
mixed-precision arithmetic to improve efficiency, especially
on new architectures. It is thus critical that the round-
ing uncertainty be rigorously quantified alongside tradi-
tional sources of uncertainty including those from obser-
vations, sampling, and numerical discretization. Tradi-
tional deterministic rounding uncertainty analysis (DBEA)
assumes that the absolute rounding errors equal the unit
roundoff u, considering the worst-case scenario. This work
presents a novel probabilistic rounding uncertainty anal-
ysis called VIBEA. By treating rounding errors as i.i.d.
random variables and leveraging concentration inequali-
ties, VIBEA provides high-confidence estimates for round-
ing uncertainty using higher-order rounding error statistics.
The presented framework is valid for all problem sizes n,
unlike DBEA, which requires nu < 1. Further, it can ac-
count for the potential cancellation of rounding errors, re-
sulting in rounding uncertainty estimates that grow slowly
with n. We demonstrate that quantifying rounding un-
certainty alongside traditional sources allows for a more
efficient allocation of computational resources, balancing
efficiency with accuracy. This study takes a step towards a
comprehensive mixed-precision approach to enhance model
reliability and optimize resource allocation in predictive
modeling. The talk will conclude with a vision for end-to-
end, formally verified numerics for scientific computing.
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Efficient Mixed-Precision Memory-Bound BLAS
based on Memory Accessors with Applications to

Sparse Direct Solvers

Mixed-precision algorithms can take advantage of the lower
precision of operands to enhance performance. In various
contexts, it is beneficial to decouple the storage precision
from the compute precision: the data is stored and ac-
cessed in low precision, but the computations are kept in
high precision. This “memory accessor’ approach benefits
from reduced data accesses and improved accuracy, and
can simplify the programming of mixed precision software
packages. In this work, we develop such a memory accessor
and investigate how it can accelerate sparse linear solvers.
In particular, we assess its impact on custom floating-point
datatypes unsupported by hardware and on structures such
as Block Low-Rank formats. When considering BLAS-2
memory-bound operations like trsv we observe that the
storage cost adequately matches the performance of the
operation, in multiple parallel settings, provided that the
conversion from storage to compute precision is efficient.
For custom datatypes, we take advantage of the recent
AVX512-VBMI2 instruction set to reach the required ef-
ficiency. We will present preliminary performance exper-
iments using the sparse solver MUMPS, both as a direct
method and as a preconditioner for Krylov methods.
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MS223

Solving Big Problems with Little Numbers

The future of simulations lies in leveraging hardware fea-
tures designed for the AI market, particularly in low-
precision computations. Modern NVIDIA GPUs exemplify
this trend, offering significant performance gains through
low-precision computations, resulting in reduced elapsed
time, smaller memory footprints, and energy savings. We
harness these capabilities to develop fast mixed-precision
linear algebra algorithms. Our adaptive precision conver-
sion strategy dynamically adjusts computation accuracy,
maintaining high precision only where necessary within
the matrix operator, while still meeting application-specific
precision requirements. This approach revolutionizes com-
putational efficiency for geospatial statisticians, bioinfor-
maticians, and geophysicists, having significant implica-
tions for environmental computational statistics, genome-
wide association studies in computational biology, and seis-
mic imaging for CO2 sequestration.
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Solver and Benchmarking Perspectives on Mixed
Precision

Both floating-point and fixed-point representations are now
part of the computational science toolbox. These include
limited precision, quantized integers, and modular preci-
sion ecosystems, and the mix thereof such as graded and
block formats. New solvers are adapting to this new land-
scape of representation formats to maintain the accuracy
that can be relied upon while delivering some of the perfor-
mance gains that the new hardware promises. The recent
advances of mixed-precision solvers will be presented to
highlight both their benefits and design constraints.
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Automatic Second Quantization Algebra with Dif-
ferentiation

The second quantization is a widely used method for many-
body theories such as electronic structure theories and cir-
cuit QED. This method compactly parameterizes away the
spin statistic constraints, but the translation from a second
quantized model to a numerical implementation remains
challenging even for experts. This talk presents our recent
work on modeling and automating this process with prim-
itive concepts from programming language theories. We
then discuss how the resulting model can be symbolically
differentiated and compiler optimized to yield viable code
for practical theories such as couple cluster.
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PDE Perspective on Many-body Problems in
Quantum Optics

Quantum optics is the quantum theory of the interaction of
light and matter. In this talk, I will describe a real-space
formulation of quantum electrodynamics. The goal is to
understand the propagation of nonclassical states of light
in systems consisting of many atoms. In this setting, there
is a close relation to kinetic equations for nonlocal PDEs
with random coefficients.
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Re-anchoring Quantum Monte Carlo with Tensor-
Train Sketching

We propose a novel algorithm for calculating the ground-
state energy of quantum many-body systems by combin-
ing auxiliary-field quantum Monte Carlo (AFQMC) with
tensor-train sketching. In AFQMC, having a good trial

wavefunction to guide the random walk is crucial for avoid-
ing sign problems. Typically, this trial wavefunction is
fixed throughout the simulation. Our proposed method
iterates between determining a new trial wavefunction in
the form of a tensor train, derived from the current walk-
ers, and using this updated trial wavefunction to anchor
the next phase of AFQMC. Numerical results demonstrate
that our algorithm is highly accurate for large spin systems,
achieving a relative error of 10−5 in estimating ground-
state energies. Additionally, the overlap between our esti-
mated trial wavefunction and the ground-state wavefunc-
tion achieves a high-fidelity. We provide a convergence
proof, highlighting how an effective trial wavefunction can
reduce the variance in the AFQMC energy estimate.
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Strong Convergence of Path Sensitivities

It is well known that the Euler-Maruyama discretisation
of an autonomous SDE using a uniform timestep h has a
strong convergence error which is O(h1/2) when the drift
and diffusion are both globally Lipschitz. In this presenta-
tion we prove that the same is true for the approximation
of the path sensitivity to changes in a parameter affecting
the drift and diffusion, assuming the appropriate number
of derivatives exist and are bounded. This appears to fill a
gap in the existing stochastic numerical analysis literature
and is particularly important when considering the use of
Multilevel Monte Carlo methods for estimating option sen-
sitivities in mathematical finance.
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Sensitivity Calculation for Monte Carlo Particle
Simulations in Nuclear Fusion Reactors

Sensitivity-based optimization and uncertainty quantifica-
tion tools are increasingly adopted in the nuclear fusion
community for the design of future reactors and the val-
idation of existing models, see, e.g., Refs. [1,2]. Most
of the previous work in the nuclear fusion community fo-
cuses on simulations with deterministic continuum models.
However, this continuum approximation is often violated
for the neutral particles (atoms and molecules). Hence, a
(partially) kinetic treatment is required for the neutrals,
where individual particles are followed with a Monte Carlo
(MC) particle-tracing code. The statistical noise from the
MC part makes sensitivity calculation extremely challeng-
ing. The correlation between the particle trajectories of the
original and perturbed simulation is easily lost for Finite
Difference (FD) calculations [3]. Ref. [4] shows that Al-
gorithmic Differentiation (AD) maintains correlation and
leads to a statistical error reduction of the sensitivities with
up to a factor 105 compared to FD for low-collisional condi-
tions. However, there are issues with diverging sensitivities
originating from long-lived particles in high-collisional con-
ditions. We demonstrate how the AD error is affected by
MC estimator choice. [1] M. Baelmans et al., Nuclear Fu-
sion 57 (2017)
[2] S. Carli et al., Journal of Comp. Phys. 491 (2023)
[3] W. Dekeyser et al., Contrib. Plasma Phys. 58 (2018)
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[4] N. Horsten et al., Contrib. Plasma Phys. (2024)
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Using the Scalable Parallel Random Number Gen-
erators (sprng) Library for Reproducibility and
Sensitivity Analysis in Monte Carlo Computations

The Scalable Parallel Random Number Generators
(SPRNG) library is a widely used tool for stochastic simu-
lation. It was designed to permit rapid and completely
reproducible computations on a wide variety of parallel
hardware. Here we focus on the ways that reproducibility
is created in SPRNG. We first look at the use of param-
eterized random number generators (RNGs) as the basis
for creating a reproducible set of parallel RNGs organized
with a single seed to control the streams and numbers to
be used in a simulation. Then we consider that SPRNG
was also designed to permit the splitting of sequences in
a reproducible fashion. We motivate the need for split-
ting RNGs and then show how a global design feature of
SPRNG permits total reproducibility even in the presence
of splitting. We finish with a status report on SPRNG
and comment on the ongoing work to continue SPRNG’s
development and deployment.
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Differentiable Monte Carlo Rendering and PDE
Solvers

Physics-based Monte Carlo rendering algorithms gener-
ate photorealistic images by simulating the flow of light
through a detailed mathematical representation of a vir-
tual scene. In contrast, physics-based differentiable ren-
dering algorithms focus on computing derivatives of images
with respect to arbitrary scene parameters such as camera
pose, object geometry, and material properties. Recently,
Monte Carlo methods have also been applied to solve ellip-
tical PDEs such as the Poisson equation. Compared with
conventional finite-element and boundary-element meth-
ods, these techniques are “grid-free’ and, thus, capable of
handling extremely complex domains. On the other hand,
differential variants of these PDE solvers estimate deriva-
tives of PDE solutions with respect to arbitrary param-
eters including boundary conditions and domain shapes.
Recent advances in differentiable Monte Carlo rendering
and PDE solvers have enabled solving many challenging
inverse problems—the search of scene/PDE parameters op-
timizing user-specified objective functions—using gradient-
based methods such as stochastic gradient descent (SGD).
In this talk, we present some of our recent works on these
topics and discuss remaining challenges and open problems.
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Structured Random Sketching for Tensor Decom-
positions

In this talk I will address randomized methods for com-
puting tensor decompositions including Tucker and Tensor
Train. The kernel computation is computing a sketch of
an unfolding/matricization of the tensor, and we impose
structure on the random matrix in order to exploit struc-
ture in the unfolding and reduce computational cost. I
will discuss theoretical results on the accuracy of these ap-
proaches, their accuracy in practice, and the performance
improvement they achieve over deterministic methods.

Grey Ballard
Wake Forest University
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MS226

Parametric Kernel Low-Rank Approximations Us-
ing Tensor Train Decomposition

Kernel matrices arise from kernel functions corresponding
with integral equations, Gaussian processes, etc. However,
kernel matrices arising from practical applications are often
dense, large, require expensive kernel evaluations to com-
pute, and depend on specific hyper-parameters; thus, there
is a need for methods to compute and store low-rank ap-
proximations of parametric kernel matrices efficiently. We
propose a method divided into two phases, an offline phase
and an online phase, where the offline phase dominates the
computational cost, and the online phase is relatively inex-
pensive. During the offline phase, we apply multi-variate
polynomial approximation over a tensorized grid of Cheby-
shev nodes on the parametric kernel function, and then ap-
ply the Tensor Train (TT) decomposition on the tensorized
grid of Chebyshev nodes, efficiently computed via TT cross
approximation. During the online phase, we instantiate a
kernel matrix for a particular parameter and compute and
store its low-rank approximation using only tensor contrac-
tions and matrix multiplication. Our method has linear
complexity in terms of the size of the parametric kernel
matrix, and its utility and efficiency are demonstrated by
applying it to various kernels arising from different applica-
tion areas, varying spatial configurations of the source and
target points, and varying properties of the kernel matrix
(symmetry and positive semidefinite).
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MS226

Convergence Implications of Asynchronous Gener-
alized Canonical Polyadic Tensor Decomposition

Recent advances for computing canonical polyadic (CP)
tensor decompositions have leveraged randomized algo-
rithms, in the form of generalized CP (GCP) with Adam
optimization, in tandem with parallel and distributed codes
to address the challenge of ever-growing datasets. Devel-
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opments in related fields, such as federated learning, pro-
pose asynchronous algorithmic solutions to technical issues
present in distributed data problems, e.g., deadlocks and
underutilization. Lewis and Phipps demonstrated how an
asynchronous SGD algorithm can achieve strong scaling
but the impact on solution time and accuracy remains un-
clear. In this work we study the algorithm effectiveness
of asynchronous SGD applied to distributed GCP vis-a-
vis computational cost and convergence on synthetic and
publicly-available real-world datasets of varying sizes, di-
mensions, and sparsity patterns using several loss func-
tions, including Gaussian and Poisson loss.
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MS227

Deep Learning Approach for Weather Prediction
and Climate

Currently, weather forecasting is undergoing a paradigm
shift moving from the physics-based traditional numeri-
cal weather prediction (NWP) to machine learning (ML)
based models. Advancing in numerical modeling and data
assimilation have made slow but steady progress over the
last 4 decades, leading to a quiet revolution in weather
forecasting. Recently, advances in machine learning, avail-
ability of high-quality data, and advances in hardware (e.g.
GPUs/TPUs) have set the stage for deep learning to tackle
problems for weather and climate. In the last 2 years,
several deep learning-based models for weather forecasting
have been demonstrated with skill approaching or exceed-
ing the best available NWP weather forecasts. These mod-
els include Graphcast, Fourcastnet, FuXi, Pangu-weather,
ClimaX, Fengwu, and Stormer, each with vastly different
training methods, machine learning architectures, and vari-
ables predicted. Here, we present 2 state-of-the-art deep-
learning models for weather and climate. 1.) Stormer, a
simple transformer-based model that achieves state-of-the-
art performance on medium-range weather forecasting with
minimal changes to the standard transformer backbone.
2.) LUCIE a neural operator-based atmospheric emulator
that remains stable during autoregressive inference for 100
years with little climate drift.

Troy Arcomano
Texas A&M University
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MS227

Physics-Informed Graph Neural Networks for Ex-
treme Flood Modeling

Recently, the growing risk of extreme precipitation has
highlighted the need for high resolution, accurate flood
maps. Traditional numerical methods for flood model-
ing face challenges such as intense computational burdens,
particularly when simulating large domains at high reso-
lution. These shortcomings create an opportunity for em-
ploying novel solutions that leverage artificial intelligence.
This project employs physics-informed neural operators
via the Shallow Water Equation Graph Neural Network
(SWE-GNN), a deep learning model that can be used for

two-dimensional hydrodynamic simulation over unseen to-
pographies. Randomly sampled topographic domains sur-
rounding hydrologic flowlines in Texas are used to generate
a training dataset of numerically driven simulations. Ex-
treme precipitation events are used as forcing inputs to cap-
ture regional extreme flood events for training. Simulations
are then encoded as mesh-based graphs with nodes contain-
ing hydraulic information at each timestep including water
discharge, surface height, and precipitation. A SWE-GNN
is trained on the simulation data with neighbor-sampled
wetted subgraphs and evaluated on a watershed withheld
from the training dataset near Houston, TX. The SWE-
GNN demonstrates promising capabilities for advancing
hydrological systems predictability by reducing computa-
tion time by orders of magnitude and enabling any hydro-
dynamic model to use GPU via surrogate modeling.

Jeremy Feinstein, Ziang He, Sofia Sahagun, Eugene Yan
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MS227

Multimodal Generative Pretraining for Astro-
physics

Deep Learning has seen a recent shift in paradigm, from
training specialized models on dedicated datasets, so-called
Foundation Models, trained in a self-supervised manner
on vast amounts of data and then adapted to solve spe-
cific tasks with state-of-the-art performance. This new
paradigm has been exceptionally successful not only for
large language models (LLMs) but in other domains such as
vision models. However applications of this new approach
in astrophysics are still very scarce, for reasons ranging
from new architectures to the (surprising) lack of availabil-
ity of suitable large scale datasets. In this talk, I will dis-
cuss our recent work on deploying such a Foundation Model
approach in the context of astronomical data. Specifically,
I will present our efforts in compiling the first large scale
ML-ready multimodal dataset in the field of astrophysics,
covering a wide variety of scientific data (e.g. images, op-
tical spectra, time series), and representing over 70TB of
observational data from many different instrument. Based
on this dataset, I will present our efforts to build a large
scale multimodal generative model, capable of solving mul-
tiple downstream tasks.

Francois Lanusse
University of California, Berkeley
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MS227

Neural Conditional Simulation for Complex Spatial
Processes

In spatial statistics, classical statistical inference such as
parameter estimation or spatial interpolation is computa-
tionally intensive or intractable for many spatial processes.
This intractability often comes from the joint likelihood
or the conditional distribution which are rarely available
in closed form. A key objective in spatial statistics is to
simulate from the conditional distributionthe distribution
of the spatial process at unobserved locations given the
observed locationsto enable spatial interpolation. In this
talk, we propose using neural diffusion models for condi-
tional simulation of complex spatial processes. Using a
masking approach, we train a score-based diffusion model
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within a stochastic differential equation (SDE) framework
to learn the conditional reverse process–a process which
reverse-diffuses Gaussian noise into samples from condi-
tional distributions. The masking approach involves mod-
ifying the diffusion model so that the partially observed
field and mask indicating observed and unobserved loca-
tions are inputs to the neural network approximating the
score. As a result, the diffusion model only requires uncon-
ditional samples from the spatial process during training
and is amortized with respect to the mask, provided the
mask pattern is similar to those used during training. Fi-
nally, we discuss methods for validating that the generated
samples do indeed come from accurate approximations of
the true conditional distributions.

Julia Walchessen, Mikael Kuusela
Carnegie Mellon University
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MS228

Hybrid Neural and Differential Dynamical Models

We present an approach for learning subgrid-scale model
effects in the simulation of partial differential equations
(PDEs) using the method of lines, focusing on their rep-
resentation in the PDE formulation through neural ordi-
nary differential equations (NODEs). Our method lever-
ages data assimilation, where fine-scale simulation data is
utilized, with hybrid modeling that blends traditional PDE
solvers and machine learning directly at the equation level.
This approach addresses the computational challenges of
fine temporal and spatial grid scales, enhancing accuracy
and efficiency. We capture subgrid-scale dynamics and
approximate coupling operators by employing NODEs in
conjunction with partial system knowledge. The resulting
method improves the efficiency of low-order solvers while
effectively parameterizing subgrid scales. We demonstrate
the efficacy of this approach through numerical experi-
ments on the two-scale Lorenz 96 equation, the convection-
diffusion equation, and the Navier-Stokes equations.
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MS228

Operationalization of AI Models with Quanti-
fied Uncertainties Monitoring Out of Distribution
Shifts

Out-of-Distribution (OOD) detection is crucial for main-
taining the reliability and effectiveness of deployed AI mod-
els in safety-critical applications, as they adapt to real-
world data that deviates from their training distribution.
This deviation, known as OOD drift, can significantly de-
grade model performance. Real-world environments pro-
duce varied and unpredictable OOD data, requiring ad-
vanced detection mechanisms. For classification tasks, the
network confidence score has been widely used as an indi-
cator of epistemic uncertainty, and has shown some suc-
cess in OOD detection with specific model architectures
and datasets. However, it is well-known that neural net-
works can produce arbitrarily high confidence for inputs

far away from the training data, making such uncertainty
metrics unreliable indicators of OOD inputs. Although
OOD detection has been extensively studied, challenges
remain in developing efficient algorithms for large-scale AI
models suitable for online deployment. This talk will fo-
cus on a fast and scalable topologically-inspired approach
of quantifying AI model uncertainties, with applications
in large-scale image classification and language modeling
tasks. By extracting features from intermediate layers of
an AI model, our approach naturally defines an uncertainty
metric which can be generalizable to operationalizing dif-
ferent types of AI models in practice.
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MS228

Analysis of Multiscale Sampling Markov Chain
Monte Carlo Methods

In Uncertainty Quantification of Subsurface Flows, a fun-
damental problem is how to obtain the permeability field
of a porous medium given some measurements of the flow.
The approach of Bayesian Analysis translates it into the
sampling of a complicated posterior probability distribu-
tion, thus requiring Markov Chain Monte Carlo (MCMC)
methods. Since each iteration of the Markov Chain must
solve an expensive partial differential equation, the simu-
lation of large, realistic problems is still a very challenging
task. Multiscale Sampling methods are a new derivative-
free MCMC approach that takes inspiration from Domain
Decomposition methods: Sampling is performed locally in
disjoint subdomains, and different techniques are possi-
ble to couple those local fields into a global one. They
have shown promising experimental results in the litera-
ture, with a significant improvement in convergence. How-
ever, their theoretical properties have not yet been stud-
ied. In this talk we provide new results that show that
the Multiscale Sampling methods are well-defined, in the
sense that their Markov Chain has a limiting distribution.
Moreover, by carefully keeping track of each step of the
construction of those algorithms, we are able to describe
their corresponding instrumental distribution. It is hoped
that this detailed analysis can be used as a framework to
study further improvements on this class of MCMC meth-
ods.

Lucas Seiffert, Felipe Pereira
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MS228

Deep and Reinforcement Learning for Optimal De-
cision Making

While reinforcement learning (RL) has shown promising
performance, its sample complexity continues to be a sub-
stantial hurdle, restricting its broader application across
a variety of domains. Imitation learning (IL) utilizes ora-
cles to improve sample efficiency, yet it is often constrained
by the quality of the oracles deployed. which actively in-
terleaves between IL and RL based on an online estimate
of their performance. Robust policy improvement (RPI)
draws on the strengths of IL, using oracle queries to fa-
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cilitate explorationan aspect that is notably challenging in
sparse-reward RL particularly during the early stages of
learning. As learning unfolds, RPI gradually transitions to
RL, effectively treating the learned policy as an improved
oracle. This algorithm is capable of learning from and im-
proving upon a diverse set of black-box oracles. In this talk,
I will present our latest developments and applications of
RPI algorithmic approaches.
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MS229

Variational Autoencoders in Inverse Problems and
Optimal Experiment Design

Stochastic inverse problems and optimal experiment de-
sign (OED) are crucial in science and engineering, relying
on prior models (priors). Traditionally, priors are simpli-
fied to enable analytical solutions, but these limit model
applicability, especially in high-dimensional data scenar-
ios. For example, inverse problems with many unknowns
are often underdetermined due to physical limits in sen-
sors, requiring effective priors to address ill-posedness. Re-
cent advances in generative machine learning models, such
as GANs, VAEs, and diffusion models, have enabled the
construction of priors that leverage legacy data and by-
pass common assumptions. These models provide a more
flexible way to represent prior knowledge, improving the
accuracy and consistency of solutions to inverse problems
and the effectiveness of experimental designs. This work
addresses optimal sensor placement in high-dimensional
spaces, a key challenge in engineering applications with
limited sensor budgets. We propose using VAEs to for-
mulate an OED problem in the latent space of the VAE,
providing a more efficient solution path. Our approach
integrates Bayesian and frequentist perspectives, show-
ing that under certain conditions, these reduce to the
same optimization problem. We demonstrate our method
through optimal placement of sensors in prototypical exam-
ples across different physics. Our approach offers a robust
and scalable solution, opening new possibilities for apply-
ing machine learning models in OED.
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MS229

Recent Advances in Weak Form Data-Driven Mod-
eling in Mechanics

Recent advances in data-driven modeling approaches have
proven highly successful in a wide range of fields in sci-

ence and engineering. In particular, learning governing
equations via mimizing an equation error criteria, offers a
powerful and explainable scientific machine-learning frame-
work. In this talk, I will present our weak form approach
and briefly discuss how it addresses several ubiquitous chal-
lenges within conventional model development, discretiza-
tion, parameter inference, and model refinement. In par-
ticular, I will describe our equation learning (WSINDy)
and parameter estimation (WENDy) algorithms as well as
how they can be used for different Eulerian and Lagrangian
frameworks in continuum mechanics. Our approach has ex-
hibited surprising performance, accuracy, and robustness
properties. I will demonstrate these performance proper-
ties via applications to several benchmark continuum me-
chanics and other engineering problems in ordinary, par-
tial, and stochastic differential equations as well as coarse-
graining and reduced order modeling.
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MS229

Equivariant Graph Convolutional Neural Net-
works for the Representation of Homogenized
Anisotropic Microstructural Mechanical Response

Composite materials with different microstructural mate-
rial symmetries are common in engineering applications
where grain structure, alloying and particle/fiber pack-
ing are optimized via controlled manufacturing. In fact
these microstructural tunings can be done throughout a
part to achieve functional gradation and optimization at a
structural level. To predict the performance of particular
microstructural configuration and thereby overall perfor-
mance, constitutive models of materials with microstruc-
ture are needed. In this work we provide neural network
architectures that provide effective homogenization mod-
els of materials with anisotropic components. These mod-
els satisfy equivariance and material symmetry principles
inherently through a combination of equivariant and ten-
sor basis operations. We demonstrate them on datasets
of stochastic volume elements with different textures and
phases where the material undergoes elastic and plastic de-
formation, and show that the these network architectures
provide significant performance improvements.
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Micropolar Deep Material Network

This work builds on the recent developments of the deep
material network and extends the paradigm to micropolar
materials in order to efficiently model size effects in com-
posite solids at the continuum level. Micropolar continua
naturally incorporate the size effect using local equations,
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at the cost of extra degrees of freedom. This cost manifests
as an actual computational cost when the equations are nu-
merically solved, and it is quite steep when simulations are
scaled to practical problems. Deep material network is pre-
sented as a solution to this issue because simulation times
are decreased by 100 times in many cases, and retraining
is not an issue, as the deep material network is able to
extrapolate constitutive behaviors it was not trained on.
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MS230

Low rank methods for linear and nonlinear PDE

In this talk, we present our recent work on low-rank meth-
ods for linear and nonlinear PDE. These techniques are
particularly effective in reducing computational complex-
ity while maintaining the essential features of the original
solution. Focus will be on techniques for preserving com-
plete positivity and trace in open quantum systems, and
on a new CrossDEIM approximation that allow us to ef-
ficiently handle nonlinear problems. We demonstrate the
efficacy of our approach through various examples, includ-
ing the Bratu problem, the Allen-Cahn equation, and the
Lindblad equation. Our results highlight the potential of
low-rank, structure-preserving methods in efficiently solv-
ing complex problems in scientific computing.
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Approximation of Radiation Boundary Kernels for
Spheroidal Surfaces

We consider numerical evaluation and approximation of
the frequency-domain Dirichlet-to-Neumann kernel appro-
priate for a spheroidal boundary and outgoing waves.

Stephen Lau
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Optimization of Complete Radiation Boundary
Conditions for a GPU Cluster

In this work, I discuss the implementation and computa-
tional efficiency of complete radiation boundary conditions
(CRBC) for the 3D acoustic wave equations. CRBC is pro-
posed as a more complete alternative to the widely used
perfectly matched layer (PML). The goal is to integrate
this method into an existing PDE-solving codebase opti-
mizing for scalability and clarity of implemention. The
target hardware for this work is a 20-node NVIDIA DGX
Superpod equipped with 160 A100 GPUs. Future work
will explore hyperbolic PDEs possed for topological Meta-
materials which support surface modes along a material
interface.
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A Novel PML-type Technique Based on Real Co-
ordinate Transformation

The Perfectly Matched Layer (PML) is a widely utilized
artificial absorbing layer for truncating computational do-
mains in wave scattering problems. While the conven-
tional PML based on complex coordinate transformations
is well-established, we propose a novel PML-inspired tech-
nique employing real coordinate transformations (RCT).
This approach significantly simplifies the PML equations
by converting the slow, algebraically decaying factor of the
outgoing wave into one that decays exponentially. Notably,
unlike traditional methods, the RCT-based layer is not ar-
tificialthe computed field within the layer accurately recon-
structs the outgoing wave of the original scattering prob-
lem in the unbounded domain. Furthermore, by extracting
the infinite oscillatory pattern within the real compressed
layer (RCL), finite element methods (FEM) and other do-
main discretization techniques can achieve the same level
of accuracy as the classic PML.

Bo Wang
School of Mathematics and Statistics
Hunan Normal University
bowang@hunnu.edu.cn

Li-Lian Wang
School of Physical & Mathematical Sciences
Nanyang Technological University
lilian@ntu.edu.sg

MS230

A Null Infinity Layer for Wave Scattering

Null infinity is the asymptotic region where outgoing waves
or radiation propagate far from a source or scatterer, pro-
viding a natural framework for analyzing wave behavior on
unbounded domains. Building on this concept, I present a
geometric approach for solving time-harmonic wave scat-
tering problems without resorting to domain truncation.
By mapping the unbounded domain to a bounded one
and scaling the oscillatory decay toward null infinity, this
method enables efficient and accurate computations of the
far-field pattern on a finite numerical grid. Inspired by de-
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velopments in numerical relativity for time-domain wave
equations, the approach integrates mathematical ideas
from relativity, hyperbolic geometry, and conformal com-
pactification. A carefully designed transformation layer
confines these mappings to an annular domain. I demon-
strate the effectiveness of the method with one- and two-
dimensional numerical examples.
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MS232

A Physical and Generative Framework for Data-
driven Modeling with Uncertainty Quantification

In the era of big data, advancements in sensor technologies
have enabled frequent access to rich spatio-temporal data.
This development has paved the way for a new paradigm,
where predictive dynamical models are automatically ex-
tracted from data streams, minimizing the need for exten-
sive prior knowledge and ad-hoc tuning. We present a gen-
erative framework for distilling physical models from raw
data. Our approach involves discovering low-dimensional
latent variables and identifying a latent dynamical model
in this new set of variables. This is achieved by coupling
variational autoencoders for dimensionality reduction with
Variational Identification of Nonlinear Dynamics (VINDy)
to learn a probabilistic dynamical model from a set of can-
didate features. Once trained, the model is employed in an
online generative phase to compute full-time solutions for
new control parameters or initial setups. The probabilis-
tic framework naturally enables uncertainty quantification,
providing uncertainty-aware estimates. Additionally, data
assimilation techniques using Kalman filters are integrated
into the framework to track the evolution of the physical
system and adapt the digital model accordingly. The iden-
tified model can account for external inputs, enabling con-
trol actions on the system, thus closing the digital-physical
loop within a digital twin framework. We demonstrate
the effectiveness of our method on a wide range of high-
dimensional, nonlinear dynamical systems.
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MS232

From Ageing-Aware Battery Discharge Prediction
to Optimal Health-Aware Operation

In Prognostics and Health Management (PHM), the inte-
gration of machine learning has paved the way for advanced
predictive models that ensure the reliable operation of com-
plex industrial assets. However, the challenges posed by
sparse, noisy, and incomplete data require the integration
of prior knowledge and inductive bias to improve gener-
alization, interpretability, and robustness. Inductive bias,
which refers to the set of assumptions embedded in ma-
chine learning models, plays a crucial role in guiding these
models to generalize effectively from limited training data
to real-world scenarios. Particularly within the context of
PHM, where physical laws and domain knowledge are in-
tegral, the use of inductive bias can significantly enhance
a models ability to predict system behavior under diverse
operating conditions. By embedding physical principles
into learning algorithms, inductive bias reduces the depen-
dence on large datasets, ensures that model predictions
are physically consistent, and enhances the generalizability
and interpretability of the models. This talk will explore
the various forms of inductive bias applied in PHM, with a
special emphasis on how incorporating structural inductive
biases into learning architecturessuch as through physics-
informed graph neural networkscan effectively address the
aforementioned challenges by capturing the complexities of
system dynamics and data quality.
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Model Order Reduction and Scientific Machine
Learning As Enablers for Digital Twins

We focus on some perspectives about Reduced Order Meth-
ods (ROM) for parametric Partial Differential Equations
(PDEs) with a special interest in parametric problems
arising in offline-online Computational Fluid Dynamics
(CFD) with a special attention to the enhancement pro-
vided by Scientific Machine Learning (SML) and to digital
twin(s). Efficient parametrisations (random inputs, geom-
etry, physics) are very important to be able to properly
address an offline-online decoupling of the computational
procedures and to allow competitive computational perfor-
mances. Current ROM developments in CFD include: (i)
a better use of stable high fidelity methods, to enhance
the quality of the reduced model too, also in presence of
bifurcations and loss of uniqueness of the solution itself,
(ii) capability to incorporate turbulence models and to in-
crease the Reynolds number; (iii) more efficient sampling
techniques to reduce the number of the basis functions,
retained as snapshots, as well as the dimension of online
systems. All the previous aspects are quite relevant – and
often challenging – in complex real-world CFD problems
to focus, for example, on real time simulations for com-
plex parametric industrial, environmental and biomedical
flow problems, or even in a control flow setting with data
assimilation and uncertainty quantification. Some model
problems will be illustrated by focusing on few benchmark
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study cases, applied to problems of interest.
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InVAErt Networks for Amortized Inference and
Identifiability Analysis of Lumped Parameter
Hemodynamic Models

Estimation of cardiovascular model parameters from elec-
tronic health records (EHR) poses a significant challenge
primarily due to lack of identifiability. Structural non-
identifiability arises when a manifold in the space of pa-
rameters is mapped to a common output, while practical
non-identifiability can result due to limited data, model
misspecification, or noise corruption. To address the re-
sulting ill-posed inverse problem, optimization-based or
Bayesian inference approaches typically use regularization,
thereby limiting the possibility of discovering multiple so-
lutions. In this study, we use inVAErt networks, a neural
network-based, data-driven framework for enhanced digital
twin analysis of stiff dynamical systems. We demonstrate
the flexibility and effectiveness of inVAErt networks in the
context of physiological inversion of a six-compartment
lumped parameter hemodynamic model from synthetic
data to real data with missing components.
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Space-Time Parallel Scaling of Parareal with a
Fourier Neural Operator As Coarse Propagator

Iterative parallel-in-time algorithms like Parareal can ex-
tend scaling beyond the saturation of purely spatial par-
allelization when solving initial value problems. However,
they require the user to build coarse models to handle the
inevitable serial transport of information in time. This is
a time-consuming and difficult process since there is still
limited theoretical insight into what constitutes a good
and efficient coarse model. Novel approaches from ma-
chine learning to solve differential equations could pro-
vide a more generic way to find coarse-level models for
parallel-in-time algorithms. This paper demonstrates that
a physics-informed Fourier Neural Operator (PINO) is an
effective coarse model for the parallelization in time of
the two-asset Black-Scholes equation using Parareal. We
demonstrate that PINO-Parareal converges as fast as a be-
spoke numerical coarse model and that, in combination
with spatial parallelization by domain decomposition, it
provides better overall speedup than both purely spatial
parallelization and space-time parallelization with a nu-
merical coarse propagator.

Abdul Qadir Ibrahim
Hamburg Univeristy of Technology

abdul.ibrahim@tuhh.de

MS233

MultigridDeferred Correction Time Integrators

Parallel time-integration is a promising approach to ac-
celerate numerical simulations of time-dependent PDEs,
harnessing the computational capability of modern su-
percomputers. There are two relatively modern paral-
lel time integration techniques that non-intrusively take a
user-specified serial time-integrator to construct a parallel
time-integrator. Revisionist Integral Deferred Correction
(RIDC) utilizes the deferred correction framework to in-
crease the order of accuracy of the specified serial integra-
tor, in approximately the same wall-time as the sequential
time integrator. Multigrid Reduction in Time (MGRIT)
utilizes a hierarchy of time discretizations to provide accel-
eration over the specified sequential time integrator. This
talk is concerned with combining these two philosophies,
taking a user-specified sequential time integrator and de-
signing a parallel time integrator that computes a more
accurate solution in a shorter wall time.

Benjamin W. Ong
Michigan Technological University
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MS234

Micro-Macro Multi-Level Spectral Deferred Cor-
rection Method

Spectral Deferred Correction (SDC) methods are an it-
erative technique to solve initial value problems numeri-
cally. SDC methods can be seen as applying a suitable
preconditioner to a Picard iteration, resulting in faster and
more reliable convergence to a collocation solution. A no-
table variation of SDC is multi-level SDC (MLSDC), which
is inspired by non-linear multigrid methods and involves
performing correction sweeps across a hierarchy of levels.
In this talk, we introduce a new method called Micro-
Macro Multi-Level SDC (M3LSDC) for second-order or-
dinary differential equations (ODEs). M3LSDC builds on
the MLSDC approach but employs a reduced-order model
on the coarse level, rather than a coarser discretization.
We will demonstrate the advantages of this method using
numerical examples, such as the Duffing and Lorentz equa-
tions.

Ikrom Akramov, Daniel Ruprecht
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MS234

Space-Time Parallel Simulations on GPUs with
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pySDC

Spectral deferred correction (SDC) methods offer various
opportunities for concurrency in the time direction. Re-
cent developments in diagonal preconditioners have en-
abled small scale parallelism with particularly high par-
allel efficiency by solving for all stages simultaneously. We
combine this with spectral methods in space, which can
be parallelized easily via distributed Fourier transforms to
obtain massively parallel schemes. By using GPUs, we ar-
rive at implementations that efficiently cater to modern
HPC systems at scale. Our implementations form part of
pySDC, a Python code that enables rapid prototyping of
a wide range of SDC and parallel-in-time related aspects
of time integration. We demonstrate excellent strong and
weak scaling for multiple PDEs, showcasing the practical
capabilities of both the method and the implementation.

Thomas Baumann
Forschungszentrum Juelich
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MS234

Polynomial Integrators and SDC Iterations

Polynomial block methods are multivalued general linear
methods constructed using continuous polynomials that
approximate the ODE solution in time. These methods
naturally allow for small-scale parallelism in the form of
simultaneous right-hand-side evaluations and output com-
putations. In this talk, I will describe how to combine SDC
iterations with polynomial block methods to unlock paral-
lelization both across the method and across the steps. I
will discuss the stability and convergence of these methods,
and present numerical experiments that highlight certain
advantages of polynomial integrators over the well-known
Parareal method.

Tommaso Buvoli
Tulane University
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Robust Semi-Implicit Multilevel SDC Methods for
Time-Integration of Conservation Laws

Semi-implicit spectral deferred correction (SDC) methods
provide a systematic approach to construct time integra-
tion methods of arbitrarily high order for nonlinear evolu-
tion equations including conservation laws. They converge
towards A- or even L-stable collocation methods, but are
often not sufficiently robust themselves. In this paper, a
family of SDC methods inspired by an implicit formula-
tion of the Lax-Wendroff method is developed. Compared
to fully implicit approaches, the methods have the advan-
tage that they only require the solution of positive definite
or semi-definite linear systems. Numerical evidence sug-
gests that the proposed semi-implicit SDC methods with
Radau points are L-stable up to order 11 and require very
little diffusion for orders 13 and 15. The excellent stabil-
ity and accuracy of these methods is confirmed by numer-
ical experiments with 1D conservation problems, includ-
ing the convection-diffusion, Burgers, Euler and Navier-
Stokes equations. For enhancing the computational effi-
ciency we consider multilevel methods and Krylov accelera-
tion. Depending on the progress made, preliminary results
on space-time adaptivity and application to multidimen-

sional flow solvers will be shown.
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MS235

Approximating Riemannian Gradient Flows on
Quantum Computers for Ground State Problems

Adaptive quantum algorithms have been proposed to over-
come challenges of existing hybrid quantum-classical al-
gorithms related to ansatz selection and the optimization
landscape structure. Instead of fixing an ansatz, in these
approaches a quantum circuit is successively grown in-
formed by measurement data. In this talk, I describe adap-
tive quantum algorithms as approximations of Riemannian
gradient flows on the unitary group; an optimization frame-
work where one directly optimizes over quantum circuits
rather than gate parameters. I show that despite the ex-
istence of saddle points, the full gradient flow converges
to the ground state for almost all initial states. While the
full gradient flow is in general not efficiently implementable
on quantum computers, I go on to discuss several approxi-
mation schemes that exhibit similar convergence behavior
but require only a polynomial overhead when it comes to
device implementations.
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Arizona State University
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Optimal Control of Open Quantum Systems

The optimal control problem for open quantum systems
can be formulated as a time- dependent Lindbladian that
is parameterized by a number of time-dependent control
variables. We present algorithms for solving this optimal
control problem efficiently, i.e., having a poly-logarithmic
dependency on the system dimension, which is exponen-
tially faster than best-known classical algorithms. Our al-
gorithms are hybrid, consisting of both quantum and clas-
sical components. The quantum procedure simulates time-
dependent Lindblad evolution that drives the initial state
to the final state, and it also provides access to the gradi-
ents of the objective function via quantum gradient estima-
tion. The classical procedure uses the gradient information
to update the control variables.

Xiantao Li
Pennsylvania State University
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Quantum Digital Twins

We present Quantum Digital Twins (QDTs), which are dig-
ital clones of existing quantum computers. Our QDTs are
built within a robust generalized Bayesian framework, en-
riched by and integrated with the optimal transportation
theory, realizing bidirectional interactions between quan-
tum computers and virtual models on classical systems.
We present the application of a simple QDT to a transmon
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quantum device using Ramsey quantum measurements.

Mohammad Motamed
University of New Mexico
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Incorporating Multi-Qubit Effects in Maxwell-
Schrdinger Methods for Efficiently Modeling Su-
perconducting Circuit Quantum Computers

To achieve quantum error correction on superconducting
circuit quantum processors, multi-qubit gate performance
needs to be significantly improved. This is challenging due
to the complex multi-qubit interactions, which include un-
intended classical and quantum crosstalk and leakage out
of the computational basis. To successfully design optimal
control pulses, it is critical that the underlying modeling
method used in the optimization process captures these
complex effects. Maxwell-Schrdinger methods that model
the self-consistent interactions between classical electro-
magnetic fields and qubit dynamics have shown promise
for these control optimization purposes, but have never
been demonstrated for multi-qubit systems. Here, we show
how multi-qubit interactions that occur in superconducting
circuit quantum processors can be rigorously incorporated
into Maxwell-Schrdinger methods. We discuss the formula-
tion of the coupled equations of motion for this system and
how the multi-qubit exchange coupling rate due to quan-
tum electromagnetic interactions can be characterized in a
pre-processing step through classical electromagnetic simu-
lations. Details on a numerical method for solving this cou-
pled Maxwell-Schrdinger system are also discussed. Sim-
ulations of cross-resonance gates, a common multi-qubit
gate in this hardware platform, are presented to demon-
strate the need for this modeling approach, as well as its
efficiency compared to standard modeling approaches.

Ghazi Khan, Thomas Roth
Purdue University
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Variable Projection Method for Mixed Gaussian
Models

The variable projection method has been developed as a
powerful tool for solving separable nonlinear least squares
problems. It has proven effective in cases where the under-
lying model consists of a linear combination of nonlinear
functions, such as exponential functions. A modified ver-
sion of the variable projection method to address a chal-
lenging semi-blind deconvolution problem involving mixed
Gaussian kernels is employed. The aim is to recover the
original signal accurately while estimating the mixed Gaus-
sian kernel utilized during the convolution process. The
numerical results obtained through the implementation of
the proposed algorithm are presented.

Jordan T. Dworaczyk
Arizona State University
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Inverse Source Problems for Fractional Parabolic
Equations: A Regularization Method and Recon-
struction Algorithm

Fractional Differential Equations (FDEs) arise from many

real-world applications in diverse areas, such as physics,
Mechanics and dynamic systems, and signal and image
processing. The forward and inverse problems for FDEs
have been investigated intensively in recent decades. As
usual, inverse problems for FDEs are generally ill-posed,
which increases the challenges in studying them. This talk
will discuss a regularization method for inverse problems of
finding a factor of the source term for fractional parabolic
equations. This method guarantees the Holder-type error
estimate with the optimal order. This ends with an algo-
rithm for recovering the source and numerical illustrations.
This is a joint work with Nguyen Van Duc (Vinh Univer-
sity).
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ComputationalComputational Boundary Control
Methods for Acoustic Inverse Boundary Value
Problems

We consider inverse boundary value problems for the acous-
tic wave equation from near field data represented by the
Neumann-to-Dirichlet map. We develop linearized bound-
ary control methods to analyze the stability and recon-
struction. The analysis leads to reconstructive algorithms
that are numerically validated. This is joint work with
Lauri Oksanen (University of Helsinki) and Tianyu Yang
(Michigan State University).
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Layer Parallel Training of Transformer Networks

Transformers utilize self-attention and feed-forward mecha-
nisms to achieve state-of-the-art performance on a variety
of language modeling tasks. However, as these networks
become increasingly larger and deeper, additional sources
of parallelism are needed to accelerate their training. By
leveraging the residual structure inherent in transformers,
we interpret the network as an Euler time step and ap-
ply parallel-in-time techniques to achieve speed-up. We
demonstrate this speed-up on a variety of problems, in-
cluding BERT and GPT-style networks.
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Machine Learning-based Surrogate Models for an
Efficient Homogenization of Open-porous Materi-
als

Open-porous materials like aerogels typically feature a
complex nanostructure which presents a significant chal-
lenge for simulating their mechanical properties. In the
case of aerogels sizes and shapes of the nanopores can vary
a lot depending on the type of aerogel and the conditions
during its synthesis. To account for the nanostructured
morphology of the material, multiscale numerical homog-
enization approaches are commonly employed. Based on
the well-established FE2-method [1] a homogenization ap-
proach can be applied which considers a beam frame model
for the representation of a fibrillar nanostructure [2]. To
reduce the computational load of solving each microscopic
problem the beam frame solver can be replaced by a ma-
chine learning-based surrogate model which is trained to
predict the resulting stresses of the beam frame model for
a given deformation. The machine learning approach is
expected to yield a high potential of reducing the total
computational load of the multiscale method while main-
taining flexibility and good convergence. [1] Feyel, F. Mul-
tiscale FE2 elastoviscoplastic analysis of composite struc-
tures Comp. Mat. Sci., 1999. [2] Klawonn, A., Lanser, M.,
Mager, L., and Rege, A. Computational homogenization for
aerogel-like polydisperse open-porous materials using neu-
ral network-based surrogate models on the microscale. Ac-
cepted for publication, in revised form, in Comp. Mech.,
Springer, December 2024.
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Department of Mathematics and Computer Science
janine.weber@uni-koeln.de

MS237

A Nonoverlapping Domain Decomposition Method
for Extreme Learning Machines: Elliptic Problems

Extreme learning machine (ELM) is a methodology for
solving partial differential equations (PDEs) using a sin-
gle hidden layer feed-forward neural network. It presets
the weight/bias coefficients in the hidden layer with ran-
dom values, which remain fixed throughout the computa-
tion, and uses a linear least squares method for training
the parameters of the output layer of the neural network.

It is known to be much faster than Physics informed neural
networks. However, classical ELM is still computationally
expensive when a high level of representation is desired in
the solution as this requires solving a large least squares
system. In this talk, we propose a nonoverlapping domain
decomposition method (DDM) for ELMs that not only re-
duces the training time of ELMs, but is also suitable for
parallel computation. We introduce local neural networks,
which are valid only at corresponding subdomains, and an
auxiliary variable at the interface. We construct a system
on the variable and the parameters of local neural net-
works. A Schur complement system on the interface can
be derived by eliminating the parameters of the output
layer. The auxiliary variable is then directly obtained by
solving the reduced system after which the parameters for
each local neural network are solved in parallel. A method
for initializing the hidden layer parameters suitable for high
approximation quality in large systems is also proposed.

Chang-Ock Lee
Department of Mathematical Sciences
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MS238

Advancing Multi-Scale Kinetic Modeling in
Strongly Magnetized Relativistic Plasmas: An
Analytical Particle Pusher Approach

Originally developed by F.H. Harlow at LANL for hydro-
dynamic simulations, Particle-in-Cell (PIC) methods are
now widely used to model kinetic plasmas in many applica-
tions. However, simulating multi-scale physics in strongly
magnetized relativistic plasmas, especially for particle ac-
celeration, remains challenging for conventional PIC meth-
ods. This study leverages a known analytical solution for
particle motion in constant electromagnetic fields to de-
velop approximate solutions for non-uniform fields. The
approach improves simulation accuracy and scale for strong
magnetic fields, surpassing standard methods. We demon-
strate the benefits of this analytical particle pusher through
benchmarks and comparisons with traditional PIC meth-
ods. Additionally, we apply the new algorithm to realis-
tic scenarios, such as relativistic shocks, spanning weak to
strong magnetizations. This study aims to shed light on the
enhanced capabilities of the proposed analytical particle
pusher and its potential impact on advancing our under-
standing of plasma dynamics in multi-scale astrophysical
environments.
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Overcoming (some) Challenges in Simulating
Charged Particle Transport Through Tailored Nu-
merical Methods

Proton Beam Therapy (PBT) is a type of radiotherapy
used for cancer treatment. Due to the sharply peaked
dose-depth curve characteristic of protons, and the fact
that protons stop at a finite depth inside the tissue, PBT
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is especially useful when treating tumours situated close
to vital organs, which need to be spared from radiation
damage. To produce a treatment plan suited to a specific
patient, an accurate forward model for proton radiation
is required. Many evaluations of this forward model are
needed to produce an optimal treatment plan, meaning
that in addition to being accurate, the forward model also
needs to be quick to evaluate, either numerically or analyt-
ically. This talk will cover some models commonly used for
modelling proton radiation, including the Boltzmann Ra-
diation Transport Equation and simpler PDE models that
can be derived as approximations of it. We will discuss
some of the complexities of accurately approximating the
solutions to these equations through numerical methods,
and present some ways in which these complexities can be
tackled.
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A Micro-macro Decomposition for Implicit time-
stepping of the BGK Model

There has been recent interest in the acceleration of
solvers to nonlinear systems arising from implicit temporal
discretizations of the space-homogeneous BGK equation.
One such method, called High-Order Low-Order (HOLO),
uses a fluid model to accelerate standard source iteration
schemes used to solve the implicit system. In this talk,
we present a Micro-Macro (MM) method for solving this
system. Micro-Macro methods represent the kinetic dis-
tribution as a sum of a local Maxwellian equilibrium and
a micro perturbation. In highly-collisional regimes, the
micro component is small and can be compressed reduc-
ing the overall storage cost of the distribution. However,
study of the MM method has been primarily focused on ex-
plicit and implicit-explicit temporal discretizations where
structural conditions on the micro component can be eas-
ily preserved. We build a MM method for fully-implicit
timestepping that offers the similar acceleration benefits
as the HOLO method, while also allowing compression of
the storage cost of the distribution. We compare the ac-
curacy and performance of the MM and HOLO methods.
Additionally, we show the compression benefits of the MM
method as a function of the collision scale.
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Entropic Fokker-Planck Method for Polyatomic
Gases

When gases are far from thermal equilibrium, conventional
continuum models fail to accurately describe their behav-
ior. Instead, a kinetic model that describes gases statis-
tically is necessary so that molecular interactions can be

taken into account. The Boltzmann equation is the most
widely used kinetic model and is typically solved by par-
ticle Monte-Carlo methods (DSMC). These methods offer
high physical accuracy but are computationally expensive,
especially for near-equilibrium flows, as collisions must be
calculated explicitly. An alternative kinetic model is given
by the Fokker-Planck (FP) equation, which approximates
the Boltzmann equation by modeling the effect of binary
collisions as a drift-diffusion process. This approach al-
lows for a more efficient particle method via the underlying
Langevin equation, eliminating the need for explicit colli-
sion calculations. In this talk, we introduce a novel FP
equation for polyatomic gases, derived to ensure correct
relaxation rates of key moments and adherence to the H-
theorem. Numerical experiments demonstrate that our FP
method achieves good agreement with DSMC results while
significantly reducing computational time, particularly in
near-equilibrium regimes.
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Challenges in Simulation of Charged Particle
Transport

Proton Beam Therapy (PBT) is a type of radiotherapy
used for cancer treatment. Due to the sharply peaked
dose-depth curve characteristic of protons, and the fact
that protons stop at a finite depth inside the tissue, PBT
is especially useful when treating tumours situated close
to vital organs, which need to be spared from radiation
damage. To produce a treatment plan suited to a specific
patient, an accurate forward model for proton radiation
is required. Many evaluations of this forward model are
needed to produce an optimal treatment plan, meaning
that in addition to being accurate, the forward model also
needs to be quick to evaluate, either numerically or analyt-
ically. This talk will cover some models commonly used for
modelling proton radiation, including the Boltzmann Ra-
diation Transport Equation and simpler PDE models that
can be derived as approximations of it. We will discuss
some of the complexities of accurately approximating the
solutions to these equations through numerical methods,
and present some ways in which these complexities can be
tackled.
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University of Bath
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Non-Intrusive Model Reduction of Coupled Aero-
Thermal Simulations

This presentation develops a non-intrusive reduced-order
model (ROM) applied to a coupled aero-thermal simulation
problem. Aero-thermal simulations are crucial for model-
ing and designing ablative thermal protection systems for
atmospheric reentry vehicles but are typically incredibly
computationally expensive and rely on large-scale produc-
tion codes, which are not straightforward to include in de-
sign and analysis workflows. Non-intrusive model reduc-
tion allows one to construct a much more computationally
inexpensive ROM without requiring access to the full-order
model (FOM) source code and while maintaining high ac-
curacy. We compare proper orthogonal decomposition with
recent nonlinear dimension reduction techniques and learn
the dynamics in the reduced space using a radial basis func-
tion interpolant trained using FOM trajectory data and
carefully constructed synthetic data. The proposed ROM
is demonstrated on a simulation of a reentry flight vehicle
with a paraboloid geometry.
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Multicontinuum Homogenization and Its Applica-
tion

In this talk, I will discuss an approach for multicontinuum
homogenization. The main idea of this approach is to iden-
tify multiple continua at each macroscopic point. We will
discuss the idea and the method derived from it. Further,
we will discuss its relation to previously developed multi-
scale methods. Numerical examples of interface problems
will also be provided in this talk.
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A Data-Driven Subspace Optimized Method for
Electrical Impedance Tomography

Electrical Impedance Tomography (EIT) is a non-invasive
imaging technique that reconstructs the internal conduc-
tivity distribution of a subject based on electrical mea-
surements taken from its boundary. The reconstruction
process is often ill-posed and computationally expensive,
which challenges the accuracy and efficiency of EIT. This
paper presents a novel data-driven subspace optimization
method designed to enhance the performance of EIT. The
proposed approach is inspired by direct imaging methods
and optimizes the subspaces in which the reconstruction
and induced currents occur, reducing computational com-
plexity while maintaining accuracy. The method leverages
a large dataset of precomputed simulations to identify a

low-dimensional subspace that captures the most signifi-
cant features of the conductivity distribution. Experimen-
tal results demonstrate that the proposed method not only
accelerates the reconstruction process but also improves
the quality of the resulting images, outperforming conven-
tional techniques in both synthetic and real-world scenar-
ios.
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Multicontinuum Splitting Scheme for Multiscale
Flow Problems

In this work, we propose a multicontinuum splitting scheme
for multiscale problems, illustrated through a parabolic
equation with a high-contrast coefficient. Utilizing the
framework of multicontinuum homogenization, we intro-
duce smooth macroscopic variables and decompose the so-
lution space into two components to effectively separate the
dynamics at different speeds (or the effects of contrast in
high-contrast cases). By treating the fast component (de-
pending on the contrast) implicitly and the other one ex-
plicitly, we construct partially explicit time discretization
schemes, which can reduce computational cost. Contrast-
independent stability conditions are derived. Additionally,
we discuss possible methods to obtain an optimal decom-
position of the solution space, which relaxes the stabil-
ity conditions while enhancing computational efficiency. A
Rayleigh quotient problem in tensor form is formulated,
and simplifications are achieved under certain assumptions.
Finally, we present numerical results for various coefficient
fields with different continua to validate our proposed ap-
proach. It can be observed that the multicontinuum split-
ting schemes enjoy high accuracy and efficiency.
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Decoupling Schemes for Multiscale Multicontin-
uum Problems

Multiscale multicontinuum models are used to describe
problems with high-contrast properties at a macro level.
Upscaling or multiscale methods are utilized to construct
a macro-scale model by identifying the macroscale contin-
uum and connection inside and between continua. In up-
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scaling methods, macro-scale variables are represented as
average coarse-scale characteristics and should be defined
based on prior knowledge about connectivity. In a gener-
alized multiscale method, local spectral problems can be
used to identify the macro-scale continuum. Both meth-
ods, with accurate identification of the continuums and
connections between them, lead to an accurate representa-
tion of the problem at the macro level. In this work, we
introduce an effective decoupling method that separates
the equations for each continuum. The approach is built
on an implicit-explicit approximation by time with an ex-
plicit treatment of the coupling term. We have developed
and analyzed continuum decoupling techniques for multi-
scale multicontinuum models with application to flow in
fractured and high-contrast domains. Numerical results
demonstrate that the proposed scheme is stable, accurate,
and computationally efficient.
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Mathematical Modeling for Enhanced Power Ab-
sorption in Hybrid Wave Energy Systems Under
Ocean Currents

The increasing demand for renewable energy has sparked
interest in hybrid wave energy technologies, which inte-
grate multiple energy capture mechanisms for greater ef-
ficiency. In this context, the present study focuses on a
hybrid wave energy converter that integrates a piezoelec-
tric plate with a U-shaped oscillating water column de-
vice strategically placed over a uniform seabed. A mathe-
matical model is developed to assess the impact of ocean
wave-current interactions on this system, using classical
small amplitude potential flow theory to analyze hydrody-
namic factors and a coupled boundary element-finite dif-
ference method to manage complex fluid-structure inter-
actions, enabling the detailed evaluation of power extrac-
tion under various structural and oceanic scenarios. The
study demonstrates that ocean currents significantly en-
hance power generation, with the Doppler shift in appar-
ent angular frequency notably enhancing energy capture
in intermediate and long wave regimes. The results also
reveal that the hybrid system offers superior efficiency and
more stable power output compared to a stand-alone os-
cillating water column wave energy converter device. This
model serves as a crucial tool for optimizing system de-
sign, addressing challenges in wave energy utilization, and
advancing future research and industrial applications in re-
newable energy.
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MS240

Computational Framework for Automated Analy-
sis of Dendritic Spine Geometry

Recent advances in connectomics have enabled the recon-
struction of neural tissues at nanometer resolution us-
ing electron microscopy (EM), providing new insights into
brain structures, particularly dendritic spines. These dy-
namic protrusions are crucial for synaptic plasticity and
play key roles in various neurological processes, including

learning, memory, and disease states. Traditional meth-
ods of spine analysis, while effective for isolated spines, of-
ten require human expert intervention to fully capture the
complexity of dendritic spines embedded within intricate
networks. This paper proposes an advanced, automated
computational framework that combines discrete differen-
tial geometry, machine learning, and 3D image processing
techniques to analyze dendritic spines in complex environ-
ments. The approach emphasizes the continuous nature
of spine morphology, moving beyond fixed classification
schemes.

Abdel Kader A. Geraldo, Thomas Fai
Brandeis University
ageraldo@brandeis.edu, tfai@brandeis.edu

MS240

Algorithms for Computing Membrane Curvature

Computation of membrane bending forces involves the nu-
merical approximation of the Laplace-Beltrami operator on
a meshed surface. The popular cotangent scheme is known
to converge pointwise to the Laplace-Beltrami operator for
certain restricted classes of meshes, but in general it fails to
converge. Several promising discretizations of the Laplace-
Beltrami operator based on approximations of the funda-
mental solution to the heat equation have been proposed.
These heat kernel-based discretization schemes guarantee
pointwise convergence for a broad class of meshes at the
cost of increased computational complexity. A straightfor-
ward implementation of a heat kernel-based method results
in an algorithm whose computational cost is quadratic in
the number of vertices in the mesh. We will present nu-
merical experiments that show the computational cost of
heat kernel-based algorithms can be significantly improved
using an adaptive quadrature scheme.

Wilson Lough
University of Colorado Boulder
wilson.lough@colorado.edu

MS241

Estimating the Unobserved: Adjoint Based State
Estimation and Sensitivity Studies Using the Ice-
Sheet and Sea Level System Model (issm) in West
Antarctica

Improving estimates of ice/ocean parameters and states re-
duces sea level change uncertainty. However, improving es-
timates under the Antarctic Ice Sheet (AIS) is non-trivial,
as direct observations are typically not feasible. Data as-
similation using models of physical processes can constrain
otherwise unobservable states and parameters of the AIS.
Capabilities developed within the Ice-sheet and Sea-Level
System Model (ISSM) allow for the simultaneous inver-
sion of such unobservables. More specifically, newly im-
proved automatic differentiation/adjoint model capabilities
in ISSM allow for the simultaneous inversions of basal fric-
tion, ice rheology, sub-ice shelf melt, grounding line posi-
tions, and other parameters. These estimates are validated
against observations of velocity and thickness changes, then
referenced against other estimates within the area of study.
This study evaluates this methodology over Ronne Ice Shelf
and surrounding areas in West Antarctica from 1992-2023.
By providing a physically-consistent estimate of unobserv-
able states and parameters, this method provides insights
into the evolution of the AIS over the past 30 years, facili-
tates coupling to other state estimates such as the ECCO
ocean circulation model, and helps constrain future sea
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level change. This work is performed at the California
Institute of Technologys Jet Propulsion Laboratory under
a contract with the National Aeronautics and Space Ad-
ministration.

Daniel Cheng, Ian Fenty, Eric Larour
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eric.larour@jpl.nasa.gov
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MS241

A Python Library for Solving Ice Sheet Modeling
Problems Using a Unified Framework: Physics-
Informed Neural Networks for Ice and Climate
(pinnicle)

Accurately predicting the future contributions of ice sheets
to sea level rise is hindered by incomplete knowledge
of glaciological processes (e.g., basal friction, ice rheol-
ogy) and the sparse availability of critical observational
data (e.g., subglacial topography). Traditional models
address these challenges through data assimilation tech-
niques that solve inverse problems governed by conser-
vation laws. However, these methods often lack flexi-
bility and require extensive data, limiting their effective-
ness in data-sparse regions.To overcome these limitations,
we introduce PINNICLE (Physics-Informed Neural Net-
works for Ice and CLimatE), an open-source Python li-
brary designed for ice sheet modeling. PINNICLE inte-
grates physics-informed neural networks with observational
data to solve forward and inverse problems within a unified
framework. It currently supports various models, including
the Shelfy-Stream Approximation (SSA) and Mono-Layer
Higher-Order (MOLHO) models, for both steady-state and
transient simulations. PINNICLE is user-friendly, requir-
ing minimal hyperparameter tuning, and is built on Deep-
XDE, compatible with machine learning frameworks such
as TensorFlow, PyTorch, and JAX. We demonstrate PIN-
NICLE’s capabilities through case studies on the Green-
land and Antarctic ice sheets. This framework advances
ice sheet modeling by improving predictive accuracy and
reducing uncertainties in ice dynamics.

Gong Cheng, Mansa Krishna, Mathieu Morlighem
Dartmouth College
Gong.Cheng@dartmouth.edu,
mansa.krishna.gr@dartmouth.edu, Math-
ieu.Morlighem@dartmouth.edu

MS241

Physics-Informed Deep Learning for Data Assimi-
lation of Ice Shelves (DIFFICE.jax)

In this talk, I will introduce DIFFICE.jax: A DIFFer-
entiable neural-network solver for data assimilation of
ICE shelves, written in JAX. I will discuss how PDE-
constrained neural networks, trained with real-world data
from Antarctica, can help uncover the viscosity model gov-
erning ice-shelf dynamics. Despite its crucial role in ice-
sheet flow, the flow law of glacial iceits rheologycannot be
directly measured at the ice-sheet scale in the field. Var-
ious geophysical-scale phenomena may cause the rheology
derived in the lab to deviate from actual field behavior.
By using physics-informed deep learning, we leverage dif-
ferentiable modeling and backpropagation to solve inverse

problems, constrained by real-world satellite observations
and governing equations. We infer glacial rheology that
differs from the assumptions commonly used in climate
simulations, highlighting the need to reassess the rheol-
ogy of geophysical complex fluids beyond laboratory set-
tings. Finally, I will discuss some challenges and promises
of physics-informed neural networks for data assimilation.

Ching-Yao Lai, Yongji Wang
Stanford University
cyaolai@stanford.edu, yongjiw@stanford.edu

MS241

Estimating Uncertainties in Subglacial Topography
Constrained by Mass Conservation Law through
Stochastic Simulations

Despite its critical role in ice sheet models, subglacial to-
pography in Antarctica generally remains sparsely mea-
sured by airborne radar with 10s to 100s kilometers gaps
in-between radar lines. Physics of mass conservation could
relate well-observed surface velocity with bed elevation.
However, numerically solving topography from mass con-
servation creates one topography map that does not ensure
realistic roughness and could not reveal the inherent uncer-
tainties from sparse elevation measurements. In this study,
we propose a novel approach to generate an ensemble of
realistically rough and mass-conserving subglacial topog-
raphy through Monte Carlo Markov Chain sampling. We
iteratively perturb the topography with geostatistics meth-
ods that reconstruct the topography roughness observed in
radar data. The perturbed topography is accepted with a
probability derived from the mass conservation law. The
method tested on the Denman and Totten Glacier has
successfully generated multiple different topography con-
strained by radar measurements, the mass conservation
equation, and the topographic roughness observed in the
radar data. This method provides a means to incorporate
realistically rough topography into ice sheet models while
avoiding artifacts caused by the violation of mass conser-
vation. Furthermore, multiple subglacial topography real-
izations allow the propagation of uncertainties caused by
sparsity of radar measurement to the result of downstream
ice sheet models.

Niya Shao
niya shao
niyashao@ufl.edu
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MS242

The Exascale Computing Project: Teams of Teams
(Multi-Team Systems) Study

Collaboration and team science are emerging areas of in-
terest in research and software production. Historically,
multi-institutional research collaborations are difficult to
initiate and maintain, negatively impacting communica-
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tion, negotiation, and dialogue between industry, govern-
ment, and academic researchers. The Exascale Computing
Project (ECP) was created to facilitate broader research
collaboration under a shared funding structure and ex-
tended timeline to support scientific discovery. We con-
ducted interviews with ECP teams, representing a variety
of domain specialities, research institutions, programming
backgrounds, and application areas. Using grounded the-
ory as our analytical framework, we assessed how ECPs
structure created an environment of increased trust be-
tween projects and how software shared between teams
facilitated sustained collaboration. Based on our findings
within ECP projects, we share key takeaways and recom-
mendations for sustainable multi-institutional collabora-
tion and best shared software practices.

Hana Frluckaj
University of Texas at Austin
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MS242

Teaming Up with AI: Using Algorithms and Data
Analysis to Enhance Team Formation

This presentation explores the potential of online compu-
tational systems to facilitate the formation of more diverse
and connected teams. I will begin by examining various
conceptualizations of group diversity, synthesizing them
into a well-defined optimization problem. Next, I will
present the implementation of these algorithms designed
to address this optimization challenge, along with their
performance across multiple datasets. The effectiveness
of these algorithms is then evaluated through a controlled
laboratory experiment, providing insights into their real-
world applicability. I conclude by discussing the broader
implications of this research and outlining promising av-
enues for future investigation. This work contributes to
our understanding of how technology can enhance team
composition, potentially leading to more innovative and
effective collaborations in various fields.

Diego Gomez-Zara
University of Notre Dame
dgomezara@nd.edu

MS242

Fostering Team Science for All

The field of computational science and engineering is well
established as the third pillar of scientific inquiry. Many
significant advances in basic science, national security, and
U.S. innovation have been made possible over the past
several decades through computational science and engi-
neering. The interleaving of high-performance computing,
and more recently artificial intelligence, has created addi-
tional capabilities as well as challenges, necessitating highly
skilled labor ready to tackle bigger and bigger and more

complex problems through inter- and multi-disciplinary
teams. However, several U.S. government agencies and
others have described critical workforce development and
recruitment challenges in advanced scientific computing.
This session explores why we face critical workforce devel-
opment challenges and potential solutions to recruitment,
retention, and development. We will review the impor-
tance of cultivating a workforce that supports people from
all walks of life and backgrounds and explore approaches
to facilitating workplaces where everyone thrives and con-
tributes to increase innovation.

Mary Ann E. Leung
Sustainable Horizons Institute
mleung@shinstitute.org

MS242

Team Learning for Better Scientific Software

Given the importance of team learning for the effective-
ness of interdisciplinary, collaborative research funded by
the US NSF and US DOE, a workshop was organized to
initiate the development of a set of theoretically-grounded,
empirically-driven best practices for learning in scientific
software teams. In this talk, I will focus on sharing in-
sights, outcomes, and lessons learned over the course of the
workshop. The workshop, funded under the Better Scien-
tific Software Fellowship, was attended by experts from the
computational and social sciences, ensuring a broad set of
perspectives was represented in the development of guide-
lines for team learning in scientific software projects. In
addition to reviewing the knowledge products of the work-
shop, I will provide information about how to access and
contribute to the maintenance of these resources in this
talk. Finally, I will discuss future opportunities to continue
the team learning for better scientific software workshop as
a series.

Olivia B. Newton
University of Montana
olivia.newton@umt.edu

MS243

Algorithmic Differentiation for Julia: Overview
and Source Transforms Ad

In this talk, we review the basics of AD overall and the
specificities of Source Transform AD for generating adjoint
code specifically. The accent is put on the use of the Tape-
nade tool for which we describe the novelties in order to
include Julia as input language. We will present our first
results on Julia code differentiated using Tapenade and de-
tail the various design choices made to accommodate for
this new language.

Jean-Luc Bouchot
RWTH Aachen
jean-luc.bouchot@inria.fr
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Enhancing the Stability of Quantized Neural Net-
works: Error Propagation and Gradient Correction

Quantization of neural networks offers significant compu-
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tational and memory efficiency gains, making it essential
for deploying deep learning models on resource-constrained
hardware. However, low-bit precision in weights and acti-
vations introduces numerical errors that accumulate dur-
ing training, particularly in backpropagation, where non-
differentiability and quantization noise disrupt gradient
flow. This work investigates error propagation in quan-
tized training, analyzing the limitations of the straight-
through estimator (STE) and the feasibility of gradi-
ent correction terms. We propose an adaptive gradient
scaling approach under stochastic rounding to counteract
quantization-induced distortions, improving convergence
while preserving computational efficiency. Empirical vali-
dation on benchmark datasets demonstrates a reduction in
gradient mismatch and enhanced training robustness. This
work aims to contribute to the reliability of quantization-
aware training and expand its applicability in real-world
AI use cases.

Oana Marin
PeraCompute Technologies
oanam@peracompute.org
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On the Julia Interface of Adol-C

Recently, an interface to the Julia environment was added
to ADOL-C. This newly developed package ADOLC.jl
combines the various functionalities of ADOL-C with the
convenient usability of Julia. It allows to use all drivers
available within ADOL-C for the suitable calculation of
derivative information also of very high order. We report
on the design of ADOLC.jl and its usage. Furthermore,
we analyse the performance of the derivative calculation
in Julia using ADOL-C and show corresponding numerical
results.

Tim Siebert, Sri Harshitha Tadinada, Andrea Walther
Humboldt-Universität zu Berlin
tim.siebert@hu-berlin.de, sri.tadinada@hu-berlin.de,
andrea.walther@hu-berlin.de

MS244

Performance Portability on CPUs, GPUs, and FP-
GAs for a SYCL Implementation of a Discontinu-
ous Galerkin Shallow Water Model

An increasingly diverse landscape of high performance
computing hardware makes the development of simulation
codes which, in addition to portability, also demonstrate
performance portability a critical issue in many areas of
computational science. The goal of performance-portable
software is to achieve a sizeable fraction of the practically
achievable performance on a given hardware while main-
taining, at the same time, a unified codebase. We pro-
pose a performance-portable SYCL-based implementation
of the 2D shallow water equations which uses a discon-
tinuous Galerkin discretization on unstructured triangular
meshes. Using just a few compile-time defined algorithm
and data structure specializations our model code demon-
strates good performance on a range of CPUs and GPUs
of different types as well as on Intel Stratix FPGAs.

Markus Büttner, Vadym Aizinger
University of Bayreuth
markus.buettner@uni-bayreuth.de, vadym.aizinger@uni-

bayreuth.de

MS244

Differentiable Physics Simulators for AI-
Accelerated Hazard Modeling

Engineering design for landslide hazards requires accurate
simulation and parameter identification. Yet, traditional
methods for computing derivatives through forward simu-
lations are computationally intensive and unstable. Cur-
rent simulation frameworks also lack integration capabili-
ties with machine learning models due to their inability to
compute gradients of input parameters. To address these
challenges, we propose a Differential Programming simu-
lator that combines automatic reverse differentiation with
second-order gradient-based optimization, creating a fully
differentiable Material Point Method (MPM) simulator.
Our approach identifies material properties by iteratively
updating parameters to minimize the difference between
simulated and observed behavior using L-BGFS. This
method achieves higher accuracy by solving exact PDEs
than model-agnostic reinforcement learning approaches.
We extend this framework with physics-embedded Differ-
entiable Graph Network Simulators (GNS), achieving 165x
speedup for granular flow prediction compared to CPU
simulations. A novel hybrid GNS/MPM approach pro-
vides 24x acceleration while preserving physical conserva-
tion laws. Additionally, we develop methods to derive ma-
terial parameters from video data using Neural Radiance
Fields, allowing iterative optimization of material proper-
ties and loading conditions through differentiable simula-
tion.

Krishna Kumar
University of Texas at Austin
krishnak@utexas.edu

MS244

SWEMniCS: A Software Toolbox for Modeling
Coastal Ocean Circulation, Storm Surges, Inland
and Compound Flooding

Flooding from storm surges, rainfall runoff, and their in-
teraction into compounding events are major natural haz-
ards in coastal regions. To assess risks of damages to life
and properties alike, numerical models are needed to guide
emergency responses and future assessments. Numerical
models, such as ADCIRC have over many decades shown
their usefulness in such assessments. However, these mod-
els have a high threshold in terms of new user engagement
as development and compilation is not trivial for users
trained in compiled programming languages. Here, we de-
velop a new open-source finite element solver for the nu-
merical simulation of flooding. The numerical solution of
the underlying PDEs is developed using the finite element
framework FEniCSx. The goal is a framework where new
methods can be rapidly tested before time-consuming de-
velopment into codes like ADCIRC. We validate the frame-
work on several test cases, including large-scale computa-
tions in the Gulf of Mexico for Hurricane Ike (2008).
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Institute for Computational Engineering and Sciences
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MS244

Tsunami Modeling with Hyperbolic-Dispersive
Systems in GeoClaw

The nonlinear shallow water equations are one of the most
popular depth-averaged water wave systems for tsunami
modeling. Consequently, great efforts have been made to
develop large-scale, robust, and efficient numerical schemes
for this system. GeoClaw is a collection of algorithms for
the discretization of shallow flows over complex topogra-
phies with a wave-propagation formulation of Godunov-
type methods and adaptive mesh refinement. The shal-
low water equations neglect dispersive effects, which may
be important in modeling tsunamis that involve shorter-
wavelength perturbations. On the other hand, dispersive
water wave models lack an inherent wave-breaking mecha-
nism and are often formulated as systems of PDEs with
high-order and mixed time-space derivatives, which re-
quires the implicit inversion of differential operators. In
recent years, hyperbolic approximations of such systems
have been proposed as potentially advantageous, mainly
due to the availability of explicit shock-capturing numeri-
cal schemes for such first-order systems. This work is con-
cerned with the implementation, in GeoClaw, of a hybrid
solver that transitions from hyperbolic-dispersive systems
to the shallow water equations as required by the condi-
tions of the problem. We evaluate the performance of this
solver with standard benchmarking tests and real tsunami
data, and run simulations of hypothetical scenarios.
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MS244

Static and Moving Cut Mesh Methods for Flood

Modeling

In the context of flood modeling, cut meshes can be used
for a variety of applications. At their simplest, cut meshes
allow complex domain geometries to be represented well
on relatively coarse background meshes. When paired
with discontinuous Galerkin or finite volume methods, cut
meshes also allow less intrusive treatment of sharp fea-
tures in bathymetry and the ability to capture moving
wet-dry interfaces and moving domains. However, such
uses for cut meshes present their own challenges, e.g. the
small cell problem compounded by interface tracking. Here
we present our recent work developing advanced cut mesh
methods for use with the shallow water equations.

Christina Taylor
University of Texas at Austin
christina.taylor@austin.utexas.edu

MS245

Jet: A New Graph Partitioner for GPUs

We present a new graph partitioner, Jet, that runs on both
CPU and GPU. Jet is a high-quality multilevel graph par-
titioner. Most current graph partitioners (such as Metis)
only run on CPU. It is quite challenging to port partition-
ers to GPU due to the highly irregular memory access and
need for fine-grained operations. Jet uses novel, efficient
GPU algorithms for both coarsening and refinement. We
show that Jet also provides superior quality partitioning on
a wide variety of graphs and meshes, compared to current
serial and parallel partitioners. Finally we discuss ongoing
work to extend Jet to distributed memory for multi-GPU
partitioning.
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MS245

Pcms: A Geometry and Discretization Aware Cou-
pling Tool for Fusion Devices

Coupling of fusion device codes present unique challenges
in the scale of computations, range of coordinate systems,
high dimensionality of phase space, and geometric com-
plexity. These challenges require new approaches that en-
able efficient coupling on exascale supercomputers and af-
ford adherence to physical constraints such as conservation
that are required for stable coupling schemes. In this talk,
we present developments in PCMS to support geometry
informed coupling with geometry that is derived from pa-
rameterized CAD models and magnetic geometry such as
geqdsk, VMEC, and DESC. We also present progress to-
wards five-dimensional mesh-based conservative field trans-
fer methods that will enable distribution-function based
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coupling of fusion-plasma codes. Lastly, we indicate a
set of future PCMS developments towards integration of
physics and engineering systems. This research was sup-
ported by the U.S. Department of Energy Office of Sci-
ence FES and ASCR through four SciDAC-5 Partnership
Centers (1) StellFoundry: High-fidelity Digital Models for
Fusion Pilot Plant Design (DE-AC02-09CH11466), (2) Hi-
FiStell: High-Fidelity Simulations for Stellarators (DE-
SC0024548), (3) Computational Evaluation and Design of
Actuators for Core-Edge Integration (CEDA) (DE-AC02-
09CH11466), (4) Center for Advanced Simulation of RF
Plasma Material Interactions, and the FastMath SciDAC
institute (DE-SC0021285).
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MS245

Reconstruction of CAD Models into Single
Trimmed Surfaces

Classical methods by which computer-aided design (CAD)
geometries are represented for both design and analysis
involve meshing. This poses problems, as the meshing pro-
cess takes a significant amount of time and labor, results
in an approximate representation of the geometry of inter-
est, and typically generates models capable only of low-
order analyses. This research focuses on accurately and
efficiently rebuilding given CAD surfaces or meshes, such
as shell-like components of aeronautical structures or auto-
motive vehicles, into single trimmed surfaces (rather than a
piecewise-linear approximation), making them suitable for
use in isogeometric analysis. Our proposed method simply
and accurately represents these structures by converting a
CAD geometry into a feature-aware triangulation, which is
then flattened using theory from conformal or differential
geometry to define the parametric domain and trimming
curves of the intended spline. Subsequently, the bijection
between this flattened geometry and its original spatial rep-
resentation is then used to inform a mapping of a B-spline
back into the spatial domain. Once the spatial surface is
achieved, it is trimmed using the boundary of the original
geometry, thereby reconstructing the intended geometry as
a single trimmed B-spline surface. Resulting spline geome-
tries are ultimately used for structural engineering analysis
to demonstrate their suitability for analysis.

Rebecca Rasmussen, Kendrick Shepherd
Brigham Young University
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MS245

High-Order Mesh Adaptivity Using Goal-Oriented
Error Estimation

We explore a new approach to goal-oriented mesh opti-
mization in PDE-driven computational simulations. Tar-
geting high-order mesh adaptivity, the approach combines
geometric quality optimization with control of the PDE
solution error. By leveraging the Target-Matrix Optimiza-
tion Paradigm (TMOP) in conjunction with adjoint sen-
sitivity analysis, the method employs a goal-oriented er-
ror estimation framework to optimize the mesh adaptively.
We demonstrate that the optimized mesh simultaneously
achieves good geometric quality and reduces the PDE solu-
tion error in regions critical to a predefined computational
objective.

Vladimir Z. Tomov, Ketan Mittal, Mathias Schmidt
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Developing Particle Simulation Code in Fusion
Plasma Physics and Gas Dynamics Using Unstruc-
tured Mesh Infrastructure and PUMIPic

In this presentation, we report our work developing two
particle simulation code, XGCm and Comet. Both XGCm
and Comet work on either CPU or GPU accelerators.
XGCm is a gyrokinetic particle-in-cell code for fusion
plasma physics, modeling the turbulent transport in toka-
mak device. Comet is a direct simulation Monte Carlo
code for modeling and simulating hypersonic and rar-
efied gas flows. Both of them use some type of particle
method rooted in the same kinetic modeling framework.
Central to them are the unstructured mesh infrastruc-
ture Omega h, and mesh-centric particle data structure
PUMIPic. Omega h provides the functionalities to perform
distributed mesh operations on GPUs, while PUMIPic en-
sures that particle operations can be performed efficiently
on GPUs. Several additional open-source libraries are
employed in the code to interact with GPUs, including
Kokkos, Cabana, and PETSc. Firstly, numerical methods
and algorithms to perform different particle operations on
GPUs are discussed in connection with PUMIPic particle
data structure. Secondly, validation studies are discussed.
The circular geometry cyclone case is used in XGCm,
where the calculated turbulence growth rate shows excel-
lent agreement with existing simulation results. Comet
simulation results of hypersonic rarefied gas flows are com-
pared with existing experimental data. Finally, the parallel
performances of the two code are shown, including strong
and weak scaling results.
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MS246

Tensor Networks for Turbulent Combustion Mod-
els

Computational fluid dynamics (CFD) simulations using
finite-rate chemistry (FRC) and detailed chemical mech-
anisms provide high-fidelity representations of complex re-
actions but are computationally intensive, especially for
mechanisms involving thousands of reactions and species.
The stiffness of chemical source terms, due to a wide range
of reaction time scales, further complicates this by lead-
ing to numerical instability. While flamelet-based com-
bustion models offer a cost-effective alternative, they re-
quire higher-dimensional manifolds to accurately capture
the physics of high-speed propulsion systems, which in-
creases computational complexity exponentially, a problem
known as the curse of dimensionality. In our previous work,
we introduced tensor trains (TTs) as a low-rank, efficient
alternative to artificial neural networks (ANNs) for repre-
senting high-dimensional flamelet manifolds, particularly
in hypersonic propulsion. The TT approach decomposes
multi-dimensional flamelet data into low-rank tensors, sig-
nificantly reducing computational complexity from expo-
nential to linear scaling. Implementing the TT framework
within the JENRE Multiphysics Framework led to a two-
order-of-magnitude reduction in memory requirements for
a 5D flamelet table, while maintaining accuracy in 2D CFD
simulations. In this study, we extend the TT framework to
3D reacting CFD simulations, demonstrating its potential
to advance hypersonic propulsion technologies.
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MS246

Novel Performance-Portable Tensor Network Algo-
rithms

Tensor network algorithms, which are pivotal in quantum
many-body physics, machine learning, data compression,
and pde solvers have been exploding in popularity. Of par-
ticular interest is the use of tensor network methods to
solve high-dimensional time-dependent pdes, such as the
Vlasov equations, which describe the evolution of the dis-
tribution function of a plasma in phase space. We dis-
cuss and benchmark various algorithmic building blocks
for solving the Vlasov equations via tensor networks on
GPUs. Our goal is to use these kernels to address the
challenges of high-dimensional phase space discretizations
and the need for efficient linear solver algorithms. Fur-
ther, we introduce a framework where this can be done
in a performance-portable way, ensuring that these algo-
rithms are performant on all architectures, from laptops to

next-generation architectures.
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MS246

Tensor Network Algorithms for High-Order Corre-
lations in Statistical Mechanics

Modelling the energy transport and equation of state of
confined liquids and shocked plasmas in the presence of
large density gradients requires an accurate understanding
of high dimensional particle correlation functions. Typical
solution schemes attack this problem through an assump-
tion that the liquid is slowly varying, which significantly
reduces the dimensionality of the solution space. Tensor
network algorithms offer an alternative paradigm, where
a low rank tensor train representation of the high dimen-
sional functions allows for an efficient computation of the
fully heterogeneous density correlation functions. We in-
vestigate the efficacy and efficiency of such an approach,
showing results from the solution of highly heterogeneous
plasmas.

Zach Johnson
Michigan State University
john8248@msu.edu

MS246

First Efforts at Tensor-Train for Space-Time DPG
Problems

Plasma physics problems are typically simulated using ei-
ther hydrodynamics models or particle-in-cell (PIC) mod-
els. In some physics regimes of interest for pulsed-power
simulation, the former introduces unacceptable levels of
model-form error, while the latter requires an infeasible
number of macro-particles for accurate simulation. For
such regimes, direct discretization of the Vlasov equations
is appropriate. However, the full Vlasov model requires
three spatial and three velocity dimensions, plus a time
dimension, for a total of seven discretization dimensions.
The curse of dimensionality thus leads to exhaustion of
computational resources: the number of degrees of free-
dom needed to resolve the scale of the problem often ex-
ceeds what is feasible on the largest supercomputers. We
seek to mitigate the curse of dimensionality in Vlasov mod-
els by combining two discretization technologies: the dis-
continuous Petrov-Galerkin (DPG) finite element method-
ology and Tensor-Train compression techniques. DPG is
a minimum-residual method, with mechanisms to control
the norm in which the residual minimized, and natural
mechanisms for estimating error in that norm. Tensor-
Train methods, meanwhile, allow compression of PDE op-
erators and solution representations in a tunable fashion.
This work is part of a new collaboration among Sandia,
Lawrence Livermore, and Los Alamos National Laborato-
ries, and in early stages of development. We present our
progress to date.

Nathan V. Roberts
Sandia National Laboratories
nvrober@sandia.gov
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Enhancing X-Ray Tomography Through Sequential
Experimental Design and Uncertainty Quantifica-
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tion

This study introduces an advanced methodology for en-
hancing X-ray tomography by integrating Bayesian model-
ing and sequential experimental design. A Bayesian model
is constructed to quantify uncertainty associated with mea-
surement processes, incorporating factors such as beam
shifts and other sources of variability. An adaptive algo-
rithm is utilized to guide the selection of subsequent mea-
surement actions, aiming to optimize information acquisi-
tion. This approach involves forecasting the outcomes of
the subsequent N measurements to refine the experimental
design in real-time. By leveraging uncertainty quantifica-
tion within a sequential framework, the methodology seeks
to improve imaging precision and reliability in X-ray to-
mography.
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MS247

Next-Generation Gaussian Processes for Function
Approximation, Uncertainty Quantification, and
Decision-Making

Gaussian processes (GPs) and Gaussian-related stochas-
tic processes are powerful tools for function approxima-
tion, uncertainty quantification, global optimization, and
autonomous data acquisition due to their robustness, an-
alytical tractability, and natural inclusion of Bayesian un-
certainty estimates. Even so, Gaussian processes are often
criticized for poor approximation performance and neck-
breaking computational costs in real-life applications. The
reason for this gap, however, is not the methodology it-
self but rather a user-caused lack of flexibility and domain
awareness of the underlying prior probability distribution,
the likelihood, poor training, and insufficiently expressive
utilization of the posterior for decision-making. In this
talk, I want to address many challenges of GPs that might
inhibit optimal performance, guiding the audience to Next-
Generation Gaussian Processes. We will begin our journey
by looking at a few motivating examples and some theoret-
ical preliminaries before diving into commonly encountered
challenges and what can be done to address them. We will
discover hands-on solutions and tools that make implemen-
tation easy. The key takeaway for the audience will be a
better understanding of Gaussian processes and ways to
customize them for optimal performance.

Marcus M. Noack
Lawrence Berkeley National Laboratory
MarcusNoack@lbl.gov

MS247

Accounting for Probabilistic Uncertainty in Con-
tinuous Lyophilization via Polynomial Chaos Ex-
pansion

Lyophilization, also known as freeze drying, is a process

that is commonly used to increase the stability of vari-
ous pharmaceutical products in pharmaceutical manufac-
turing, e.g., mRNA vaccines, allowing for higher storage
temperature. While the current trends in the pharmaceu-
tical industry are moving towards continuous manufactur-
ing, the majority of industrial lyophilization processes are
still being operated in a batch mode. Typical lyophiliza-
tion is subject to several uncertainties, such as product
quality, operating conditions, and stochasticity in the pro-
cess (e.g., ice nucleation). Therefore, the development and
operation of continuous lyophilization should be able to
account for these uncertainties efficiently, ideally in real
time. This work presents a framework to account for the
probabilistic uncertainty in continuous lyophilization via
polynomial chaos expansion (PCE), a systematic compu-
tationally efficient approach to represent random variables
with a set of orthogonal polynomials. First, a mechanis-
tic model is developed for the continuous lyophilization of
suspended vials, the state-of-the-art continuous lyophiliza-
tion technology. Then, the non-intrusive PCE technique
is applied to the model with uncertain parameters. Fi-
nally, case studies associated with uncertainty quantifica-
tion and model-based optimization and control using our
PCE-based model are discussed, with comparison to the
traditional Monte Carlo approach.
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Posterior Covariance Structures in Gaussian Pro-
cesses

In this talk, we present a comprehensive analysis of the
posterior covariance field in Gaussian processes, with ap-
plications to the posterior covariance matrix. Our geomet-
ric analysis reveals how the Gaussian kernel’s bandwidth
parameter and the spatial distribution of the observations
influence the posterior covariance as well as the correspond-
ing covariance matrix, enabling straightforward identifica-
tion of areas with high or low covariance in magnitude.
Drawing inspiration from the a posteriori error estimation
techniques in adaptive finite element methods, we also pro-
pose several estimators to efficiently measure the absolute
posterior covariance field, which can be used for efficient
covariance matrix approximation and preconditioning.
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Predictive Adaptive Mesh Refinement Using Gaus-
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sian Process Regression

Flow and transport PDEs can elicit solutions with strong
gradients or wave-like behavior that propagate in time.
Signals that initially occur in the interior or at the bound-
ary are not immediately experienced by all points in the do-
main. AMR is an efficient numerical technique for dynam-
ically increasing resolution in areas of the domain where it
is needed, while leaving the rest of the domain at a coarser
resolution. AMR has been traditionally based on a deter-
ministic approach to initiate the refinement process, mak-
ing use of thresholds on solution gradient data such as vor-
ticity or a concentration front. It would be an advantage
to replace the AMR criterion with a predictive approach
based on AI/ML methods to make use of stochastic approx-
imation of real time data in a simulation, requiring less user
interaction and knowledge. We propose two approaches
in this study: function thresholding and truncation error
thresholding. In function thresholding, grid points with
dependent values or derivatives that exceed a user defined
threshold are refined. In truncation error thresholding, grid
points that possess a truncation error estimate that exceeds
a threshold are refined. We have trained a Gaussian Pro-
cess Regression model on 2D flows to learn the coordinate
origin, width, and height of refinement regions. Results
using non-stationary and stationary kernels are presented,
showing inferred and deterministic refinement regions, and
Intersection-over-Union to characterize accuracy.

Christopher Paolini, Jana Gonzalez
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Tensorial Acousto-elastodynamics for Seismic Ap-
plications in Complex Media: A Mimetic Finite
Difference Approach

Seismic imaging and inversion scenarios are often charac-
terized by complex geometries that require non-Cartesian
computational solution domains. Most existing finite-
difference approaches used in seismology are developed
for Cartesian meshes, which are ineffective at representing
curvilinear interfaces and accurately modeling the full elas-
tic wavefield interactions with the irregular free-surface do-
main boundary. Developing efficient and stable numerical
approaches that accurately mimics the underlying phys-
ical and mathematical properties of acousto- and elasto-
dynamics (e.g., conservation laws, symmetry, duality) and
its associated boundary conditions is a challenging task.
In this work we demonstrate that these issues largely can
be avoided in earth imaging problems by computing so-
lutions of elastodynamics in a generalized coordinate sys-
tem that is conformal to interfaces of interest. We develop
a mimetic finite-difference time-domain (MFDTD) tenso-
rial elastodynamics solver that uses coordinate mappings to
transform an irregular physical domain to a regular com-
putational grid.This numerical solver represents the key
computational kernel for several challenging full-wavefield
propagation simulations including anisotropic elastic wave
simulation from irregular topography surfaces and model-
ing acoustic wave simulation for a moving hydroacoustic
source in the presence of a time-varying free surface.

Jeffrey Shragge
Colorado School of Mines
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Data-Driven Mimetic Framework for Turbulence
Modeling

It is well recognized that the modeling of turbulent fluid
flows poses several numerical challenges. The non-linear
convective term of the Navier Stokes equation requires spe-
cial care when performing the spatial discretization. Spa-
tial operators that satisfy the discrete version of the con-
tinuous integration by parts property result in accurate
discretizations for the convective term. Mimetic difference
schemes are based on obtaining discrete high order opera-
tors that are equivalent to the tensor calculus quantities of
divergence and gradient. They possess a discrete equivalent
of a global conservation law (i.e., the extended Gauss di-
vergence theorem), thereby leading to accurate discretiza-
tions of the nonlinear convective terms. In this work, we
investigate the use of the high order mimetic operators in
developing ground truth data as applied to the Burgers
equation. This ground truth is then supplied as inputs
to a neural network as velocity and gradients of velocity,
and the network is trained to obtain a machine-learned
subgrid scale (SGS) turbulence model. The performance
of this machine-learned mimetic based model is compared
with the prevalent SGS models such as the static dynamic
Smagorinsky models.

Anand Srinivasan
University of California, Irvine
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Isomorphic Structures and Operator Analysis in
Mimetic Discretizations

This study presents a comprehensive examination of the
structural and operatorial foundations within mimetic dis-
cretizations, with a focus on bridging the gap between
discrete and continuous function spaces. By scrutinizing
the mimetic gradient and divergence operatorscentral to
the discretization of the NAVIER-STOKES equationswe
study their kernel and image spaces, establishing their iso-
morphisms through rigorous mathematical proofs. Our
methodology leverages discrete scalar and vector function
spaces, delineated by grid spacing, to define linear map-
pings that unveil the subspace relationships and quotient
space structures integral to understanding these operators’
roles in computational fluid dynamics. Central to our find-
ings is the application of the first isomorphism theorem,
which facilitates a deeper insight into how mimetic dis-
cretizations reflect the continuous properties of differen-
tial operators within a discrete framework. This allows for
an exploration into the algebraic and topological implica-
tions of such discretizations, notably in the context of the
NAVIER-STOKES equations. Furthermore, we extend our
investigation to encompass subalgebras, ideals, their quo-
tients, and the formulation of short exact sequences that
mirror the continuous interplay between gradient, diver-
gence, and LAPLACIAN operators.
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Learning Symmetry-Preserving Closure Models for
Large Eddy Simulation

Symmetries are among the fundamental properties of
physics and partial differential equations [Frisch 1995]. The
Navier-Stokes equations are invariant to symmetry groups
such as translations, rotations, Galilean transformations,
and scaling. These fundamental symmetries are further
related to physical properties such as energy-conservation.
It is therefore desirable that simplified models and numer-
ical discretizations of the Navier-Stokes equations also re-
spect these symmetries. Symmetry-preserving discretiza-
tions have successfully been used for the incompressible
Navier-Stokes equations [Verstappen 2003]. Large eddy
simulation (LES) aims to resolve large scales of turbulent
flows only, to reduce the computational cost. This requires
choosing a closure model. Recently, deep learning has been
used to learn closure models. This requires training data,
which is discrete by nature. We showed that discretiz-
ing the equations first, before filtering and applying a clo-
sure model, removes model-data inconsistencies and im-
proves stability [Agdestein 2024]. In this work, we extend
this framework with symmetry-preserving neural network
closure models. We use group-equivariant steerable lay-
ers [Weiler 2023] to enforce symmetries, making the entire
discrete LES model physically consistent and stable.

Syver D. Agdestein
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A Learning-Based Multiscale Model for Under-
ground Fluid Transport Processes

Transport of water through permeable geological forma-
tions couples various phenomena. As the water flows
through the permeable medium, water reacts with the
medium changing the morphology, mechanical properties,
and permeability of the medium; this in turn affects the
flow and chemistry. These varied phenomena occur at
various length and time scales, which presents a complex
multiscale challenge. Traditional multiscale modeling ap-
proaches have been developed for particular processes to
pass the information across scales. However, the actual
implementation of this technique is prohibitively expensive
due to the repeated solution of partial differential equations
at the finer scales. We present a methodology to overcome
this challenge by creating a high-fidelity, computationally
efficient surrogate of the lower scale behavior that can di-
rectly be used at the upper scale to prevent repeatedly
solving equations. This framework uses one-time off-line
data generated from the pore-scale simulations to train the
solution to the partial differential equations over a neural
network and obtain a learned surrogate. The surrogate
is an inexpensive, approximate solution to the lower-scale
problem, which can be used to solve the macroscopic prob-
lem without further modeling. We focus on the transport
of flow through the porous medium in the presence of chem-
ical reactions, where the convection-diffusion equations are
complicated due to fluid-rock interactions and evolving mi-
crostructure.
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Bayesian Inference for Patient-Specific Mechanical
Models of Tumor Growth

Equipping predictive models with quantitative uncertain-
ties is critical for establishing trust in computational mod-
els and enabling robust decision making for personalized
medicine. In particular, mechanistic modeling of high-
grade gliomas proves challenging due to intra-tumoral het-
erogeneity at the cellular, molecular, and dynamic scales.
The difficulty in resolving heterogeneity in the tumor mi-
croenvironment translates to challenges in the diagnosis
and management of the disease. We present a methodology
that utilizes non-invasive quantitative magnetic resonance
imaging (MRI) data to calibrate the spatially varying pa-
rameters of a reaction-diffusion partial differential equa-
tion (PDE) describing tumor invasion and proliferation.
We generate a three-dimensional patient-specific computa-
tional domain from the first MRI scan in the time course
and estimate time courses of the tumor extent and cellular
density. Further, we couple the reaction-diffusion PDE to a
linear elastic model to account for the effect of tissue stress
response on tumor infiltration. A Bayesian formulation of
the inverse problem is developed to account for uncertainty
arising from the infrequently collected and indirectly infor-
mative MRI data. We analyze the ill-posed nature of the
problem and discuss model error and selection of appropri-
ate priors. We demonstrate the scalability of the approach
with a large-scale example incorporating publicly available
MRI data and a realistic three-dimensional geometry.
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Hybrid Neural Differentiable Modeling for Spa-
tiotemporal Wall-Bounded Turbulence

Efficient simulation of complex turbulence is crucial for nu-
merous engineering applications, particularly in accurately
reconstructing near-wall flow features in wall-bounded tur-
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bulence. Traditional approaches often rely on subgrid-
scale (SGS) closure and wall models, which approximate
small-scale features but frequently compromise accuracy
in complex flow scenarios. This study introduces a novel
neural differentiable modeling framework to enhance both
the predictability and efficiency of wall-bounded turbu-
lence simulations. Our approach seamlessly integrates
deep neural networks (DNNs) with physics-based numeri-
cal solvers within a differentiable programming framework,
leveraging the flexibility of DNNs and the generalizability
of physics-based models. The proposed neural solver in-
corporates joint SGS-wall models, accurately representing
equilibrium/non-equilibrium effects while addressing dis-
crepancies in numerical discretizations. Validation across
multiple scenarios, including channel flow and turbulent
boundary layers, demonstrates that the framework sub-
stantially enhances the fidelity and computational perfor-
mance of turbulence simulations. This work sets a new
benchmark in CFD by highlighting the transformative po-
tential of differentiable programming in advancing the sim-
ulation of complex turbulent flows.
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Robust and Interpretable Data-Driven Turbulence
Models with a Focus on Hypersonic Aerodynamics

We present a data-driven turbulence modeling approach for
compressible flows. Our approach leverages tensor-basis
neural networks and a neural-network-based variable tur-
bulent Prandtl number to improve closure relationships.
To improve the robustness of the formulation, we employ
a calibrated deep ensemble formulation and Lipschitz con-
tinuous neural networks. We train a global data-driven
turbulence model, which builds upon a nominal k-epsilon
model, and present results across a suite of low-speed and
hypersonic test cases. For hypersonic boundary layers, the
inclusion of the wall-normal Reynolds stress has an appre-
ciable impact on the wall-normal momentum balance and
wall quantities. For shock boundary layer interactions and
compression ramps, the use of a variable Prandtl number
reduces the over-prediction in wall heating at and down-
stream of the reattachment point.

Eric Parish
Sandia National Lab
eric.parish9@gmail.com; ejparis@sandia.gov

Matthew Barone
Sandia National Laboratories
mbarone@sandia.gov

David Ching, Cyrus Jordan, Nathan Miller, Steven Beresh
Sandia National Lab
dching@sandia.gov, cjorda@sandia.gov,
nmille1@sandia.gov, sjberes@sandia.gov

MS250

A Holistic View of How UQ Fits into the Cred-
ibility of Scientific Computing Including Machine
Learning

In any investigation in scientific computing uncertainty
quantification (UQ) is an essential activity. UQ is applied
to classical applications and recently to Scientific Machine

Learning (SciML). A broader challenge for scientific com-
puting is credibility and trust for results. The set of ac-
tivities seen as UQ is only a piece of a broader tapestry
of actions providing confidence in results. This confidence
is primarily driven by comparison with objective reality
seen in experiments and observations. This comparison is
known as validation determining if models describe that re-
ality and how well. A process known as verification tells us
if a model is properly represented computationally. Error
and uncertainty is the medium of proof in both activities.
Together these processes coupled with UQ and a hand-
ful of other steps provide an evidence basis for credibility
and trust in results. This rubric is well developed and ac-
cepted for classical scientific computing. For SciML the
rubric must change to match the manner and quality steps
in those methodologies. Developing trust in SciML is an
essential step to integrate it with the broader community.
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Towards Dynamic Amr on Mixed-Element Un-
structured Meshes With Conforming and Non-
Conforming Interfaces

Adaptive Mesh Refinement’s role in accurately simulating
unsteady multi-scale fluid dynamics phenomena is rapidly
expanding due to its ability to position mesh resources in
locations of critical flow regions. While AMR on unstruc-
tured, mixed element-type meshes has presented signifi-
cant challenges in terms of algorithmic and software in-
frastructure, as well as flow-solver interfacing, we will dis-
cuss our approach to coupling legacy Computational Fluid
Dynamics solvers with the t8code framework in the non-
conforming mesh setting and the development of an auto-
matic conforming face interface.
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A GPU-Accelerated AMR Framework for Com-
pressible Combustion/Detonation Simulation

Our aim is to perform three-dimensional large-scale com-
pressible combustion/detonation computation. We de-
scribe our experiences in developing a flexible framework
for high-efficiency and -fidelity simulation of complex non-
reactive/reactive phenomena by leveraging the AMReX
platform. A variety of testing examples are performed
to verify the accuracy and efficiency of our framework.
We focus especially on the algorithms of grid-wise oper-
ations, portability of the codes from CPU to CPU/GPU
heterogeneous system and the implementation of a GPU-
accelerated chemistry solver.
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Div-conforming Unfitted Finite Element Methods

In this work, we will present unfitted finite element for-
mulations for the numerical approximation of problems in
H(div), e.g., the Darcy equations for flow in porous me-
dia. In particular, we will consider a mixed finite element
discretisations (e.g., Raviart-Thomas and BDM elements)
on a background mesh and properly chosen stabilisation
terms to make the approximation stable and have a well-
posed system matrix. The stabilisation terms will rely on
bulk ghost-penalty penalties on cell aggregates, including
(at least) one interior cell. The scheme will be designed so
that the unfitted method inherits the exact divergence-free
property of this finite element approximation in the body-
fitted case. The proposed formulation’s numerical analysis
and numerical experimentation will also be presented.
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Advances on the Shifted Boundary Method: Neu-
mann and Contact Boundary Conditions, and Ap-
plications

Scientific computing is routinely assisting the design of sys-
tems, components, or materials with complex shapes, but
it is often underestimated how the time and labor cost of
mesh generation affects the overall analysis cycle. The sit-
uation is even more critical for high order discretizations.
Methods that could ease these limitations could more effec-
tively interface with meta-algorithms from Optimization,
Uncertainty Quantification, Reduced Order Modeling, Ma-
chine Learning, and Artificial Neural Networks. Embed-
ded/immersed/unfitted boundary methods seem good can-
didates for this purpose, because they obviate the need for
body-fitted meshing, but may be difficult to implement,
due to complex cell cutting operations at boundaries, which
also negatively affect numerical stability and matrix con-
ditioning. The Shifted Boundary Method is a simple, sta-
ble, and accurate embedded method, which eliminates the
need of cut cells. Boundary conditions are imposed on a
surrogate discrete boundary, lying in proximity of the true
boundary interface, and composed of full edges/faces of
the grid. Appropriate field extension operators are then
constructed by way of Taylor expansions, with the purpose

of imposing accurate boundary conditions on the surrogate
boundary that mimic the effect of the true boundary condi-
tions. The performance of the SBM will be demonstrated
on large-scale problems with particular emphasis on the
treatment of Neumann and contact boundary conditions.
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Matrix-Free Evaluation of Cutfem Operators

In CutFEM, the grid does not need to conform to the do-
main, allowing for the use of computationally convenient
Cartesian grids. On these grids, the tensor product struc-
ture of the operators can be exploited, significantly im-
proving computational efficiency. Unlike traditional FEM,
where sparse matrix computations are typically memory-
bound due to storage and access patterns, matrix-free ap-
proaches are compute-bound, resulting in faster perfor-
mance. The evaluation of the finite element operator in
CutFEM can be divided into three parts. First, the oper-
ator on uncut cells is handled similarly to standard FEM,
where the use of tensor product structure allows for sub-
stantial speedup in cell-wise operations. Second, the con-
tributions of cut cells must be evaluated. As the number
of these cells decreases with mesh refinement, it becomes
feasible to store the matrices for them. Finally, special
measures are necessary to ensure the well-posedness of the
formulation regardless of the cut location. This is achieved
through a ghost penalty method, where the jumps of all
derivatives across the faces of cut cells are summed. By
exploiting the tensor product structure, this stabilization
term can be evaluated efficiently, requiring only two 1D
matrices for the entire mesh while preserving the compu-
tational benefits of tensor product operators.
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Heidelberg University
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Eliminating Artificial Boundary Conditions in
Time-Dependent Density Functional Theory Using
Fourier Contour Deformation

I will introduce a method for solving the time-dependent
Schrdinger equation in free space with a compactly-
supported time-dependent potential. The method
avoids artificial boundary conditions using a Fourier
pseudospectral-type method, but with the spatial Fourier
variable deformed to a complex contour. This approach
yields the free space solution restricted to a computational
subdomain, with controlled accuracy. The scheme is high-
order accurate in space and time, has quasi-optimal com-
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putational complexity, operates on Cartesian spatial grids
in any dimension, permits spatially-uniform applied fields,
and allows solutions to leave the computational domain
and return later. I will present results from simulations
of absorption and photoemission spectroscopy using time-
dependent density functional theory, demonstrating recov-
ery of accurate spectra from simulations on small compu-
tational domains.
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Virtual Beamline++: Comprehensive Nonlinear
Optical Modeling for High Energy Lasers

The field of high energy, high power, and high average rep-
etition rate lasers requires sophisticated modern modeling
tools to predict and understand beam performance. Vir-
tual Beamline++ (VBL++) has been developed to aid in
the design and operation of future laser systems. This
model couples numerical wave propagation to numerical
models of nonlinear phenomena through various split and
multi-step algorithms. This talk will show how turn-key
models can be coupled to cutting-edge multi-step numeri-
cal algorithms to guide the operation and design of large-
scale laser systems. This talk will discuss both how the
model is utilized in the current environment and plans for
its development in the future. This work was performed
under the auspices of the U.S. Department of Energy by
Lawrence Livermore National Laboratory under Contract
DE-AC52-07NA27344, LLNL-ABS-868715.
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Boundary Conditions for the Einstein Field Equa-
tions

A brief overview regarding the initial-boundary value
problem for Einstein’s field equations with radiative-type
boundary conditions will be provided.

Olivier Sarbach
Universidad Michoacana de San Nicolás de Hidalgo,
Mexico
olivier.sarbach@umich.mx
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Parametric Model Reduction of Mean-field and
Stochastic Systems on the Space of Probability

Densities

The aim of this work is to learn models of population dy-
namics of physical systems featuring stochastic and mean-
field effects and a dependence on physics parameters. The
learned models can act as surrogates of classical numeri-
cal models to efficiently predict the system behavior. By
population dynamics we refer to the evolution of the en-
semble of samples that represent the system as opposed to
the trajectories of individual samples. Crucially, different
sample dynamics can collectively give rise to the same pop-
ulation dynamics. We aim to exploit this redundancy to
achieve a reduction of complexity in the model. Building
on the Benamou-Brenier formula from optimal transport,
we use a variational problem to infer parameter- and time-
dependent gradient fields that represent approximations of
the population dynamics. The inferred gradient fields can
then be used to rapidly generate sample trajectories that
mimic the dynamics of the physical system on a popula-
tion level over varying physics parameters. We demon-
strate on several mean-field-type, high-dimensional, and
chaotic particle systems that our approach accurately pre-
dicts population dynamics over a wide range of parameters
and outperforms state-of-the-art diffusion-based and flow-
based models that simply condition on time and physics
parameters.
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Latent-EnSF: A Latent Ensemble Score Filter for
High-Dimensional Data Assimilation with Sparse
Observation Data

Accurate modeling and prediction of complex physical sys-
tems often rely on data assimilation techniques to correct
errors inherent in model simulations. Traditional methods
like the Ensemble Kalman Filter (EnKF) and its variants
as well as the recently developed Ensemble Score Filters
(EnSF) face significant challenges when dealing with high-
dimensional and nonlinear Bayesian filtering problems with
sparse observations, which are ubiquitous in real-world ap-
plications. In this talk, we present a novel data assimi-
lation method, Latent-EnSF, which leverages EnSF with
efficient and consistent latent representations of the full
states and sparse observations to address the joint chal-
lenges of high dimensionlity in states and high sparsity in
observations for nonlinear Bayesian filtering. We introduce
a coupled Variational Autoencoder (VAE) with two en-
coders to encode the full states and sparse observations
in a consistent way guaranteed by a latent distribution
matching and regularization as well as a consistent state
reconstruction. With comparison to several methods, we
demonstrate the higher accuracy, faster convergence, and
higher efficiency of Latent-EnSF for two challenging appli-
cations with complex models in shallow water wave prop-
agation and medium-range weather forecasting, for highly
sparse observations in both space and time. See our paper
at https://arxiv.org/abs/2409.00127

Phillip Si, Peng Chen
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Diffusion Models for Inverse Problems Done Right

Pretrained diffusion models (DMs) have recently been pop-
ularly used in solving inverse problems (IPs). The existing
methods mostly interleave iterative steps in the reverse dif-
fusion process and iterative steps to bring the iterates closer
to satisfying the measurement constraint. However, such
interleaving methods struggle to produce final results that
look like natural objects of interest (i.e., manifold feasibil-
ity) and fit the measurement (i.e., measurement feasibil-
ity), especially for nonlinear IPs. Moreover, their capabil-
ities to deal with noisy IPs with unknown types and levels
of measurement noise are unknown. In this talk, we advo-
cate viewing the reverse process in DMs as a function and
propose a novel plug-in method for solving IPs using pre-
trained DMs, dubbed DMPlug. DMPlug addresses the is-
sues of manifold feasibility and measurement feasibility in a
principled manner, and also shows great potential for being
robust to unknown types and levels of noise. Through ex-
tensive experiments across various IP tasks, including two
linear and three nonlinear IPs, we demonstrate that DM-
Plug consistently outperforms state-of-the-art methods, of-
ten by large margins especially for nonlinear IPs.
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Nonlinear Filtering in Stochastic Dynamical Sys-
tems

We present a nonlinear filtering approach for solving in-
verse problems sequentially in stochastic dynamical sys-
tems. By utilizing a Bayesian framework, we construct a
generative modeling method to identify the state trajecto-
ries from noisy data in a robust manner.
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Emory University
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On the Performance of a Parallel and Randomized
Single Value Decomposition Algorithm

The single value decomposition (SVD) is a core operation
for modal decomposition techniques, which are widely used
to reduce the complexity of high-dimensional mathemati-
cal models. pyLOM [Eiximeno et al., A HPC open source
reduced order model suite for fluid dynamics applications,
2024] has recently unlocked the possibility of performing
the SVD at a high-performance computing level. The par-
allel SVD from pyLOM is tailored for tall and skinny ma-
trices as those obtained from computational fluid dynam-
ics simulations. It has shown ideal scalability on a matrix
of size (5.83 × 107, 56) when using up to 2700 Intel Sap-
phire Rapids. However, pyLOM currently struggles with
the augment of columns in the matrix, due to the increase
in the amount of memory needed. This work aims to up-
grade the present pyLOM capabilities. To do so, the possi-
bility of running a randomised SVD [Erichson et al., Ran-
domized Matrix Decompositions using R, 2018] on top of
the current parallel algorithm will be added. The first step
of the new algorithm is performing a parallel randomiza-
tion of the data. This reduces the number of columns of
the matrix to the desired number of vectors of the new ba-
sis. Then, the parallel SVD from pyLOM can be used to
compute the modes of the system on the randomized data
matrix. The presentation will include a discussion on the
implementation of the new algorithm as well as a detailed
description of its parallel performance and the gains over
the current version.
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Randomized Orthogonalization Techniques and
Eigenvalue Solvers

In this talk we discuss recent progress in using random-
ization for solving eigenvalue problems. We discuss first
numerically stable algorithms for orthogonalizing a set of
vectors and their usage in the Arnoldi iteration. We then
present associated Krylov subspace methods for solving
eigenvalue problems as the implicitly restarted Arnoldi
Method and discuss experimental results.

Laura Grigori
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Randomized Preconditioned Cholesky-Qr

We analyze ”rpCholesky-QR”, a randomized precondi-
tioned Cholesky-QR algorithm for computing the thin QR
factorization of real mxn matrices with rank n. The
perturbation analysis is transparent and identifies clearly
all factors that contribute to error amplification; it re-
quires only a minimal amount of assumptions and pro-
duces interpretable bounds, rather than first-order esti-
mates. The numerical experiments demonstrate the ac-
curacy of rpCholesky-QR for matrices that are highly ill-
conditioned, have worst-case coherence, and can have a
large number of columns, up to n=m/3. A sampling
amount of 3n is sufficient, even under these worst-case
conditions. The two-norm deviation from orthonormality
of rpCholesky-QR increases with the condition number of
the preconditioned matrix, as is corroborated by the per-
turbation theory. This is joint work with James Garrison.
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Novelty Sampling for Fast, Effective Data Reduc-
tion

We present a new algorithm for reducing a large data set to
a small number of landmark data points. The landmarks
are randomly selected, yet they account for nearly all the
“novelty” in the data. To generate landmarks, we ran-
domly propose data points and accept/reject with proba-
bilities depending on the previous selections. After the gen-
eration step, the landmarks can be used to quickly make
predictions and find clusters in the data. Landmark-based
learning has a memory footprint which is independent of
the data size, so the approach is suitable for distilling large
data sets with N >= 109 data points.
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Digital Twins for Risk-Aware Personalized
Medicine

This talk discusses the mathematical and computational
ingredients needed to build trustworthy digital twins for
personalized medicine. We consider a patient-specific digi-
tal twin supporting a human decision-maker for risk-aware
clinical decision-making in brain cancer. We build pre-
dictive digital twins as probabilistic graphical models for
encoding uncertainty and using Bayesian methods to ex-
ecute the digital twin’s calibration, prediction, and deci-
sion tasks. When deployed, a digital twin should be able
to (i) provide interpretable decisions with explainability of
underlying models being key, (ii) quantify the effects of
multiple sources of uncertainty and account for underlying
risk in safety-critical decisions, and (iii) be computable on
actionable timescales. We achieve explainability and inter-
pretability through a model-centric view of the digital twin
that places physics-based models at the core. The digital
twins are made patient-specific through continuous calibra-
tion using the patient’s data that leads to predictions with
quantified uncertainty under different control actions. We
then solve the optimal control under uncertainty problem
balancing treatment efficacy and toxicity that leads to a
suite of risk-informed decisions for the patient. For these
decisions to be useful for the clinicians, the digital twin
needs to be executed within acceptable timescales. We
achieve fast computations through explainable surrogate
models and the use of multifidelity methods.
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Digital Twins of the Earth’s Weather with a Focus
on Extreme Events

Earth’s climate is changing rapidly under the effect of
global warming, leading to more frequent and severe ex-
treme weather events [1,2]. These weather extremes, in
turn, are exacting heavy socioeconomic and environmental
tolls [3], prompting an urgent need for better understand-
ing and predicting them. In this talk, we present some
recent results obtained for the tropical Indo-Pacific region,
using methods arising in dynamical system theory. In par-
ticular, we show that changes in weather patterns are lead-
ing to more weather extremes, namely heatwaves and ex-
treme precipitation. These extremes can only be partially
explained by El Nio-Southern Oscillation-driven variabil-
ity. We then present the use of explainable AI tools to in-
vestigate the onset and precursors of these extremes. More
specifically, we try to bridge existing human knowledge and
AI knowledge to better understand their behaviour and
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predictability.
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Using Data Consistent Inversion to Build
Population-Informed Priors for Bayesian Inference

Bayesian inference is an essential tool for building predic-
tive digital twins as it incorporates information from ob-
servational data to reduce uncertainties in the underlying
computational models. However, data from an individual
physical asset may be sparse, requiring highly-informative
priors for Bayesian inference; in practice, the physical
knowledge needed to construct such priors may not be
available. Consequently, this work presents a novel ap-
proach for leveraging data from a population of related as-
sets to construct informative Bayesian priors. Specifically,
we use data-consistent inversion to estimate population-
informed priors that improve inference on an individual
asset. We demonstrate this approach on a computational
mechanics application. Numerical examples show that uti-
lizing population-informed priors significantly increases the
KullbackLeibler divergence, i.e. the information gain from
the posterior to the prior, in comparison to standard prior
specification. These results are complemented with the-
ory for linear-Gaussian inference that establishes the con-
ditions under which using our approach is guaranteed to
improve posterior estimates of uncertainty.
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Multi-Fidelity Delayed Acceptance for PDE In-
verse Problems with Progressive Neural Network
Surrogates

Performing uncertainty quantification (UQ) for inverse
problems requires repeated multi-scenario evaluations.
When complex partial differential equations are involved,
the high computational cost of full-order models (FOM),
such as Finite Elements, makes traditional methods like
Markov Chain Monte Carlo (MCMC) impractical. Addi-
tionally, relying on inexpensive data-driven surrogate mod-
els is challenging due to limited high-fidelity data and the
high accuracy required for inverse problems. Conversely,
low-fidelity data can be obtained more efficiently, simpli-
fying regression tasks. To address these challenges, we
propose a Multi-Fidelity Delayed Acceptance scheme. In-
spired by the Multi-Level Delayed Acceptance scheme, our
method introduces a flexible framework combining solvers

with different fidelities, not strictly related to simulation re-
finement levels. By leveraging progressive neural network
surrogate models, our approach uses the FOM only during
the training phase, allowing for coarser simulations at iden-
tification time. This model sequentially performs multi-
fidelity regression from multiple sources, enabling on-the-
fly selection of fidelity levels. The strategy is tested on a set
of benchmark problems, including isotropic groundwater
flows and MEMS accelerometer calibration. Results show
that our method consistently reduces the computational
cost associated with MCMC sampling, offering a promis-
ing approach for efficient UQ in a wide range of engineering
problems.
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Instability and Self-Propulsion of Autophoretic Fil-
aments: Theory and Numerics

Chemically active filaments are autophoretic particles that
can swim spontaneously in a viscous fluid owing to the
slip flow induced by local chemical gradients produced at
their surface. These gradients arise from spatial variation
in the activity, which represents the concentration flux and
may vary across the filament. While autophoretic filaments
take advantage of both, their geometric anisotropy and
their surface activity to break the symmetry in order to
self-propel; their flexibility may allow for different confor-
mations and modes of transport (e.g., tumbling, pumping,
translating, or rotating). By means of analytical predic-
tions and numerical simulations, we investigate the stabil-
ity of a flexible autophoretic filament, with a uniform ax-
isymmetric activity, against planar perturbations and the
resulting emergence of self-propulsion. In the highly flex-
ible regime, we find that the filament is susceptible to a
buckling instability. The latter results from the compe-
tition between the stress induced by phoretic effects and
elastic restoring forces. Our findings can be exploited
to achieve precision transport of artificial microswimmers
through complex environments.
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A Simulation Platform for Slender, Semiflexible,
and Inextensible Fibers with Brownian Hydrody-
namics and Steric Repulsion

Aside from their ubiquity in biology, physics, and engineer-
ing, filaments present unique challenges from an applied-
mathematical point of view. Their slenderness, inextensi-
bility, semiflexibility, and meso-scale nature all require nu-
merical methods that can handle multiple lengthscales in
the presence of constraints. Accounting for Brownian mo-
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tion while keeping the dynamics in detailed balance is dif-
ficult, as is including a background solvent, which couples
the dynamics of multiple filaments together. In this talk, I
present a simulation platform for deterministic and Brown-
ian inextensible filament dynamics which includes nonlocal
fluid dynamics and steric repulsion. In the former case, I
define the mobility using line integrals of Rotne-Prager-
Yamakawa regularized singularities, and numerically pre-
serve the symmetric positive definite property by using a
thicker regularization width for the nonlocal integrals than
for the self term. For steric repulsion, I introduce a soft lo-
cal repulsive potential defined as a double-integral over two
filaments, then present a scheme to evaluate the nonzero
components of the integrand. I demonstrate that Langevin
dynamics sample from the equilibrium distribution of free
filament shapes, and that the modeling error in using the
thicker regularization is small. I conclude with two exam-
ples, sedimenting filaments and cross-linked fiber networks,
in which nonlocal hydrodynamics does and does not gen-
erate long-range flow fields, respectively.
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An Overview of Brownian Dynamics with Con-
straints

This talk will serve as a short and general introduction
to numerical methods for simulating Brownian dynamics
with constraints. Ill discuss why we need to use meth-
ods that ensure that both hydrodynamic interactions and
thermal noise are captured, and why these methods must
carefully account for geometric and mechanical constraints
present in the system. Ill discus specific examples which
include: colloidal particles suspended in domains with com-
plex boundaries, inextensible filaments and membranes, as
well as rigid particles with arbitrary shapes. Ill end the
talk with some discussion on recent advances and open
problems in the field.
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Using Integrators As Constraints in Quantum Col-
location

Piccolo.jl solves constrained direct optimization problems
for quantum optimal control (QOC). Framing QOC as a
constrained direct optimization problem allows Piccolo.jl
users to maximize the utility of their devices, designing
minimum time controls, robust controls, interpolatable
controls, and more. Quantum dynamics enter direct op-
timization problems as integrator constraints between ad-
jacent knot points. Efficient and accurate integrators are
critical for practical numerical optimization of QOC prob-
lems. Bespoke integrator designs are often the key for suc-
cessful control across the quantum technology landscape.
In this talk, we show how Piccolo.jl allows users to take
advantage of this integrator design space. We discuss how
integrators for quantum sensing have been adapted for
shaken lattice interferometers. We show how numerically-
efficient Padé integrators attain accuracy through symme-
try preservation. We also compare how the demands of
open quantum system integrators manifest for indirect and
direct methods, and how to manage the common case of

time-dependent control carriers. Each example is demon-
strated using the Piccolo.jl open source ecosystem.
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Optimal Quantum Control for Multi-qubit Opera-
tions via Time-parallel Multiple-shooting

Quantum optimal control is essential in quantum comput-
ing, serving as the pulse-level interface between the quan-
tum compiler and hardware. When applied to larger multi-
qubit operations, it holds the potential to yield higher fi-
delity and shorter durations for quantum algorithms com-
pared to standard compilation using single and two-qubit
gates. However, the significant computational demands
of multi-qubit optimal control require the use of large-
scale High-Performance Computing (HPC) platforms to
harness greater computational concurrency. This presenta-
tion introduces a multiple-shooting approach for quantum
optimal control that enables concurrency along the time
domain. This approach partitions the time domain into
multiple windows, with the intermediate states at win-
dow boundaries treated as additional optimization vari-
ables. Continuity of state is enforced through equality
constraints. This structure facilitates parallel-in-time com-
putation of state evolution across different time windows,
leading to a substantial acceleration in the evaluation of the
objective function and its adjoint-based gradient. We em-
ploy a quadratic penalty method to solve the time-parallel
constrained optimization problem and demonstrate the ef-
fectiveness and efficiency of this method through numer-
ical experiments on quantum Fourier transform gates in
systems with 2, 3, and 4 qubits, where we observe an 80x
speedup in gradient evaluation for the 4-qubit case.
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Universally Robust Quantum Control

We study the robustness of the evolution of a quantum
system against small uncontrolled variations in parameters
in the Hamiltonian. We show that the fidelity suscepti-
bility, which quantifies the perturbative error to leading
order, can be expressed in superoperator form and use this
to derive control pulses which are robust to any class of
systematic unknown errors. The proposed optimal con-
trol protocol is equivalent to searching for a sequence of
unitaries that mimics the first-order moments of the Haar
distribution, i.e. it constitutes a 1-design. We highlight
the power of our results for error resistant single- and two-
qubit gates. Reference: Phys. Rev. Lett. 132, 193801
(2024)
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Determining the Control Mechanisms for Creating
Quantum Gates

It has become common place to create one and two qubit
quantum gates, both in simulation as well as in the labo-
ratory using a variety of platforms. However, the nature
of the transformation from an initial unit matrix to the
final unitary gate is a matter of quantum control mecha-
nism about which little is understood. A typical gate has
non-zero and zero elements in its matrix, and it is equally
important to understand the mechanism by which both
types of elements are ”created” by the control. The pre-
sentation will provide gate mechanism analysis through an
interpretation of the interfering quantum pathway ampli-
tudes associated with the significant contributing terms to
the Dyson expansion for each particular gate. Illustrations
will be shown for creating the CNOT and SWAP gates as
closed systems. In the case of the CNOT gate, two dis-
tinct control fields will be utilized that both individually
yield the same gate while producing distinct mechanisms.
It will also be pointed out that the zero elements in a gate
are typically created by massive destructive interference of
the quantum pathway amplitudes.
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Data-Driven Inversion of Full-Field Deformation
Data with Neural Ordinary Differential Equation
Fields

Accurately capturing the nonlinear mechanical behavior of
soft heterogeneous materials remains a signifi-cant chal-
lenge across various fields, including biomechanics and
soft robotics. While recent advancements have introduced
data-driven strain energy functions, these models have pri-
marily been trained on homogenized stress-strain data.
However, in practical applications, stress-strain relation-
ships exhibit spatial variability, ne-cessitating the identifi-
cation of material parameters from full-field deformations
under measurable boundary conditions. To address this,
we propose a physics-guided framework for parameter iden-
tification in data-driven material models using full-field de-
formation data. While the approach is broadly applicable
to any data-driven model, we demonstrate its effectiveness
with our previously introduced neural ordinary differen-tial
equation (NODE)-based model. The method is based on
minimizing the strong form of the balance of linear momen-
tum, ensuring physically consistent parameter estimation.
To validate our approach, we per-form finite element sim-
ulations using the identified parameters and compare the
results against experimental data. We assess the methods
performance using both synthetic and experimental strain
fields.
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Fully Automated Framework for 3D Segmentation
and Velocity Reconstruction in 4D Flow Mri for

Hemodynamics Analysis

Accurately reconstructing hemodynamic flows from 4D
Flow MRI data is crucial for advancing cardiovascular di-
agnostics. Yet, the technique faces challenges such as low
spatial resolution, lengthy scan times, and susceptibility to
artifacts, which can degrade the quality of hemodynamic
evaluations, particularly in areas of rapid velocity change.
We introduce scalable hemodynamic reconstruction for 4D
flow MRI (SHR-4D), which leverages a forward measure-
ment model that integrates geometry and velocity fields to
enhance the accuracy and resolution of hemodynamic as-
sessments. This integration of geometry and velocity fields
allows SHR-4D to work with either magnitude and velocity
data or just the velocity data, significantly enhancing its
applicability. By employing maximum likelihood estima-
tion and subsampling techniques, SHR-4D efficiently pro-
cesses high-dimensional image data, significantly reducing
noise and improving the precision of velocity field recon-
structions and geometry segmentation. Through testing
on synthetic datasets and in vitro experiments, we demon-
strate superior performance in flow segmentation and ve-
locity reconstruction. The method’s adaptability, scalabil-
ity, and effectiveness in handling different imaging condi-
tions and data types make it a valuable tool for improving
cardiovascular disease diagnosis and research.
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Advancing Systems Biology Through Computa-
tional Models and Ml/AI Techniques

The recent success of bioinformatics, driven by advances
in molecular biology and molecular medicine, has led to
an exponential increase in the volume and diversity of
biological data. This includes nucleotide and protein se-
quences, annotations, high-throughput experimental data,
and biomedical literature. In parallel, systems biology has
emerged as a critical field, shifting away from the reduc-
tionist approach that previously dominated biological re-
search. This shift necessitates the coordinated efforts of
biologists, data analysts, mathematical modelers, and com-
puter scientists. The accumulation of large-scale biological
databases calls for novel computational technologies and
research strategies. In this context, computational mod-
els and tools, particularly those utilizing machine learning
and artificial intelligence (ML/AI) techniques, have proven
highly successful. Methods such as clustering and classifi-
cation for gene expression data play a pivotal role in knowl-
edge discovery, modeling, and optimization tasks. These
methods enable the development of computational models
capable of predicting the responses of complex biological
systems to various perturbations. This paper explores the
integration of ML/AI techniques and computational meth-
ods in systems biology, highlighting their impact on under-
standing and modeling biological complexity.
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Advancing Computational Cardiology: Neural
Network Surrogates for Patient-Specific Electro-
physiology Models

Neural network surrogate models are emerging as powerful
tools for patient-specific cardiac electrophysiology model-
ing, bridging the gap between computational cardiology
and clinical application. Traditional approaches often de-
pend on models that require extensive retraining to ad-
just for variations in individual patients and pathologi-
cal conditions. Our novel framework integrates physics-
based modeling with data-driven methods to create a ver-
satile neural network surrogate capable of handling various
cardiac anatomies. We employ Branched Latent Neural
Maps (BLNMs) to efficiently encode complex space-time
fields into a neural network, enabling accurate and robust
patient-specific parameter estimation. By leveraging sta-
tistical shape modeling, our approach augments a cohort
of Tetralogy of Fallot patients by incorporating anatomical
variability, improving the model’s generalizability and pre-
dictive accuracy across diverse geometries. Furthermore,
the framework enables the prediction of activation times in
the cardiac cycle, providing critical insights into patient-
specific electrical activity. This approach allows for the
seamless adaptation of the surrogate model across patient
cohorts, eliminating the need for geometry-specific retrain-
ing. Our pipeline contributes to the clinical translation
of computational cardiology by offering fast, reliable, and
adaptable tools for personalized cardiac care.
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Sciml for Aortic Hemodynamics and Wall Mechan-
ics: Lessons from Surrogate Learning for Uncer-
tainty Quantification

We will present a selection of real problems with surrogate

learning for computational biomechanics with a focus on
uncertainty quantification. Examples are Gaussian process
(GP) and multi-fidelity surrogates for CFD simulations of
non-Newtonian aortic haemodynamics [Ranftl et al 2021],
as well as Bayesian neural networks (NN) for aortic wall
mechanics [Ranftl et al 2022]. In that regard, Bayesian in-
ference offered a straight-forward handling of missing data
and outliers, a frequent challenge in biological and medical
data. We will discuss not just what worked well but also
what didnt or remains an open question. E.g. multi-fidelity
GPs or physics-informed NNs proofed challenging in dy-
namic or strongly non-linear systems with large deforma-
tions, respectively. If time permits, we will touch upon the
inconvenient issue with the definition of the boundary con-
ditions and the boundary itself based on e.g. MRI, which
emerges typically in patient-specific biomechanics models,
and its consequences for the Machine Learning (ML) part.
In essence, it is ill-advised to consider the learning task iso-
lated from the input space specification or study objectives.
The talk will focus neither on computational biomechanics
nor on ML, but on the specific challenges and opportuni-
ties at the interface thereof encountered in the examples.
[1] Ranftl et al. IJNMBE 39.4 (2021) e3576. [2] Ranftl et
al. CMAME 401 (2022): 115594.
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MS260

Approximate Bayesian Computation Using Distri-
bution Random Forests

We introduce an Approximate Bayesian Computation
(ABC) framework for estimating the posterior distribution
and the maximum likelihood estimate (MLE) of the pa-
rameters of models defined by intractable likelihood func-
tions. This framework can describe the possibly skewed
and high dimensional posterior distribution by a novel
multivariate copula-based distribution, based on univari-
ate marginal posterior distributions which can account for
skewness and be accurately estimated by Distribution Ran-
dom Forests (DRF) while performing automatic summary
statistics (covariates) selection, and based on robustly es-
timated copula dependence parameters. The framework
employs a novel multivariate mode estimator to perform
for MLE and posterior mode estimation, and an optional
step to perform model selection. The posterior distribution
estimation accuracy of the ABC frameworks is illustrated
through simulation studies involving models with analyti-
cally computable posterior distributions; and involving ex-
ponential random graph and mechanistic network models,
each defined by an intractable likelihood from which it is
costly to simulate large networks. The ABC frameworks
are also illustrated through analyses of massive complex
networks. Finally, we also consider (copula-free) general-
ized Bayes ABC, applicable to high-dimensional paramet-
ric models, using component-wise Gibbs sampling of the
posterior distribution based on robust loss functions for
the likelihood estimated via DRF.
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MS261

Structure-Preserving Dynamical Low-Rank Meth-
ods for Kinetic Equations

Dynamical low-rank methods have gained interest in recent
years as a viable solution to the curse of dimensionality in
the numerical solution of kinetic equations. Depending on
the regime and nature of the solution, a direct applica-
tion of these methods often results in high ranks or comes
at the cost of losing physical properties such as conserva-
tion. Using the Vlasov-Fokker- Planck equation as a model
problem, which is the governing equation for plasma dy-
namics, we demonstrate that when tuned to the problem’s
structure, the dynamical low-rank method can provide an
efficient and robust approximation compared to the full
tensor method. This talk is based on the joint work with
Jack Coughlin and Uri Shumlak.
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MS261

A Galerkin Approach for Trajectorial Average in
Maximally Superintegrable Systems with Applica-
tion in Plasma Physics

Kinetic equations are usually in the form of a Liouville
equation plus interaction terms (for example collisional op-
erators). That structure often results in a multiscale prob-
lem, since the time scale of the Hamiltonian dynamics is in
general different from those of interactions. When the ad-
vection in phase space corresponding to the Poisson bracket
is much faster than the interaction processes, numerical
simulations can be expensive due to the CFL condition.
To avoid that, one would expect to perform average along
the particle trajectories. In this work, we propose a novel
structure-preserving method by investigating the relation
of function spaces. Consequently, it can be categorized as
a Galerkin approach. We will also show how it was used
to solve the particle-wave system in plasma physics.
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MS261

A Reduced Order Model Enhanced Iterative Solver
for Parametric Radiative Transfer Equation

Radiative transfer equation (RTE) models particles propa-
gating through and interacting with a background medium.
Applications, such as uncertainty quantification, medical
imaging, and shape optimization, require solving RTE
many times for various parameters. Source Iteration (SI)
with Diffusion Synthetic Acceleration (DSA) is a popular
iterative solver for RTE. SI-DSA can be seen as a precon-
ditioned fixed point iteration. DSA serves as the precondi-
tioning step to accelerate the convergence. DSA is based on
the diffusion limit of a kinetic correction equation. How-

ever, when the underlying problem is far from its diffu-
sion limit, DSA may become less effective. Furthermore,
DSA does not exploit low-rank structures of the solution
manifold concerning parameters of parametric problems.
To address these issues, we enhance SI with data-driven
reduced-order models. These data-driven ROMs still build
on the original kinetic description of the correction equa-
tion and leverage low rank structures concerning parame-
ters of parametric problems. A new preconditioner, which
exploits the advantages of both data-driven ROMs and the
classical DSA method, is developed.

Zhichao Peng
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MS261

High-Order Micro-Macro Decomposition Schemes
for Boltzmann-BGK

The kinetic Boltzmann equation with the Bhatnagar-
Gross-Krook (BGK) collision operator allows for the simu-
lation of gas dynamics over a wide range of Knudsen num-
bers with a simplified collision operator. Efficient numer-
ical methods for Boltzmann-BGK should be asymptotic-
preserving, which allows the numerical method to be sta-
ble at fixed mesh parameters for any value of the Knudsen
number, including in the fluid (very small Knudsen num-
bers), slip flow (small Knudsen numbers), transition (mod-
erate Knudsen numbers), and free molecular flow (large
Knudsen numbers) regimes. In this work, we develop a
novel micro-macro decomposition scheme for solving the
Boltzmann-BGK and Boltzmann-ES-BGK systems. Ki-
netic flux vector splitting techniques are used to develop
accurate fluxes and to enforce boundary conditions. High
order is achieved using discontinuous Galerkin finite ele-
ment methods. Several numerical examples are shown to
demonstrate the effectiveness of the proposed numerical
scheme.

James A. Rossmanith, Preeti Sar
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MS262

Particle Flows and Diffusions for High-Dimensional
Nonlinear Bayesian Inference

Recently, many new fully nonlinear data-assimilation
methods have been developed in the data-assimilation,
mathematical, statistical, and machine learning commu-
nities that can be applied to high-dimensional systems.
Of particular interest are so-called particle flow filters and
diffusion-based filters because of their efficiency, making
them computationally compatible with existing method-
ologies for e.g. weather forecasting. Particle Flow filters
minimize the distance between a set of particles and the
posterior pdf in an iterative way. They rely on accurately
estimating the gradient of the logarithm of the prior, which
is difficult from a set of prior particles. Diffusion-based
methods are becoming mainstream in machine learning
as methods to generate samples from highly non-Gaussian
densities using Langevin dynamics, and, with a small addi-
tion, turn out to have great potential in data assimilation.
Of special importance are so-called stochastic interpolants,
that can be show to converge in a finite number of iteration
steps. Interestingly, these diffusion-based methods do not
need the gradient of the logarithm of the prior for their
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performance. In this presentation I will explain how these
methods are connected and how we can make them useful
for high-dimensional problems using examples, and how
developments in traditional data assimilation can consid-
erably accelerate some of these methods.
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A High-Dimensional Deterministic Convergent
Particle Filter

Mixture-model particle filters such as the ensemble Gaus-
sian mixture filter require a stochastic resampling pro-
cedure in order to converge to exact Bayesian inference.
Gaussian-mixture kernel density estimation is inefficient in
high-dimensions. We combine the recent advancement of
the Ensemble Epanechnikov Mixture Filter and the opti-
mal transport deterministic resampling strategy for a high-
dimensional particle filter that provably converges to exact
Bayesian inference.

Andrey A. Popov
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Efficient Randomization Techniques for Data As-
similation

Large-scale inverse problems involve fusing incomplete and
noisy information from multiple sources, such as model
simulations, measurements from sensors, and physical ex-
periments, to obtain a consistent description of the state
of the underlying physical system. Solving the Bayesian
formulation of these problems enables quantifying the un-
certainties associated with the solution. However, solv-
ing Bayesian problems presents a major challenge: Solving
Bayesian inverse problems is computationally demanding,
often requiring hundreds to thousands of expensive simula-
tions to accurately estimate the parameters and their un-
certainties. Randomized algorithms provide an attractive
means to reduce the computational cost. In this work, we
will explore efficient randomization techniques as a means
to develop scalable solvers and pre-conditioners to mitigate
the computational costs associated with solving Bayesian
inverse problems.
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MS263

Mesoscale-microscale Coupling for Wind Energy
Simulations

Wind farm simulations require data from mesoscale atmo-
spheric simulations as initial and boundary conditions for

the microscale turbine environments. A file-based coupling
of mesoscale and microscale solvers is computationally in-
efficient and restricted in the amount of data that can be
exchanged. We will present a runtime, or in-memory, cou-
pling of the Energy Research and Forecasting (ERF) at-
mospheric flow solver with the AMR-Wind turbine flow
solver. Whereas ERF solves the compressible flow equa-
tions, the AMR-Wind code solves for anelastic or incom-
pressible flow. As both codes are built upon the AM-
ReX framework, the multiblock feature in AMReX en-
ables the data transfer by defining a mapping between the
data structures of the two simulation classes. We imple-
ment a mass balance correction in AMR-Wind to enforce
the incompressibility constraint for the boundary velocity
field received from ERF. We will demonstrate a one-way
coupling of ERF to AMR-Wind for a typical atmospheric
boundary layer simulation, which also allows for different
temporal and spatial resolutions at the interface and hence
more efficient use of computational resources. We will dis-
cuss other performance related challenges such as load bal-
ancing. Finally, we will present our progress on a two-way
coupling, which enables the microscale solver to feed back
high resolution data to the mesoscale model for simulating
interactions between distant wind farms or studying their
effect on the regional environment.
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MS263

Comparing Design and Performance of Two Ver-
sions of the E3SM Coupler

Coupled simulations in the Energy Exascale Earth Sys-
tem Model (E3SM) integrate complex models of the atmo-
sphere, ocean, rivers, land surface, and sea ice into a single
system. The software to transfer data between compo-
nents and perform interpolation between different meshes
makes up most of the coupler of E3SM. To improve compu-
tational efficiency and scientific productivity, efforts have
been made to transition from the current coupler based on
the Model Coupling Toolking (MCT) to a topology-aware
library, the Mesh Oriented datABase (MOAB). MOAB
provides a comprehensive description of the topology for
each submodel in E3SM. This approach supports arbitrary
grids and adaptive decompositions, ensuring seamless oper-
ations like mesh intersections, conservative projection oper-
ator computation, and remapping weight application. In-
tegrating the MOAB mesh database within E3SM, with
interfaces to TempestRemap, allows for the generation of
remapping weights during simulations, mostly eliminating
the need for offline pre-processing. We present detailed al-
gorithmic and performance results of the new MOAB cou-
pler and compare it with the existing E3SM-MCT cou-
pler. Potential enhancements to the coupler, including
high-order projection methods for property preservation,
are also discussed. This transition aims to optimize com-
putational efficiency and scientific output by leveraging
MOABs advanced capabilities in mesh topology and data
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MS263

Enhanced Sub-Mesoscale Feature Resolution in
Multiscale Ocean Simulations

Submesoscale eddies and fronts are critical components of
the ocean’s circulation, driving mixing and restratification
in the upper ocean, controlling the advection and trans-
port of temperature, salinity, and suspended tracers, and
promoting subduction and upwelling pathways that ven-
tilate the ocean’s interior. However, fully resolving these
spatiotemporal scales adaptively across the entire ocean
domain using only a global model incurs significant com-
putational costs. In this talk, we present a hierarchically
nested modeling approach to better capture the effects of
coastal and open-ocean dynamics in climate models. By in-
tegrating a high-resolution Regional Ocean Modeling Sys-
tem (ROMS) with the global Model for Prediction Across
Scales-Ocean (MPAS-O) for specific regions, better resolu-
tion of the sub-mesoscale processes can be achieved with
minimal computational impact. We discuss the numerical
coupling algorithms implemented with the MOAB unstruc-
tured mesh library infrastructure for seamless one-way and
two-way offline and online coupling, aimed at improving
the fidelity with which MPAS-O resolves nonlinear ocean
dynamics. Additionally, we demonstrate the flexibility
of this multiscale modeling approach through open-ocean
cases with refinements in the Gulf Stream and North At-
lantic regions, as well as coastal refinements in the Bay of
Bengal and Chesapeake Bay regions.
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MS263

Coupling Large-Scale Wave (WaveWatch III) and
Atmospheric (Energy Research Forecasting) Simu-
lations

WaveWatch III (WW3) is a community wave modeling
framework which solves the spectral action density bal-
ance equation to describe the oceans wave heights, fre-
quencies, and directions. In this talk, we describe how
we couple the Energy Research Forecasting (ERF) code,
which solves the compressible Navier-Stokes equations for
large-scale weather modeling, with WW3. Using MPI and
AMReXs MPMD capability, we send the significant wave
heights and mean wavelengths from WW3 to compute a
surface roughness parameter within ERF through a fixed
point iteration. The average wind velocities and wind di-
rections from ERF are sent to WW3 to compute an atmo-

spheric source term, generating a more accurate simulation
of wind and waves across the atmospheric surface layer.
This two-way coupling between large-scale simulations al-
lows us to visualize a more detailed picture of the effects
of wind flow across the oceans surface, as well as compare
our model to previously uncoupled or one-way coupled ver-
sions. Paying particular attention to load balancing as a
function of the time-steps of each simulation, we are then
able to discern more efficient coupling routines for different
physical domains and weather conditions.
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MS263

Language Interoperable Native Runtime Coupling
of AMReX and pyAMReX : Multiscale Flow Mod-
eling Demonstration

Continuum modeling of rheologically complex fluids with
unknown constitutive relationships, such as that between
local flow state and viscosity, requires a multiscale method-
ology wherein particle-based simulations can either be con-
ducted across the entire rheological space to pre-compute
the constitutive response, or in-situ to inform local rheol-
ogy at every fluid cell at each time step of a fluid simula-
tion. However, both these approaches can quickly become
computationally intractable due to a priori unknown and
vast rheological space, whereas the latter involves unavoid-
able dependency on time-consuming particle-based meth-
ods. This need for extensive particle-based simulations
can be significantly reduced by employing an uncertainty
quantified approximation of the complex fluids constitu-
tive response. This method adaptively focuses only on
the under-sampled regions of the rheological space with
high-variance, thereby improving efficiency by minimiz-
ing the number of particle simulations. This study lever-
ages an ensemble deep learning framework designed to ob-
tain the underlying problem-specific constitutive relation-
ship. The framework is implemented by integrating an
AMReX-based scalable incompressible flow solver (incflo)
with PyLAMMPS, facilitated by pyAMReX and PyTorch.
The efficacy and accuracy of this approach will be demon-
strated through continuum modeling of granular material
and complex-rheology suspension dynamics and compared
against discrete element simulations.
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MS264

Benchmark Dataset and Framework Accelerate
Seismic AI Research

Revolutionary artificial intelligence (AI) research requires a
robust benchmark dataset and workflow. Benchmark, like
the widely known ImageNet, aims to create a general-use
dataset for scientists to compete, share research updates,
and have a quantitative metric. Either active seismic imag-
ing for CO2, hydrogen, or geothermal uses or passive seis-
mic imaging for hazard management relies on large-scale
benchmark models/datasets for an upgrade in monitor-
ing capability. Benchmark can be a viable avenue for re-
searchers active in active/passive monitoring to excel in AI
research. Two examples, i.e., distributed acoustic sensing
(DAS) data processing and earthquake location imaging,
will be used to demonstrate how benchmarks help accel-
erate seismic AI research and enable the best-ever perfor-
mance.
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Gpu Acceleration of Acoustic Sub-Seabed Imaging

We present a GPU-based acceleration of an acoustic
imaging process used as part of a sub-seabed survey-
ing technology. Imaging involves a Kirchhoff pre-stack
time migration-based process that back-propagates re-
ceived acoustic energy using two-way travel time calcu-
lations, followed by summation over all source and re-
ceiver pairs for each imaging point. The original imple-
mentation was CPU-based and parallelized using standard
C++ threads to distribute computational work across CPU
cores. As the operations performed at each imaging point
are independent, there is a high degree of data parallelism
and arithmetic intensity, making the problem suited for
the many-core GPU architecture. We describe porting of
the code to NVIDIA GPUs using CUDA, and address de-
tails such as floating-point aspects, memory transfers and
domain decomposition. To remove noise spikes, the origi-
nal CPU algorithm uses an alpha-trimming technique that
sorts the contributing values at each image point, and
trims a percentage of high and low values before doing
the summation. Implementation on the GPU uses a mod-
ified alpha-trim procedure that eliminates the need for an
expensive sort operation. We show comparison of images
from the CPU and GPU codes, and provide performance
results demonstrating significant speedup with the GPU
code.
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Machine Learning Tools For Seismic Low Fre-
quency Extrapolation

Low frequency seismic data and accurate initial models
are essential for circumventing the inherent cycle-skipping
problem in full waveform inversion (FWI). However, ac-
quiring low frequency seismic data is challenging due to
receiver limitation and noise contamination. Seismic low
frequency extrapolation refers to the process of predict-
ing the unrecorded low frequency components from the
available high frequency seismic data. Deep learning al-
gorithms, such as convolutional neural networks (CNNs)
and generative adversarial networks (GANs), have shown
promise in performing low frequency extrapolation. How-
ever, these methods typically require powerful hardware
and can be cumbersome to train effectively. In this talk,
we explore the possibility of using machine learning algo-
rithms, such as Random Forest, Gradient Boosting, and
Gaussian Process Regression, as viable alternatives to deep
learning algorithms for seismic low frequency extrapola-
tion. The training and test data are obtained from the
forward solve of the Marmousi velocity model. In order
to reduce the input/output data dimensions, we train the
machine learning models to extrapolate the amplitude and
phase spectra of the time traces. The machine learning
models demonstrate low frequency extrapolation capabil-
ities comparable to their deep learning counterparts at a
reduced computational cost.
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Stationary Phase Analysis for Scattered Waves in
Ambient Noise Cross-correlations

Stacked cross-correlation functions have become ubiquitous
in the ambient seismic imaging and monitoring commu-
nity as approximations to the Green’s function between
two receivers. While the quantification of this approxima-
tion to the ballistic arrivals is well established, the equiv-
alent analysis for scattered waves is inadequate compared
to the exponential growth of its applications. To provide
a clearer understanding, we derive analytical stationary
phase solutions for ambient noise cross-correlations focus-
ing on the scattered waves, which show up after the ballistic
arrivals. Under idealistic conditions, when 1) noise sources
are uniformly distributed around the receivers and 2) each
source is recorded separately, we show that while the non-
ballistic arrivals in the stacked cross-correlation functions
accurately reconstruct the scattered waves, the stationary
phase zones for scattered waves drastically differ from those
for the ballistic arrivals. The theoretical results provide a
solid foundation for data-driven ambient noise imaging and
inversion.
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Industry-Scale Uncertainty-Aware Full Waveform
Inference with Generative Models

In this talk, we address the challenge of Bayesian sampling
for ill-posed inverse problems involving expensive PDE for-
ward operators. To tackle this, we propose the use of gen-
erative models and discuss three key challenges along with
our solutions. First, we address the constraints of GPU
memory by introducing patch-based training and memory-
efficient invertible networks, enabling the handling of large-
scale data. Second, we demonstrate that these models can
be effectively trained using only prior data available from
acoustic observations and borehole well data, making the
approach practical for real-world applications. Third, we
explore various strategies to enhance the reliability of pos-
terior samples by incorporating physics-based constraints
through the wave operator. We conclude by presenting
experiments that showcase the capabilities of these meth-
ods in field-data Full Waveform Inversion (FWI) work-
flows, scaling up to industry-scale problems with large 2D
(512x7000 degrees of freedom) and 3D models.
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MS266

Algorithmic Differentiation on Operator Graphs
and Applications

SoNICS is a new generation CFD sotfware which models its
computation as an operator graph. Such a graph contains
two kinds of nodes: operators correspond to the different
tasks that are performed during SoNICS’s execution; and
data correspond to the values exchanged between these op-
erators. A tool allowing to automatically generate such a
graph is illustrated in [Michael Lienhardt, Maurice H. ter
Beek, Ferruccio Damiani: Product lines of dataflows. J.
Syst. Softw. 210: 111928 (2024)]. In this presentation,
we discuss how we implemented forward and backward Al-
gorithmic Differentiation in SoNICS, using a new process
suited for operator graphs. This process is structured in
three parts. First, the operator graph is analysed to iden-
tify which derivatives of which operators are needed to
compute the expected derivative. Second, the identified
differentiated operators are generated as new operators us-
ing standard source-transformation technics (such as the
one implemented in tapenade [Laurent Hascot, Valrie Pas-
cual: The Tapenade automatic differentiation tool: Princi-
ples, model, and specification. ACM Trans. Math. Softw.
39(3): 20:1-20:43 (2013)]). And finally, these new opera-
tors are combined with existing ones to obtain a new oper-
ator graph that performs the computation of the expected
derivative. We illustrate our approach on few representa-
tive CFD examples.
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MS266

Enzyme-MLIR: A Case Study of High-level Opti-
mizations on Automatic Differentiation

Automatic differentiation is key to numerous workloads
in scientific computing and machine learning. Programs
in these domains frequently contain high-level structure,
like solvers, linear algebra, energy conservation, and more.
Even without automatic differentiation, exploiting this
structure is key to good performance, both numerically and
computationally. This is especially true when one needs to
determine how to parallelize and partition problems onto
multiple cores or devices. Historically, the only mecha-
nisms to teach automatic differentiation tools about such
structure has been through the application of custom dif-
ferentiation rules. While these permit the users to exploit
structure in specific subroutines, they are both cumber-
some to write for an entire codebase, and fail to account for
optimization opportunities between functions – for exam-
ple, exploiting the input to a function is symmetric because
it is the result of a given operation. This talk will describe
ongoing work in the Enzyme-MLIR project when enables
Enzyme’s compiler-based automatic differentiation to be
applied to arbitrary low and high-level operations. We dis-
cuss the impact of implementing novel optimizations for
algebraic simplification, and enabling users to write cus-
tom optimizations rules in the transform dialect. We show
several case studies applying EnzymeMLIR to both exist-
ing JaX and Julia codes.
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MS266

Relaxed Adjoints

Algorithmic Differentiation [Griewank and Walther, Eval-
uating Derivatives, SIAM, 2008], [Naumann, The Art of
Differentiating Computer Programs, SIAM, 2012] yields
(tangents and) adjoints for implementations of multivari-
ate vector functions F : Rn → Rm as computer pro-
grams y = F (x) with machine accuracy at the given x.
This sounds like good news. Is it? Accuracy and perfor-
mance (adjoint, in particular) are certainly highly desir-
able. However, restriction to individual points turns out
to be a rather hard constraint. Derivative information is
local. Global behavior (e.g., over compact subdomains)
is not captured. Convex relaxations of (tangents and)
adjoints yield guaranteed enclosures over compact subdo-
mains. Interval expansions and McCormick relaxations will
be considered. The resulting ”relaxed adjoints” will be
discussed in the context of approximate computing (e.g.,
for energy efficiency) [Vassiliadis et al., Towards automatic
significance analysis for approximate computing, Proceed-
ings of the 2016 International Symposium on Code Genera-
tion and Optimization], pruning of neural networks [Kich-
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ler et al., Towards Sobolev Pruning, Proceedings of the
2024 Platform for Advanced Scientific Computing Confer-
ence] and deterministic global optimization [Deussen and
Naumann, Subdomain separability in global optimization,
Journal of Global Optimization, 2023].
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Osqp with GPUs & FPGAs: Accelerating
Quadratic Programming on Heterogeneous Sys-
tems

In this talk, we present our recent work in the OSQP
(Operator Splitting Quadratic Programming) solver that
implements end-to-end acceleration of the solver on both
GPU and FPGA platforms. At the core of this acceler-
ation is a linear algebra abstraction layer that decouples
the core optimization steps from numerical operations, en-
abling a unified OSQP solver API regardless of the com-
putational backend. This layer allows for seamless back-
end selection at build-time, including CPU backends with
sparse operations or Intel MKL, a GPU backend using cuS-
PARSE, and an FPGA backend using RSQP. OSQP li-
braries with these backends are packaged with high-level
interfaces, such as the OSQP Julia and Python packages,
enabling users to easily solve quadratic optimization prob-
lems on GPUs. Additionally, we will outline our current
work on a computational backend using CUDA graphs,
which aims to improve the performance of the GPU accel-
erated OSQP solver by reducing the amount of time spent
in kernel launches and other CPU-based control tasks. We
will present the overall architecture the graph-based solver
uses, and discuss our experiences modifying the existing
OSQP abstraction layer to support a graph-based compute
backend.

Ian McInerney
The University of Manchester
i.mcinerney17@imperial.ac.uk

Bartolomeo Stellato
Princeton University
bstellato@princeton.edu

MS267

Krylov Methods for Portable and High-
Performance Computing

Krylov.jl is a Julia package that leverages Krylov methods
for high-performance computing. This presentation will ex-
plore its adaptability to heterogeneous GPU architectures
from Intel, AMD, and NVIDIA, including supercomputers
like Aurora, Frontier, and Venado. We will focus on its
performance, memory efficiency, GPU compatibility, and
support for various floating-point systems.

Alexis Montoison
GERAD and Polytechnique Montréal
Canada
alexis.montoison@polymtl.ca

Dominique Orban
GERAD and Dept. Mathematics and Industrial
Engineering
Ecole Polytechnique de Montreal

dominique.orban@gerad.ca

MS267

Structure Exploitation and Preconditioning for
Real-Time GPU-Accelerated Optimization at the
Edge

GPU acceleration is rapidly becoming a crucial paradigm
for enhancing the performance of computationally demand-
ing numerical optimization tasks, particularly in the con-
text of real-time optimal control at the edge for robotics.
However, to achieve true real-time performance, it is essen-
tial to maximize computational efficiency by exploiting the
inherent structure and sparsity of optimization problems.
As such, due to their parallel-friendly structure, Krylov-
based methods have emerged as effective computational
patterns for GPUs. However, their success critically de-
pends on the development of robust preconditioners. In
this talk, we will discuss our recent work both developing
and extending new preconditioners and on improving the
underlying structure of Kyrlov solvers for improved edge
GPU acceleration. We will demonstrate the impact of
these advancements through practical applications on edge
robots, showcasing how these techniques enable significant
performance gains in real-time optimization scenarios.

Brian Plancher
Barnard College, Columbia University
bplancher@barnard.edu

MS267

GPU Implementation of Algorithm NCL

For smooth constrained optimization problems, Algorithm
NCL is equivalent to the augmented Lagrangian algorithm
of LANCELOT. It is immune to LICQ difficulties, and
has only about 10 subproblems to be solved (using interior
methods and second derivatives). The AMPL implemen-
tation of NCL used IPOPT or KNITRO. To utilize GPUs
we use MadNLP.jl (a nonlinear interior method working
on GPU) and CUDSS.jl (a Julia interface to the NVIDIA
library cuDSS). The NCL transformation allows the KKT
systems to be reduced to smaller systems that can be solved
by Cholesky-type factorization. We describe the reduction
to smaller systems and present numerical experiments.

Michael A. Saunders
Stanford University
saunders@stanford.edu
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MS267

Nonlinear Optimization of Energy Systems on the
Next Generation of Supercomputers

In this talk, we discuss how recent developments in al-
gebraic modeling techniques combine with advances in
nonlinear programming methods to close gaps that have
emerged between such modern computing infrastructure
and nonlinear optimization practice. We discuss ExaSim.jl,
an algebraic modeling tool built around the concept of
SIMD abstractions. By offering a natural abstraction
for repetitive model structures, ExaSim.jl facilitates the
automatic generation of GPU-compatible (and vendor-
agnostic) sparse gradient and Hessian oracles for the so-
lution of structured nonlinear programs as arise naturally
in the context of many PDE-constrained or graphical opti-
mization models. Complemented by recent methodological
advances in GPU acceleration of (condensed-space) interior
point methods, this modeling paradigm enables the solu-
tion of large-scale structured nonlinear programs on diverse
GPU-based computing platforms with minimal intrusion.
We demonstrate a prototypical workflow and the resul-
tant computational advantages with two examples from the
realm of energy systems engineering: AC optimal power
flow (ACOPF) and model-based control of battery energy
storage systems. Notably, the presented approach enables
a 10-fold speed-up on a wide range of ACOPF instances
and real-time capable control of battery systems based on
a detailed pseudo-two-dimensional PDE model previously
considered intractable for control purposes.

Flemming Holtorf
Department of Chemical Engineering
Massachusetts Institute of Technology
holtorf@mit.edu

Sungho Shin
MIT
sushin@mit.edu

MS268

Efficient Batch Multiobjective Bayesian Optimiza-
tion

n/a

Kade Carlson
Penn State
kkc5441@psu.edu

MS268

Control Co-design of Morphing Aerial Autonomous
Systems by Multi-objective Bayesian optimization

n/a

Ashwin Renganathan, Daning Huang
Pennsylvania State University
ashwin.renganathan@psu.edu, daning@psu.edu

MS268

Surrogate-assisted Optimization for Aerospace Ap-

plications

n/a

Michael Joly
Raytheon
michael.joly@rtx.com

MS268

Intelligent Quantification of Uncertainty using Ac-
tive Learning.

n/a

Murali Krishnan Rajasekaran Pillai
GE Aerospace
muralikrishnan.rajasekharanpillai@ge.com

MS269

Ground State Energy Estimation from Noisy Quan-
tum Observables

Within the many-body physics and chemistry communi-
ties, ground state energy estimation is one of the most
promising applications of quantum computing. Current
quantum computers, however, are still not fully realized
and are prone to producing noisy outputs. In this talk, we
will discuss a novel hybrid (part classical and part quan-
tum) algorithm that obtains real-time measurements from
a quantum computer and classically processes them via
a denoising procedure and dynamic mode decomposition
(DMD) to obtain estimates to the ground state energy. We
benchmark our method against other leading hybrid algo-
rithms and demonstrate rapid convergence across a variety
of molecules and perturbative noise

Hardeep Bassi
University of California Merced
hbassi2@ucmerced.edu

MS269

Towards Provably Efficient Quantum Algorithms
for Large-Scale Machine Learning Models

Large machine learning models are revolutionary technolo-
gies of artificial intelligence whose bottlenecks include huge
computational expenses, power, and time used both in the
pre-training and fine-tuning process. In this work, we show
that fault-tolerant quantum computing could possibly pro-
vide provably efficient resolutions for generic (stochastic)
gradient descent algorithms, scaling as O(T 2 polylog(n)),
where n is the size of the models and T is the number
of iterations in the training, as long as the models are
both sufficiently dissipative and sparse, with small learning
rates. Based on earlier efficient quantum algorithms for
dissipative differential equations, we find and prove that
similar algorithms work for (stochastic) gradient descent,
the primary algorithm for machine learning. In practice,
we benchmark instances of large machine learning models
from 7 million to 103 million parameters. We find that,
in the context of sparse training, a quantum enhancement
is possible at the early stage of learning after model prun-
ing, motivating a sparse parameter download and re-upload
scheme. Our work shows solidly that fault-tolerant quan-
tum algorithms could potentially contribute to most state-
of-the-art, large-scale machine-learning problems.

Jin-Peng Liu
University of California, Berkeley
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MS269

Operator Learning Formulation of Numerical
Renormalization Group

Variational algorithms have been designed by optimizing
the energy or integration error as the loss function. How-
ever, these loss functions do not directly describe the target
output and thus introduce bias, often leading to the local
minimum not being relevant to target prediction. From a
machine learning perspective, we generalize the traditional
interpretation of numerical renormalization group formula-
tion from Wilson and White to directly optimize the target
observable error. We explore such generalization and pro-
pose the operator learning renormalization group (OLRG).
OLRG is a generalization of the NRG and DMRG frame-
works for simulating the quantum many-body system. It
recursively builds a simulatable system to approximate a
target system of the same number of sites via operator
maps. OLRG uses a loss function to minimize the error
of a target property directly by learning the operator map
in lieu of a state ansatz. Using operator maps opens the
opportunity to optimize more flexible deep learning, tensor
network, and parameterized quantum circuit models in the
DMRG and generative learning style. This loss function
is designed by a scaling consistency condition providing a
provable bound for real-time evolution. We explored this
alternative variational framework numerically with both
classical and quantum settings and demonstrated the cor-
rectness of our theory.

Xiuzhe (Roger) Luo

University of Waterloo
rogerluo.rl18@gmail.com

MS269

Learning Quantum Dynamics Through Signal Pro-
cessing

In this talk I will introduce two applications of signal pro-
cessing methods to learning quantum dynamics. Conser-
vation laws provide important information about the sym-
metry, ergodicity, and transport properties of quantum sys-
tems. In the first application, we apply the singular value
decomposition to data generated from the classical shadow
procedure in order to learn the conservation laws in an
unknown quantum dynamics. The dynamics of a closed
quantum system is governed by its Hamiltonian, learning
which enables us to predict the evolution of the quantum
system. In the second application we will apply the com-
pressive sensing technique to learning the Hamiltonian of a
quantum system without geometric locality. These exam-
ples showcase the potential of using signal processing tools
to extract useful information from quantum systems.

Yu Tong
Duke University
yutong9410@gmail.com

MS270

Generative Models for Uncertainty Quantification
in Inverse Problems

Inverse problems are ubiquitous, and solving them is
challenging due to their ill-posed nature. The Bayesian
paradigm lends itself naturally to the probabilistic treat-
ment of inverse problems: the posterior distribution char-

acterizes the relative plausibility of solutions, which also
helps quantify uncertainties. Bayesian inference is compu-
tationally challenging: high-dimensionality, nonlinear pro-
cesses, and intractable likelihoods are some examples. We
propose a likelihood-free simulation-based inference frame-
work for Bayesian inference using conditional score-based
diffusion models. These models use neural networks to
approximate the score function of the posterior distribu-
tion for different realizations of the measurement. Notably,
training requires simulations of the forward model, mean-
ing gradient computations or likelihood evaluations are not
necessary, making the framework suitable for problems
with black-box forward models. After training the score
network network, Langevin dynamics-based Markov chain
Monte Carlo enables efficient posterior sampling when a
measurement vector is available. There is no need for re-
training when new measurements are available. We demon-
strate the efficacy of the proposed approach on an array
of inverse elasticity problems with applications in biome-
chanics, which concern the inference of spatially varying
material constitutive parameters of specimens from noisy
response (displacement/strain) measurements.

Agnimitra Dasgupta
Department of Civil and Environmental Engineering
University of Southern California
adasgupt@usc.edu

Assad Oberai
University of Southern California
aoberai

MS270

Proximal Method for Diffusion Model Adaptation

We address the challenge of adapting diffusion models
across domains with distribution shift, focusing on sce-
narios where a small labeled dataset (e.g., from a clinical
trial) is available alongside larger, relevant but unlabeled
datasets. Our goal is to train a diffusion model capable of
generating accurate labels for target data. Our approach
leverages proximal causal learning techniques to facilitate
adaptation without explicitly modeling latent confounders
that may cause distribution shifts between domains. We
consider two key settings: (1) Concept Bottleneck, where
an observed ”concept” variable mediates between covari-
ates and labels, and (2) Multi-domain, where training data
from various source domains exhibit different distributions
of latent confounders. We develop a two-stage kernel esti-
mation method to adapt diffusion models to complex dis-
tribution shifts in both settings. This method allows us
to harness information from unlabeled data to enhance the
performance of our model on the target domain, effectively
bridging the gap between the limited labeled data and the
broader unlabeled datasets. Our experiments demonstrate
that this proximal approach outperforms existing methods,
particularly those attempting to explicitly recover latent
confounders. The results suggest that our method offers a
promising direction for transfer learning in diffusion mod-
els, especially in scenarios with limited labeled data and
significant domain shifts.

Huan He
University of Pennsylvania
huan.he@pennmedicine.upenn.edu

MS270

A Unified Framework for Annealing-Based Diffu-
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sion Inverse Problem Solvers

Over the last five years, diffusion models have become the
state-of-the-art approach for many foundational generative
modeling tasks, including image generation. More recently,
several approaches have been developed that use diffusion
models as an image prior for severely ill-posed image re-
construction problems. These approaches aim to sample
from the posterior distribution of a given Bayesian inverse
problem by first training a diffusion model to learn the
prior distribution and then incorporating the known like-
lihood function of the inverse problem into the iterative,
stochastic differential equation (SDE) based sampling pro-
cess of the diffusion model. In this talk, we consider two
of these approaches, both of which have achieved state-of-
the-art performance on various image reconstruction tasks,
and show that they can be integrated into a single unified
framework that yields a new family of algorithms through
combinations of the design choices of the two approaches.
The algorithms in this family are systematically evaluated
on a set of canonical image restoration tasks (inpainting,
deblurring, and phase retrieval), as well as on a model prob-
lem whose posterior distribution is available analytically in
closed form.

Evan Scope Crafts, Umberto Villa
The University of Texas at Austin
escopec@utexas.edu, uvilla@austin.utexas.edu

MS270

Hybrid Diffusion Models for Sampling High-
Dimensional Multi-Modal Probability Distribu-
tions

In this talk, we propose a hybrid diffusion model for ef-
ficient sampling of high-dimensional, multi-modal proba-
bility distributions. Traditional MCMC methods, such as
the MetropolisHastings and Langevin Monte Carlo sam-
pling methods, are effective for sampling from single-mode
distributions in high-dimensional spaces. However, these
methods struggle to produce samples with the correct ra-
tio for each mode in multi-modal distributions. To address
the challenges posed by multi-modality, we adopt a divide-
and-conquer strategy. We start by minimizing the energy
function with initial guesses uniformly distributed within
the prior domain to identify all the modes of the energy
function. Then, we train a classifier to segment the do-
main corresponding to each mode. After the domain de-
composition, we train a diffusion-model-assisted generative
model for each identified mode within its support. Once
each mode is characterized, we employ bridge sampling to
estimate the normalizing constant, allowing us to directly
adjust the ratios between the modes. Our numerical exam-
ples demonstrate that the proposed framework can effec-
tively handle multi-modal distributions with varying mode
shapes in up to 200 dimensions.

Neil Zhang, Guannan Zhang
Oak Ridge National Laboratory
zhangz2@ornl.gov, zhangg@ornl.gov

MS271

Parallel Implementaion of Navier Stokes Equation
with Mimetic Operators

This study presents a parallel computing framework for
solving the Navier-Stokes equations using mimetic meth-
ods. Mimetic methods, with their ability to conserve key
properties of the differential operators, offer a computa-

tionally efficient and simple-to-implement way of accu-
rately simulating fluid flow phenomena. The scalability
and performance of the parallel implementation are eval-
uated for large problem sizes and various computational
resources. The computational problems are implemented
in C++ using the Armadillo and SuperLU sparse-solving
libraries. Parallelization is through MPI domain decompo-
sition, and strong scaling up to 1666 cores is demonstrated.
Additionally, we investigate the complexity of domain de-
composition concerning mimetic operators and strategies
to minimize the communication overhead on the overall
performance of the solver. Results demonstrate the effec-
tiveness of the parallel mimetic solver in accurately captur-
ing fluid flow behavior while achieving significant speedup
on parallel architectures.

Jared Brzenski
San Diego State University
San Diego, CA 92182, United States
jbrzenski@sdsu.edu

MS271

MOLE: Mimetics Operators Library Enhanced

MOLE is an open-source library that implements high-
order mimetic operators. It provides discrete analogs of the
most common vector calculus operators: divergence, gradi-
ent, curl, and Laplacian. These operators act on functions
discretized over staggered grids (uniform, nonuniform, and
curvilinear), and they satisfy local and global conservation
laws (Dumett and Castillo, 2022a, 2023a). MOLEs oper-
ators can be utilized to develop code for solving partial
differential equations (PDEs). I will describe how to solve
partial differential equations using MOLE.

Jose E. Castillo
Computational Science Research Center
San Diego State University
jcastillo@sdsu.edu

MS271

High-order Accurate Discretizations for Overset
Grids

High-order accurate approximations often provide more ef-
ficient numerical solutions to Partial Differential Equations
(PDEs) than corresponding low-order accurate ones. This
talk will discuss high-order accurate conservative and non-
conservative finite difference approximations for overset
grids with application to incompressible fluid flows, electro-
magnetics, multigrid solvers, and the solution of indefinite
Helmholtz problems. Overset grids enable the use of effi-
cient finite difference approximations on complex geometry.
An overset grid typically consists one or more background
Cartesian grids together will boundary fitted curvilinear
grids. The component grids overlap and the discrete solu-
tions are connected through interpolation. Overset grids
are particularly useful for problems with moving geometry
such as with fluid-structure interactions.

William Henshaw
Rensselaer Polytechnic Institute
wdhenshaw@gmail.com

MS272

Embedded Operator Learning: Quantifying Model
Error in Learning Constitutive Operators

Neural Operators (NO), a family of scientific machine
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learning tools that learn the governing physical laws from
the data, has been popularized over the last decade in
modeling complex physic systems. In heterogeneous mate-
rial modeling where predictive errors can potentially lead
to catastrophic results, significant attention needs to be
paid to assessing reliability of NO models and establish-
ing quantified estimates of uncertainty in their predic-
tions. However, only a few works had focused on extending
the uncertainty quantification (UQ) to the application of
NO. In this work, we introduced an algorithm combining
Bayesian inference and NO, which learns the physics and
enables uncertainty prediction simultaneously. Built based
on Bayesian Neural Network, our proposed method pro-
vided statistical calibration of NO with respect to various
datasets, enabling representation and quantification of the
modeling error and data noise, together with the model
parameters. For illustration, we encoded this UQ frame-
work into several current popular and mature NO’s such as
Fourier Neural Operator (FNO) and Graph Neural Opera-
tor (GNO). As demonstrations, we consider a wide variety
of scientific applications, where our method outperforms
by giving accurate results with reasonable confidence re-
gion and ensemble predictions.

Yiming Fan
Lehigh University
yif319@lehigh.edu

MS272

Memory Modeling in Multiscale Viscoelastic Ma-
terials

The simulation of multiscale viscoelastic materials poses
a significant challenge in computational materials science,
requiring expensive numerical solvers that can resolve dy-
namics of material deformations at the microscopic scale.
The theory of homogenization offers an alternative ap-
proach to modeling, by locally averaging the strains and
stresses of multiscale materials and hence eliminating their
smaller scales. Although the constitutive law relating the
local stress to strain in a material is instantaneous, ho-
mogenization introduces history dependence into the con-
stitutive model. Furthermore, this history dependence of
the averaged stress on the averaged strain is only known
implicitly and must be learned from numerical or experi-
mental data. In the one dimensional setting, we give the
first full characterization of the memory dependent homog-
enized constitutive law of multiscale viscoelastic materials.
In one and higher dimensions, we develop a data-driven
method, that across a wide range of periodic multiscale
materials, accurately predicts their homogenized constitu-
tive laws, thus enabling us to simulate their deformations
under forcing. We use the approximation theory of neural
operators to provide guarantees on the generalization of
our approach.

George Stepaniants
California Institute of Technology
gstepan@caltech.edu

MS272

Solving Partial Differential Equations with Ma-
chine Learning Approximants and B-Splines Based
on a Dual Variational Principle

In recent work (A. Acharya, Variational principles for non-
linear PDE systems via duality, QAM, 2023), an approach
to devise a variational principle for linear and nonlinear
PDEs such as Navier–Stokes equations, nonlinear elastic-

ity, and time-dependent heat equation was proposed. In
Acharya (2023), the main idea is to treat the primal PDE
as a constraint and to invoke an arbitrarily chosen (lends
flexibility) auxiliary potential with strong convexity prop-
erties to be optimized. This leads to requiring a convex
dual functional to be minimized subject to Dirichlet bound-
ary conditions on dual variables, with the guarantee that
even PDEs that do not possess a variational structure in
primal form can be solved via a variational principle. In
this presentation, we adopt ideas from Acharya (2023) to
tackle linear and nonlinear problems using machine learn-
ing approximants and B-splines. We leverage the dual vari-
ational principle, which provides greater flexibility—since
the Dirichlet boundary conditions on dual variables can
be arbitrarily chosen. The parametric dependence of the
dual solution on the choice of Dirichlet boundary condi-
tions and the auxiliary potential can offer practical advan-
tages in training and optimization of neural networks. We
apply the dual variational principle to a shallow neural net-
work with RePU activation function and also use B-splines
to solve convection-diffusion and transient heat conduction
problems. This is joint work with Amit Acharya (CMU).

N. Sukumar
University of California, Davis
nsukumar@ucdavis.edu

MS273

Verification and Validation of Turbulence Modeling
for Rans Closures

Scientific Machine Learning (SciML) is revolutionizing crit-
ical scientific applications essential for national security by
improving efficiency and utilizing available data effectively.
Ensuring the credibility of SciML in these critical appli-
cations is therefore paramount. The Reynolds Averaged
NavierStokes (RANS) equations, fundamental for simulat-
ing compressible fluid flows, suffer from model-form er-
rors that limit their applicability. Addressing this, Parish
et al [AIAA 2023-2126] introduced a data-driven turbu-
lence modeling strategy to improve RANS models. Uti-
lizing multi-step training on 8 diverse datasets, including
channel flows at different Reynolds numbers, duct flow,
periodic hill, and hypersonic boundary layers, the study
demonstrated the models efficacy. The research focuses on
predicting Reynolds stress term discrepancies, emphasizing
hyperparameter sensitivity and out-of-distribution dataset
performance. Extensive validation efforts ensure the reli-
ability of the ML models in capturing elusive model-form
errors. Future phases will further test dataset and hyper-
parameter sensitivity to ensure credibility and applicabil-
ity. This study significantly enhances RANS simulations
accuracy and reliability, impacting broader fluid dynam-
ics and ML fields. The systematic investigation advances
the assessment of credibility in computational simulations
involving SciML, offering valuable insights for turbulence
modeling and contributing to the refinement of RANS sim-
ulations.

Uma Balakrishnan, William J. Rider, Matthew Barone
Sandia National Laboratories
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mbarone@sandia.gov
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MS273

Enforcing Learnability and Model Consistency in
Data Driven Turbulence Modeling

This work discusses advances made in feature-based data-
driven modeling that have carefully considered some of the
issues affecting its use for robust, generalizable, predictive
modeling of turbulent flows. It details how augmentations
are chosen and introduced to existing computational mod-
els to improve their deficiencies while also enforcing phys-
ical realizability. These augmentations are embedded into
the solver as part of the learning process, allowing for the
model parameters to be directly learned in terms of the
low-fidelity states and enforcing model consistency. Fur-
thermore, it describes an approach for designing features
that extract the most salient aspects of the flow and allow
for interpretable and learnable augmentations. Specifically,
it describes the careful design of the feature-space repre-
sentation and the idea of localized learning, which are key
to providing a balance between robustness and generaliz-
ability to unseen configurations. These methodologies are
then applied to hypersonic shock-boundary layer interac-
tions and low-speed separated flows to improve heat trans-
fer and separation location predictions, respectively, and
demonstrate their capabilities for turbulence modeling.

Niloy Gupta
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MS273

Reduced Data-Driven Turbulence Closure for Cap-
turing Long-Term Statistics

The wide range of spatial and temporal scales present in
turbulent flow problems forms a computational bottleneck,
which large eddy simulations (LES) circumvent by a coarse
graining procedure. The effects of the unresolved fluid
motions enter the coarse-grained equations as an unclosed
subgrid scale term. We present a simple, stochastic, tur-
bulence closure model based on a reduced subgrid scale
term. This subgrid scale term is tailor-made to capture
the statistics of a small set of spatially-integrated quan-
tities of interest (QoIs), with only one unresolved scalar
time series per QoI. In contrast to other data-driven surro-
gates the dimension of the “learning problem” is reduced
from an evolving field to one scalar time series per QoI.
We use an a-posteriori, nudging approach to find the dis-
tribution of the scalar series over time. This approach has
the advantage of taking the interaction between the solver
and the surrogate into account. A stochastic surrogate
parametrization is obtained by random sampling from the
found distribution for the scalar time series. We compare
the new method to an a-priori trained convolutional neural
network (CNN). Evaluating the new method is computa-
tionally much cheaper and gives similar long-term statis-
tics.
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MS273

Constrained Machine Learning for Turbulence
Modeling

The constants and functions in Reynolds-averaged Navier-
Stokes (RANS) turbulence models are coupled. Conse-
quently, modifications of a RANS model often negatively
impact its basic calibrations, which is why machine-learned
augmentations are often detrimental outside the training
dataset. A solution to this is to identify the degrees of
freedom that do not affect the basic calibrations and only
modify these identified degrees of freedom when recalibrat-
ing the baseline model to accommodate a specific applica-
tion. This approach is colloquially known as the rubber-
band approach, which we formally call constrained model
recalibration. This talk will identify the degrees of free-
dom in one-equation and two-equation models that do not
affect the log law calibration. By subsequently interfac-
ing data-based methods with these degrees of freedom, we
train models to solve historically challenging flow scenarios,
including the round-jet/plane-jet anomaly, airfoil stall, sec-
ondary flow separation, and recovery after separation. In
addition to good performance inside the training dataset,
the trained models yield similar or slightly better perfor-
mance as the baseline model outside the training dataset.

Xiang Yang
Penn State University
xzy48@psu.edu

MS274

Scalable Distributed Mesh Overset Algorithms in
p4est

Modern simulations venture increasingly into the realms
of computational geometry and object and data location.
While practical tasks such as intersecting a distributed set
of source/sink or observation objects with the mesh are
near trivial on uniform meshes, executing them efficiently
on arbitrarily partitioned adaptive meshes is far from ob-
vious and only recently being tackled and scaled, making
for current and exciting research. In this talk, we discuss
the mathematical design concept of the p4est software for
scalable adaptive mesh management, with a special focus
on new algorithms for generic data search and location.
These features direcly correspond to application needs, and
we outline how to benefit from interfacing to the library.
p4est is actively used in many projects, including geosci-
entific applications, and we close with selected examples.
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Binarized Octree Generation for Deep Levels of
Adaptive Mesh Refinement

Cartesian Adaptive Mesh Refinement (AMR), built upon
octree structures, is a proven technique for multiscale simu-
lations. While explicit octrees have traditionally been em-
ployed in AMR implementations, their memory-intensive
nature and inefficiency in traversal hinder performance for
extreme-scale simulations requiring deep dynamic adapta-
tions. To address these challenges, we propose a binarized-
octree generation method based on an implicit pointerless
approach. This method employs Morton encoding for node
indexing and a red-black tree for dynamic insertion and
deletion of elements. The red-black tree ensures strict ad-
herence to the Z-order curve, resolving data locality is-
sues caused by hash table collisions in hashed linear-octree
methods. Additionally, its inherent sorted structure sim-
plifies domain partitioning for parallel computations. By
leveraging bitwise representations throughout, our method
surpasses hardware constraints on octree depth, enhancing
runtime performance with only a slight increase in memory
usage.

Inanc Senocak
Mechanical Engineering and Materials Science
University of Pittsburgh
senocak@pitt.edu

MS275

A Fictitious Domain Approach for the Finite Ele-
ment Discretization of Fsi

In this talk I present some recent advances on a fictitious
domain approach for the discretization of fluid-structure
interaction problems proposed in [1]. This formulation is
based on the introduction of a distributed Lagrange mul-
tiplier so that the problem fits in the framework of saddle
point systems and possible stable choices of the finite ele-
ment spaces which have been investigated. Our formula-
tion allows for solving the Navier-Stokes equation and the
elasticity equation on meshes independent of each other,
at the price of computing a coupling term which involves
test funtions defined on both meshes. A discussion on how
to deal carefully with such term will also be presented,
see [2] and [3]. We shall show also that the formulation
is robust with respect small cells. The presented results
have been obtained in collaboration with Daniele Boffi,
Fabio Credali and Najwa Alshehri. [1] D. Boffi and L.
Gastaldi, A fictitious domain approach with Lagrange mul-
tiplier for fluid-structure interactions, Numer. Math. 135
(2017), 711-732 [2] D. Boffi, F. Credali, and L. Gastaldi,
On the interface matrix for fluid-structure interaction prob-
lems with fictitious domain approach, CMAME 401 (2022)
[3] D. Boffi, F. Credali, and L. Gastaldi, Quadrature er-
ror estimates on non-matching grids in a fictitious do-
main framework for fluid-structure interaction problems,
arxiv.org/abs/2406.03981
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MS275

Polynomial Interpolation on the Square and Cube

Polynomial interpolation is a ubiquitous tool in numeri-
cal analysis. We present a method for deriving collocation
points that attain faster convergence in integration and in-
terpolation errors than standard tensor-product Chebyshev
points in 2 and 3 dimensions, with ready generalization to
higher dimensions. The natural polynomial basis associ-
ated to the points is efficient in ”Euclidean” degree, which
is the relevant measure for interpolating or integrating a
generic analytic function. In addition to this efficiency ad-
vantage, there are natural algorithms based on the fast
Fourier transform for working with the points; the conver-
sion of point values to polynomial basis coefficients (and
vice versa) can be performed in O(n log n) time. We com-
pare the results of interpolating and integrating with these
points to other ”reduced” sets of points.
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MS275

Median Filters for Anisotropic Wetting / Dewet-
ting Problems

We present new level set methods for multiphase,
anisotropic (weighted) motion by mean curvature of net-
works, focusing on wetting-dewetting problems where one
out of three phases is stationary – a good testbed for check-
ing whether complicated junction conditions are correctly
enforced. The new schemes are vectorial median filters:
The level set values at the next time step are determined
by a sorting procedure performed on the most recent level
set values. Detailed numerical convergence studies are pre-
sented, showing that the correct angle conditions at triple
junctions (which include torque terms due to anisotropy)
are indeed indirectly and automatically attained. Other
standard benefits of level set methods, such as sub-grid
accuracy on uniform grids via interpolation and seamless
treatment of topological changes, remain intact.
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MS275

A Narrow Band Finite Element Method for the
Level Set Equation

A finite element method is introduced to track interface
evolution governed by the level set equation. The method
solves for the level set indicator function in a narrow band
around the interface. An extension procedure, which is es-
sential for a narrow band level set method, is introduced
based on a finite element projection combined with the
ghost penalty method. This procedure is formulated as
a linear variational problem in a narrow band around the
surface, making it computationally efficient and suitable
for rigorous error analysis. The extension method is com-
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bined with a discontinuous Galerkin space discretization
and a BDF time-stepping scheme. We discuss the stabil-
ity and accuracy of the extension procedure and evaluate
the performance of the resulting narrow band finite ele-
ment method for the level set equation through numerical
experiments.
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MS276

Preserving Structure in Model Reduction on Man-
ifolds

Capturing and preserving physical properties, e.g., system
energy, stability and passivity, using data-driven methods
is currently a highly-researched topic in surrogate model-
ing. To ensure that the desired physical properties are re-
tained, structure-preserving projection techniques are used
in the field in model reduction (MOR). In this talk, we
present structure-preserving MOR with nonlinear projec-
tions, which are needed for problems with slowly decaying
Kolmogorov-n-widths. To precisely define and highlight
the quantities that we would like to retain, we start with a
formulation of initial value problems on manifolds, which
we consider as the full-order model (FOM). Already at this
level, we define what we mean by adding structure to the
FOM and how this can be detailed geometrically. This for-
malism allows to introduce a novel projection technique,
the generalized manifold Galerkin (GMG). Once that we
have derived the geometric formulation, we focus on data-
driven ansatzes to realize the presented reduction methods.
In this part of the talk, we will connect several existing
techniques for data-driven realizations with GMG projec-
tions

Patrick Buchfink
University of Twente/University of Stuttgart
p.buchfink@utwente.nl

Silke M. Glas
University of Twente
s.m.glas@utwente.nl

Bernard Haasdonk
University of Stuttgart
haasdonk@mathematik.uni-stuttgart.de

Benjamin Unger
University of Stuttgart, Germany
benjamin.unger@simtech.uni-stuttgart.de

MS276

Structure-Preserving Model Reduction of Conser-
vative Pdes Via Lifting Transformations

Existing model reduction techniques for high-dimensional

full-order models of conservative PDEs encounter com-
putational bottlenecks when dealing with systems featur-
ing non-polynomial nonlinearities. This talk will present
a nonlinear model reduction method that employs lift-
ing variable transformations to derive structure-preserving
reduced-order models for conservative PDEs with general
nonlinearities. The advantages of the proposed structure-
preserving lifting approach will be illustrated by various ex-
amples, which include the sine-Gordon equation, the non-
linear wave equation with exponential nonlinearity, and the
Klein-Gordon-Zakharov equation.
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MS276

Tensor Parametric Operator Inference with Hamil-
tonian Structure

This work presents a tensor-based approach to construct-
ing data-driven reduced-order models corresponding to
semi-discrete partial differential equations. By express-
ing parameter-varying operators with affine dependence as
contractions of a generalized parameter vector against a
constant tensor, this method leverages the operator infer-
ence framework to capture parametric dependence in the
reduced-order model via the solution to a convex, least-
squares optimization problem. This leads to a simple and
straightforward implementation which directly extends to
learning parametric operators with symmetry constraints,
a key feature required for constructing accurate surrogates
of systems with a Hamiltonian structure. The method is
demonstrated on a scalar heat equation with variable dif-
fusion coefficient and a wave equation with variable wave
speed.
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MS276

Gradient Preserving Operator Inference for (Port-
)Hamiltonian Systems

The proper orthogonal decomposition reduced-order model
(POD-ROM) has been widely used as a computationally ef-
ficient surrogate model in large-scale numerical simulations
of complex systems. However, when applied to a (port-
)Hamiltonian system, a direct application of the POD
method can destroy the underlying structure and produce
unphysical results. In this talk, we will explore the use of
operator inference to learn ROMs in a data-driven setting.
These ROMs could preserve the (port-)Hamiltonian struc-
ture, leading to robust and efficient simulations. Numerical
error estimations will be derived, and the effectiveness of
the ROMs will be demonstrated through several numerical
examples.

Yuwei Geng, Jasdeep Singh
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MS277

Small Singular Values Can Increase in Lower Pre-
cision

Motivated by the popularity of stochastic rounding in the
context of machine learning and the training of large-scale
deep neural network models, we consider stochastic near-
ness rounding of real matrices A with many more rows
than columns. We provide novel theoretical evidence, sup-
ported by extensive experimental evaluation that, with
high probability, the smallest singular value of a stochas-
tically rounded matrix is well bounded away from zero –
regardless of how close A is to being rank deficient and even
if A is rank-deficient. In other words, stochastic rounding
implicitly regularizes tall and skinny matrices A so that the
rounded version has full column rank. Our proofs leverage
powerful results in random matrix theory, and the idea
that stochastic rounding errors do not concentrate in low-
dimensional column spaces.
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MS277

Near-optimal Hierarchical Matrix Approximation
from Matrix-vector Products

We describe a randomized algorithm for producing a near-
optimal hierarchical off-diagonal low-rank (HODLR) ap-
proximation to an n× n matrix A, accessible only though
matrix-vector products with A and AT. Our algorithm
can be viewed as a robust version of widely used ”peel-
ing” methods for recovering HODLR matrices and is, to
the best of our knowledge, the first matrix-vector query al-
gorithm to enjoy theoretical worst-case guarantees for ap-
proximation by any hierarchical matrix class. To control
the propagation of error between levels of hierarchical ap-
proximation, we introduce a new perturbation bound for
low-rank approximation, which shows that the widely used
Generalized Nystrm method enjoys inherent stability when

implemented with noisy matrix-vector products. We also
introduced a novel randomly perforated matrix sketching
method to further control the error in the peeling algo-
rithm.
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MS277

Optimal Experimental Designs Via Column Subset
Selection

We tackle optimal sensor placement for Bayesian linear in-
verse problems by establishing connections to the Column
Subset Selection Problem (CSSP). We build on the Golub-
Klema-Stewart (GKS) approach which involves computing
the truncated Singular Value Decomposition (SVD) fol-
lowed by a pivoted QR factorization on the right singular
vectors. We study the effects of using the Federov exchange
rule, greedily swapping sensors while improving the objec-
tive, after a GKS-style initialization. Theoretical guaran-
tees on the number of swaps are established. Numerical
experiments on model inverse problems demonstrate the
performance of our approaches.
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MS277

Randomized Sampling by Tagging for Rank-
Structured Matrix Compression

Many applications in scientific computing involve matrices
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that are dense but “data-sparse,’ having some exploitable
low-rank structure that enables compression without sig-
nificant loss of information. Rank-structured matrices
are data-sparse matrices that can be tessellated into sub-
blocks, which are either small enough to apply determin-
istic algorithms or else well-approximated by matrices of
low rank. For large problem sizes, randomized sampling
of the input matrix by a structured random test matrix,
or randomized sketching, has proven effective for rank-
structured matrix compression. We introduce a new sam-
pling technique called tagging that is suitable for large
black-box applications in which the entries of the input
matrix are not accessed directly, but rather through fast
matrix-vector or matrix-matrix multiplication. We discuss
the improved efficiency of randomized sampling with tag-
ging, as well as the accuracy of the overall compression
scheme, for strongly admissible block low-rank (BLR) ma-
trices with shared bases across admissible blocks within the
same block-row or block-column, termed uniform BLR. We
also describe how tagging can be used for efficient matrix
reconstruction by leveraging previously computed sample
matrices.

Katherine J. Pearce, James Levitt
University of Texas at Austin
Oden Institute
katherine.pearce@austin.utexas.edu,
jlevitt@oden.utexas.edu

Anna Yesypenko
University of Texas at Austin
annayesy@utexas.edu

Per-Gunnar Martinsson
University of Texas at Austin, U.S.
pgm@oden.utexas.edu

MS277

Randomized Strong Rank-Revealing QR

Finding the rank-revealing QR(RRQR) factorization of a
m × n matrix M is to determine a permutation matrix P
and an integer k, such that the factorization

MP = Q

(
R11 R12

O R22

)
,

reveals the numerical rank of M : the k× k submatrix R11

is well-conditioned and ∥R22∥2 is small. This problem is of
interest in many applications. To compute such a factor-
ization, the cost of the existing algorithm, strong RRQR
algorithm, can be one and a half of that of QRCP, which is
substantially more expensive than unpivoted QR. Recently,
random sketching becomes a powerful tool for speeding up
many numerical linear algebra algorithms. In this study,
we take advantage of random sketching and develop a ran-
domized algorithm to compute a strong RRQR factoriza-
tion, whose cost is slightly larger than that of unpivoted
QR. In our algorithm, the permutation matrix is obtained
by doing deterministic strong RRQR on the sketched ma-
trix Msk = ΩM , where Ω is a sketching matrix. We proved
that the strong rank-revealing property holds for both the
factorization of M and that of Msk. Based on that, we also
propose a low rank approximation method. It provides a
rank-ℓ approximation with L2 norm errors similar as that
of randomized SVD, while additional providing approxima-
tions for the ℓ leading singular values.
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MS278

Bi-fidelity Variational Auto-encoder: A Bi-fidelity
Deep Generative Model to Understand Uncer-
tainty Propagation

Understanding uncertainty propagation through physical
emulators is one of the key problems in computational
mechanics. Our work proposes a variational auto-encoder
(VAE) based deep generative model to transfer the infor-
mation of low-fidelity data for high-fidelity uncertainty re-
construction. An effective algorithm is provided to train
the bi-fidelity VAE structure with extremely unbalanced
bi-fidelity data. We also show the theoretical support for
the bi-fidelity VAE model, with objective function being
a lower bound of the high-fidelity log likelihood. Besides,
a theory of bi-fidelity variational information bottleneck is
presented, for the purpose of bi-fidelity transfer learning.
We prove that maximizing our model’s objective function
is maximizing a lower bound of the bi-fidelity information
bottleneck result. In the end, the implementation of bi-
fidelity VAE shows a promising future of our method.
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MS278

Dictionary Learning and Inpainting for Data As-
similation with Partial Observation

Generative artificial intelligence extends beyond its success
in image/text synthesis, proving itself a powerful uncer-
tainty quantification (UQ) technique through its capabil-
ity to sample from complex high-dimensional probability
distributions. However, existing methods often require a
complicated training process, which greatly hinders their
applications to real-world UQ problems, especially in dy-
namic UQ tasks where the target probability distribution
evolves rapidly with time. To alleviate this challenge, we
have developed a scalable, training-free score-based diffu-
sion model for high-dimensional sampling. We incorporate
a parallel-in-time method into our diffusion model to use a
large number of GPUs to solve the backward stochastic dif-
ferential equation and generate new samples of the target
distribution. Moreover, we also distribute the computa-
tion of the large matrix subtraction used by the training-
free score estimator onto multiple GPUs available across
all nodes. Compared to existing methods, our approach
completely avoids training the score function, making it
capable of adapting to rapid changes in the target prob-
ability distribution. We showcase the remarkable strong
and weak scaling capabilities of the proposed method on
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the Frontier supercomputer, as well as its uncertainty re-
duction capability in hurricane predictions when coupled
with AI-based foundation models.
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MS278

A Training-Free Conditional Diffusion Model for
Learning Stochastic Dynamical Systems

This study introduces a training-free conditional diffusion
model for learning unknown stochastic differential equa-
tions (SDEs) using data. The proposed approach addresses
key challenges in computational efficiency and accuracy for
modeling SDEs by utilizing a score-based diffusion model
to approximate their stochastic flow map. Unlike the ex-
isting methods, this technique is based on an analytically
derived closed-form exact score function, which can be effi-
ciently estimated by Monte Carlo method using the trajec-
tory data, and eliminates the need for neural network train-
ing to learn the score function. By generating labeled data
through solving the corresponding reverse ordinary differ-
ential equation, the approach enables supervised learning
of the flow map. Extensive numerical experiments across
various SDE types, including linear, nonlinear, and multi-
dimensional systems, demonstrate the versatility and ef-
fectiveness of the method. The learned models exhibit sig-
nificant improvements in predicting both short-term and
long-term behaviors of unknown stochastic systems, often
surpassing baseline methods like GANs in estimating drift
and diffusion coefficients.
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MS278

Error Estimate of a Training-free Diffusion Model
for Density Estimation

We present convergence analysis and error estimates of a
training-free diffusion model for density estimation. Un-
like existing diffusion models that train neural networks to
learn the score function, we developed a training-free score
estimation method that mini-batch-based Monte Carlo es-
timators to directly approximate the score function at any
spatial-temporal location an ordinary differential equation
(ODE), corresponding to the reverse-time stochastic dif-
ferential equation (SDE). In this way, the numerical error
of the diffusion model can be analyzed by exploiting the
error bounds of the Monte Carlo error. We observe that
the total error based on Monte Carlo score estimation de-
pends on the dimensionality of the problem. To improve
the error estimates, we assume the target distribution can
be approximated by a Gaussian mixture model. Under
this assumption, the score function can be computed ex-
actly without any discretization error, and the dimension
dependence of the total error is included in the error be-
tween the Gaussian mixture model and the exact target
distribution. We present numerical examples to verify the
obtained error bounds.
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MS280

Kernel Methods and Pinns for Solving Rough Par-
tial Differential Equations

Following the promising success of kernel methods in solv-
ing non-linear partial differential equations (PDEs), we in-
vestigate the application of Gaussian process methods to
solve PDEs with rough forcing terms. We introduce an
optimal recovery scheme defined by a Reproducing Kernel
Hilbert Space (RKHS) of functions of greater regularity
than that of the PDEs solution. We present the theoret-
ical framework and prove convergence guarantees for the
recovery of solutions to the PDE. We also show how this
framework can be applied to Physics Informed Neural Net-
works (PINNs). We illustrate its application numerically
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to problems arising in nonlinear time-dependent stochastic
partial differential equations.
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MS280

Calibration and Uncertainty Quantification of Car-
bon Cycle Models Using Bayesian Emulation and
History Matching

Simulators are a fundamental tool to assess ecosystem dy-
namics. Coupled with observational data, these models can
infer unobserved ecosystem properties. An example of this
is the carbon cycle model DALEC Crop, which models the
effect of Nitrogen fertilisation on wheat growth in a field
over a crop-growing season. DALEC Crops parameters are
currently calibrated pixel-by-pixel using a computationally
expensive model-data fusion framework, CARDAMOM. In
addition to high computational costs, the current frame-
work does not allow for exploring the effects of structural
discrepancy and parametric uncertainty. This limits our
understanding of the crop fields physical processes.
To facilitate quick model calibration and a thorough anal-
ysis of the uncertainties involved with DALEC Crop, this
work presents history matching combined with emulation
as an alternative to the current calibration framework. We
use observations of LeafArea Index when history matching
to find the set of input combinations for which the simula-
tor gives acceptable matches to observed data. We then use
the input space found with a DALEC Crop forward run to
produce plausible yield predictions, skipping DALECs cur-
rent computationally costly model calibration to demon-
strate the potential to reduce computational costs by us-
ing suitable statistical methodology. Finally, we explore
the differences between the outputs of the CARDAMOM
calibration and the history matching.

Nina A. Fischer
University of Edinburgh
School of Mathematics
N.Fischer@ed.ac.uk

MS280

Polynomial-Model-Based Optimization: Polyno-
mial Surrogates for Guiding Black-Box Optimiza-
tion Processes

Black-box optimization is a challenging task that occurs
in a wide range of applications and across all disciplines.
Common tasks include hyper-parameter selection in ma-
chine learning algorithms, computer simulations or even
laboratory experiments. As these problems are typically
costly to evaluate in terms of time and computational re-
sources, black-box optimization algorithms aim to mini-
mize this cost by reducing the number of necessary evalua-
tions. Polynomial-model-based optimization (PMBO) is a
novel surrogate-based method that alternates polynomial
regression with Bayesian optimization steps. Besides find-
ing the optimum, PMBO delivers an analytic expression of
the approximation of the objective function. The simple
nature of polynomials opens the opportunity for interpre-
tation and analysis of the inferred surrogate model, pro-
viding a macroscopic perspective on the landscape of the
objective function. The methodology of PMBO will be il-
lustrated and compared with state-of-the-art optimization
algorithms on the benchmark suite ”BBOB - Black-Box
Optimization Benchmark” in the deterministic and noisy

setting.

Janina Schreiber
CASUS - Center for Advanced Systems Understanding,
Helmholtz
j.schreiber@hzdr.de

MS280

Conformal Prediction under Lvy-Prokhorov Distri-
bution Shifts: Robustness to Local and Global Per-
turbations

Conformal prediction provides a powerful framework for
constructing prediction intervals with finite-sample guar-
antees, yet its robustness under distribution shifts remains
a significant challenge. We address this limitation by mod-
eling distribution shifts using Lvy-Prokhorov (LP) ambi-
guity sets, which capture both local and global perturba-
tions. We provide a self-contained overview of LP ambigu-
ity sets and their connections to popular metrics such as
Wasserstein and Total Variation. We show that the link
between conformal prediction and LP ambiguity sets is a
natural one: by propagating the LP ambiguity set through
the scoring function, we reduce complex high-dimensional
distribution shifts to manageable one-dimensional distri-
bution shifts, enabling exact quantification of worst-case
quantiles and coverage. Building on this analysis, we con-
struct robust conformal prediction intervals that remain
valid under distribution shifts, explicitly linking LP param-
eters to interval width and confidence levels. Experimental
results on real-world datasets demonstrate the effectiveness
of the proposed approach.
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MS281

Bayesian Optimal Design of Experiments for
Learning Markovian Homogenized Models in Vis-
coplasticity

A material constitutive model maps the materials deforma-
tion history to its stress. The constitutive parameters are
often not measured directly; instead, one needs to invert for
their values using experimental measurements of the mate-
rial response, such as the history of material deformation
under prescribed loading conditions. To learn the consti-
tutive law of a viscoplastic material, the experimental data
must be rich enough to capture a range of complex mate-
rial behavior, such as elasticity, plastic flow, and history-
dependency. To this end, we seek to optimize experimental
designs for learning a homogenized Markovian constitutive
model for viscoplasticity. The studied model uses internal
state variables (ISVs) to incorporate relevant microscale in-
formation, such as microstructure and dislocation, into the
macroscale model, leading to memory effects in the ma-
terial response. We use variational inference methods to
optimize the design of dynamic compression experiments
under various uncertainties. This gives us valuable insights
into the effectiveness of experiments, including trade-offs in
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information content for learning different aspects of mate-
rial behaviors.
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MS281

An Energy-Stable Machine-Learning Model of
Non-Newtonian Hydrodynamics with Molecular
Fidelity

We introduce a machine-learning-based approach for con-
structing a continuum non-Newtonian fluid dynamics
model directly from a micro-scale description. To faith-
fully retain molecular fidelity, we establish a micro-macro
correspondence via a set of encoders for the micro-scale
polymer configurations and their macro-scale counterparts,
a set of nonlinear conformation tensors. The dynamics of
these conformation tensors can be derived from a gener-
alized extendable energy functional structure, and be di-
rectly learned from the micro-scale model with clear phys-
ical interpretation. The final model, named the deep non-
Newtonian model (DeePN2), takes the form of conventional
non-Newtonian fluid dynamics models and ensures energy
stability. Numerical results demonstrate the accuracy and
robustness of DeePN2.

Pei Ge, Huan Lei
Michigan State University
gepei@msu.edu, leihuan@msu.edu

MS281

Inferring a Rheology for Sea Ice from Data Gener-
ated with a Discrete Element Method

Sea ice is a fundamental component of the climate system
that is generally treated as a continuum fluid in general
climate models. A key component in continuum models
for sea ice is its rheology, which establishes a relationship
between strain-rate, the Cauchy stress tensor, and other
variables such as ice concentration and thickness. Tradi-
tionally, these models have been derived analytically based
on speculative principles. Here, we present a general frame-
work for inferring rheologies from data based on a represen-
tation of constitutive laws in terms of scalar functions that
depend on the principal invariants of the strain-rate ten-
sor. These scalar functions can be represented with neural
networks that are trained with data. Then, by coupling
PyTorch and the finite-element module Firedrake, we can
solve these PDE models involving a neural network. We
will present some initial findings involving data generated
with the discrete element method SubZero used for mod-
elling sea-ice.
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MS281

Particle-Continuum Multiscale Modeling of Sea Ice
Floes

Sea ice profoundly influences the polar environment and
the global climate. Traditionally, sea ice has been modeled
as a continuum under Eulerian coordinates to describe its
large-scale features, using, for instance, viscous-plastic rhe-
ology. Recently, Lagrangian particle models, also known as
the discrete element method models, have been utilized for
characterizing the motion of individual sea ice fragments
(called floes) at scales of 10 km and smaller, especially
in marginal ice zones. This paper develops a multiscale
model that couples the particle and the continuum systems
to facilitate an effective representation of the dynamical
and statistical features of sea ice across different scales.
The multiscale model exploits a Boltzmann-type system
that links the particle movement with the continuum equa-
tions. Notably, the particle model characterizing the sea ice
floes is localized and fully parallelized in a framework that
is sometimes called superparameterization, which signifi-
cantly improves computational efficiency. Numerical ex-
amples demonstrate the effective performance of the mul-
tiscale model. Additionally, the study demonstrates that
the multiscale model has a linear-order approximation to
the truth model.
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Coupling Multi-Physics Applications Using the
Parallel, Adaptive Library ForestClaw

We present several new features in the ForestClaw library
for parallel, adaptive simulations on a tree-based hierar-
chy of logically Cartesian grids. Major new features are
full support for 3d octree refinement, memory saving re-
finement strategies that aim to prevent excessive interme-
diate memory use during refinement, restart features, and
new coupling capabilities that allow simulations on distinct
meshes to communicate at runtime. Other new features
include addition of numerical gauges to match observation
data with numerical output, and refinement based on re-
gions. Results demonstrating these capabilities in coupling
of acoustic gravity waves between the upper atmosphere
and the ionosphere will be demonstrated.
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Space-Time Adaptive Finite Elements for
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Maxwell’s Equations

We provide space-time adaptive discretization of Maxwell’s
equations in two dimensions using finite element exterior
calculus on simplicial meshes. Our main contribution is in
providing this adaptive h refinement in conjunction with
space-time finite elements specified using a de Rham se-
quence of Whitney basis forms for Maxwell’s equations.
We formulate Maxwell’s equations as a (p,E,H) system
where p is an electrical variable akin to pressure, E is the
electrical field and H is the magnetic flux density. p is in-
troduced for enabling the discrete divergence of E to be
exactly specified. For this problem, we provide some a
priori error analysis and a discussion of our preliminary
work with a posteriori residual estimators. We derive our
estimators by adapting the classical ones for the Hodge
Laplacian problem. We shall also present some analysis on
the optimality of our estimators, and validate the theory
through computational examples for space-time adaptivity
for model problems in two spatial dimensions.
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Stopping Power and the Quantum Boltzmann
Model

On December 5th, 2022, the national ignition facility
achieved better than break-even fusion, putting in 2MJ
of energy at the surface of tritium and deuterium-filled
capsule, and they got out 3MJ. This was the first time
humanity demonstrated that we could reproduce the pro-
cesses happening in our sun, providing a possible path to
a cheap, clean energy future. Motivated by the challenges
with NIF, various interesting problems have emerged where
innovation regarding numerical methods could greatly en-
hance our ability to model key processes that happen on
NIF. One example is the study of stopping power for the
alpha particles, the energetic helium particles produced by
deuterium and tritium fusing. Stopping power refers to the
ability of a material to slow down or absorb charged parti-
cles, such as electrons or protons, as they pass through it.
It is often measured as energy loss per unit distance. The
energetic alpha particles primarily interact with the hot
electrons, and slowing the alpha particle imparts energy
to the electrons. Because of the unique energy landscape
on NIF, the electrons are best described by the Quantum
Boltzmann Equation (QBE). The QBEs nonlocality and
the models high dimensional nature make this a challeng-
ing system to solve efficiently. In this talk, we discuss the
need for this model, the origins of this model, and introduce
a simple method for solving the 1D 1V collisionless QBE
based on Strang Splitting, a WENO Semi-Lagrangian up-
date, an FFT-based approach to reduce the non-local con-
volution to a non-local ODE, followed by a second SL step.
We explore the nature of what happens to the solutions
of the model as the non-dimensional Planck constant ap-
proaches the strongly quantum realm, and we study what
happens to the rank of the solution. We use this to mo-
tivate our ongoing work on low-rank solvers for the QBE.

Andrew J. Christlieb
Michigan State Univerity
Dept. of Comp. Math., Sci & Engr.
christli@msu.edu

William A. Sands, Stephen White

Michigan State University
wsands@udel.edu, whites73@msu.edu

MS282

Adaptive Discontinuous Galerkin Method for Rel-
ativistic Vlasov-Maxwell System

We present an noval adaptive discontinuous Galerkin (DG)
method and its GPU-accelerated implementations for the
relativistic Vlasov-Maxwell system (RVMS). RVMS is a ki-
netic model of collionless plasma. It describes the evolution
of plasma distribution functions and interacting electro-
magnetic fields. One of the major challenges for conven-
tional mesh-based methods is that the timestep size for sta-
ble numerical methods is limited to a small number when
system approaches the relativistic regime. Our method
follows operator splitting approach proposed in [Ross-
manith and Seal, A positivity-preserving high-order semi-
Lagrangian discontinuous Galerkin scheme for the Vlasov-
Poisson equations (2011)] to update the free streaming
branch with a semi-Lagrangian DG method that is un-
conditionally stable for any timestep size, and update the
acceleration branch with a one-step local spacetime DG
method. Both branches are capable of adaptive mesh re-
finement and structure-preserving corrections. We imple-
ment this noval DG method in a distributed shared mem-
ory code, which is robust and scalable on production-ready
high performance computing clusters equipped with GPU
acceleration. We provide a variety of benchmark problems
to veriy the numerical method and its implementations,
and offer profiling statistics and insights for future devel-
opment.
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High Fidelity Simulation of Multi-Species, Kinetic
Plasma Dynamics with the Numerical Flow Itera-
tion

A fundamental understanding of the evolution of kinetic
instabilities and turbulence in plasma is crucial to design,
e.g., nuclear fusion devices. Plasma evolution is mod-
eled through the Vlasov equation living in the up to six-
dimensional phase-space. For each species present an ad-
ditional Vlasov equation has to be solved. The different
distribution functions for each species couple to each other
through the self-induced electro-magnetic field as well as
collisions. Even modern large-scale supercomputers strug-
gle resolving his problem due to its high-dimensionality.
Additionally solutions are develop of fine, multi-scale struc-
tures over time, which are relevant to the plasma dynamics,
and the velocity support may change over time. Previously
the authors introduced a novel approach, the Numerical
Flow Iteration (NuFI), to solve the Vlasov equation in the
electro-static limit. This approach uses the characteris-
tic method to directly evaluate the distribution function
via an iterative-in-time scheme for the flow map. This
avoids making additional discretization errors, allows for
better structure-preservation while reducing the memory-
requirement of the computation by several orders of mag-
nitude at the price of a higher computational load. In
this work we present approaches to extend NuFI to han-
dle multiple species systems and discuss the implications of
this extensions on the computational performance of this
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approach.
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A Mixed Formulation for the Linear Regularized
13-Moment Equations: Analysis and Numerical
Solution

This talk presents a mixed finite element formulation
for the linear regularized 13-moment equations of non-
equilibrium gas dynamics. As an extension of the classical
fluid equations, moment models are robust and have been
frequently used in recent years, yet they are challenging
to analyze due to their additional equations. By effectively
grouping variables, we identify a 2-by-2 block structure, al-
lowing the analysis of the continuous well-posedness within
the abstract LBB framework. Due to the unique tenso-
rial structure, we derive new theoretical tools, such as a
generalized Korn inequality for symmetric and trace-free
2-tensors. Additionally, we showcase the numerical imple-
mentation within an open-source solver, addressing both
stabilization and the use of generalized Taylor-Hood ele-
ments. The proposed method is validated using test cases
with exact solutions. Furthermore, if time allows, we will
explore how the moment hierarchy can be extended to de-
rive higher-order tensorial equations, requiring more so-
phisticated analytical tools than those used in traditional
elasticity or Stokes theory.
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Hyper-Differential Sensitivity Analysis with Re-
spect to Model Discrepancy

Computational models have made great process toward
simulating complex physical phenomena. With this has
come a significant increase in the computational cost and
complexity of the model. This makes high-fidelity models
impractical in many query analysis such as optimization.
To circumvent this challenge, a low-fidelity model may
be constructed for which optimization is more amenable.
Examples of low-fidelity models include averaging small
length scales, omission of physical processes, projection
into lower dimensions, and data-driven approximations.
However, model error propagates through the optimiza-
tion resulting in suboptimal solutions. We consider the use
of hyper-differential sensitivity analysis to learn improved
optimization solutions using limited offline evaluations of
the high-fidelity model. We introduce a representation of

model discrepancy, the difference between high and low-
fidelity models, and calibrate it in a Bayesian framework.
The model discrepancy posterior is propagated through
the optimization problem using post-optimality sensitivity
analysis to produce a posterior distribution for the opti-
mization solution. By leveraging tools from large-scale op-
timization, in a Bayesian formulation, we present an inter-
pretable and efficient approach to learn higher-fidelity op-
timization solutions using limited evaluations of the high-
fidelity model. Thanks to our Bayesian framing, we also en-
able optimal experimental design to guide the high-fidelity
model runs.
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Scientific Machine Learning in Enhancing Model
Predictability Through Model Form Error Quan-
tification

In computational simulations, the development of surro-
gate models is critical for efficiently predicting experimen-
tal outcomes. Previous research has validated the ef-
fectiveness of Gaussian processes in modeling discrepan-
cies between simulation predictions and experimental data.
Nonetheless, there is an increasing interest in leveraging
machine learning (ML) and artificial intelligence (AI) tech-
niques to enhance prediction accuracy and computational
efficiency. This study aims to investigate the applica-
tion of ML algorithms, specifically Multi-Layer Perceptron
(MLP), Recurrent Neural Network (RNN), and Convolu-
tional Neural Network (CNN), in constructing surrogate
models and identifying the optimal combination of model
parameters (density, velocity, and location) to accurately
predict experimental data. This approach aimed to identify
the parameter combinations and demystify the underlying
physics to provide more accurate predictions. The intro-
duction of the discrepancy term should further enhance the
model’s accuracy. The ML/AI-based discrepancy modeling
is expected to demonstrate promising improvements over
traditional Gaussian process methods, suggesting a novel
pathway for refining surrogate model predictions. *SNL
is managed and operated by NTESS under DOE NNSA
contract DE-NA0003525.
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A Computational Exploration of a Hierarchical
Noise Model for Active Transport.

A closed-form solution of differential equations (determin-
istic or stochastic) only exists for special cases. As such,
computational studies are carried out to analyze differen-
tial equation models of various biological and chemical pro-
cesses. Active transport is one such vital process whose
mathematical models are usually analyzed computation-
ally. Following suit, we used the Euler-Maruyama method
to simulate 109 trajectories of a stochastic differential
equation model of active transport in a high-performance
cluster and calculated ensemble average statistics. Here,
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we will discuss how this ensemble average statistics of
the study mimics three key statistical features of active
transport-transient super diffusion, non-Gaussian proba-
bility density function, and non-monotonic evolution of the
non-Gaussian parameter. We further extend the compu-
tational study of the model by changing some parameter
values to include diffusing diffusivities and show that the
model can accommodate other statistical signatures like
transient sub-diffusion, which is commonly observed dur-
ing transport in complex environments.

Dipesh Baral
Washington State University, Pullman, WA
dipesh.baral@wsu.edu

Nikolaos Voulgarakis
Washington State University
n.voulgarakis@wsu.edu

MS285

Polynomial Approximation for Nonlinear Model
Reduction by Moment Matching

Many physical applications involve modeling a complex
system as a high-dimensional system of ordinary differen-
tial equations. The high dimensionality of these models in-
troduces significant computational challenges in trying to
analyse the system’s behaviour, which is often known as the
“curse of dimensionality’. One way to alleviate the com-
plexity of such problems is by using reduced-order mod-
eling to create a low-dimensional system that preserves
important characteristics. This talk focuses on nonlin-
ear model reduction using moment matching for nonlinear
dynamical systems whose input is generated by a signal
generator system. Under certain assumptions, there ex-
ists an invariant manifold associated with the solution of a
“Sylvester-like’ partial differential equation (PDE) which
relates to the steady-state response of the system [Isidori,
Nonlinear Control Systems, 1995]. We introduce a pro-
cedure to numerically approximate the solutions to these
invariance equations using the Galerkin spectral method,
which involves expanding the solution through a basis of
globally supported functions and using a Newton iteration
on the coefficients. These approximate solutions to the in-
variance equation can then be used to construct reduced-
order models. We demonstrate this method’s ability to
achieve moment matching in interconnected systems in-
volving implicitly defined nonlinear signal generators, and
in nonlinear problems of dimension up to 1000.
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Efficient Trajectory Inference in Wasserstein Space
Using Consecutive Averaging

Capturing data from dynamic processes through cross-
sectional measurements is seen in many fields such as
computational biology. Trajectory inference deals with
the challenge of reconstructing continuous processes from
such observations. In this work, we propose methods for
B-spline approximation and interpolation of point clouds
through consecutive averaging that is instrinsic to the
Wasserstein space. Combining subdivision schemes with
optimal transport-based geodesic, our methods carry out
trajectory inference at a chosen level of precision and
smoothness, and can automatically handle scenarios where

particles undergo division over time. We rigorously evalu-
ate our method by providing convergence guarantees and
testing it on simulated cell data characterized by bifurca-
tions and merges, comparing its performance against state-
of-the-art trajectory inference and interpolation methods.
The results not only underscore the effectiveness of our
method in inferring trajectories, but also highlight the ben-
efit of performing interpolation and approximation that re-
spect the inherent geometric properties of the data.
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High-Dimensional Ergodic Control Via Interacting
Particle Systems and Generative Modeling Tools

Ergodic stochastic control problems are intrinsically com-
putationally challenging, as sample trajectories typically
need to be simulated over a long time horizon. They are
even more challenging in high dimensions, when numerous
sample trajectories must be simulated. Recent advances
have shown that a class of ergodic control problems can be
related to quasi-stationary distributions (QSDs); in par-
ticular, the log-transform of a QSD is exactly equal to the
optimal ergodic control. QSDs describe behavior of a diffu-
sion process in bounded domains over long time intervals,
even when a stationary distribution does not exist. More-
over, it is known that a Fleming-Viot interacting particle
system can produce samples from QSDs. We use recent ad-
vances in score-based generative modeling to approximate
solutions to high-dimensional ergodic control problems us-
ing samples from the Fleming-Viot system.
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A New Re-Redistribution Scheme for Weighted
State Redistribution with Adaptive Mesh Refine-
ment

State redistribution (SRD) is a recently developed tech-
nique for stabilizing cut cells that result from finite-volume
embedded boundary methods. SRD has been successfully
applied to a variety of compressible and incompressible
flow problems. When used in conjunction with adaptive
mesh refinement (AMR), additional steps are needed to
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preserve the accuracy and conservation properties of the
solution if the embedded boundary is not restricted to a
single level of the mesh hierarchy. In this work, we extend
the weighted state redistribution algorithm to cases where
cut cells live at or near a coarse-fine interface within the
domain. The resulting algorithm maintains conservation
and is demonstrated on several two- and three-dimensional
example problems.
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A Moving Embedded Boundary Approach for the
Compressible Navier-Stokes Equations with Adap-
tive Mesh Refinement

A numerical method has been developed to perform com-
pressible flow simulations involving moving boundaries us-
ing an embedded boundary approach within the block-
structured adaptive mesh refinement (SAMR) framework
of AMReX. We leverage the SAMR capability to obtain
quantitatively accurate results whilst using robust, second-
order finite volume schemes. A conservative, unsplit, cut-
cell approach is utilized and a ghost-cell approach is de-
veloped for computing the flux on the moving, embedded
boundary faces. A third-order least-squares formulation
has been developed to compute the wall velocity gradients,
and was found to significantly improve the performance of
the solver in terms of the quantitative comparison of sur-
face quantities such as the skin friction coefficient. Various
test cases are performed to validate the method, and com-
pared with analytical, experimental, and other numerical
results in literature. Inviscid and viscous test cases are
performed that span a wide regime of flow speeds acous-
tic, smooth flows and flows with shocks. A closed system
with moving boundaries an oscillating piston in a cylinder,
showed that the error in mass within the system decreases
with refinement, demonstrating that the numerical scheme
is conservative with grid refinement, but is not discretely
conservative. Viscous test cases involve that of a horizon-
tally moving cylinder, an inline oscillating cylinder, and a
transversely oscillating cylinder.
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Energy Stable Embedded Boundary Approach for
High-Order Non-Dissipative Schemes

High-order non-dissipative schemes are preferred for accu-
rate turbulent flow computations because of their superior
resolution and discrete conservation properties. However,
handling practical geometries with non-dissipative schemes
is challenging because of the meshing complexities associ-
ated with those geometries and the boundary instabilities
that develop over non-trivial meshes. An embedded bound-
ary (EB) simplifies mesh generation by using a Cartesian
fluid grid and simply cutting out the solid body from the
grid. However, an EB creates non-uniform cells, which of-
ten causes small-cell issues and boundary instabilities; the
instabilities are particularly severe for high-fidelity calcu-
lations that avoid artificial/numerical dissipation. As a
result, existing non-dissipative EB methods are mostly re-
stricted to second-order accuracy with ad hoc approaches
(e.g. cell merging, flux redistribution, etc.) to address
the small-cell problem. This study uses energy stability
concepts to derive provably time-stable EB discretizations
for incompressible/compressible flows that are globally up
to fourth-order accurate (sixth-order accurate in the inte-
rior) and address the small-cell issue by design. Moreover,
the proposed dimensionally-split framework avoids geome-
try/solution reconstructions, improving the computational
efficiency and simplifying implementation in an existing
solver. The proposed method is evaluated by performing a
series of inviscid and viscous flow simulations.
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An Overview of the Embedded Boundary Capabil-
ity in Amrex

AMReX is a software framework for building massively
parallel block-structured adaptive mesh refinement (AMR)
applications that run on both CPU and GPU systems. It
supports complex geometries with a multilevel embedded
boundary (EB) approach. AMReX provides an implicit
function approach for generating the geometry informa-
tion. Additionally, it also supports geometry generation us-
ing STL files. The EB information is stored in distributed
data containers that are accessible on AMR meshes. AM-
ReX provides supports for common operations in EB algo-
rithms, including stability fixes for small cut cell, refluxing
in solvers for hyperbolic conservation laws, and sparse lin-
ear system solvers for implicit methods. In this talk, we
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will give an overview of the EB capabilities in AMReX
and showcase them with results from a number of AMReX
based applications.
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Preconditioning the Steady State Oseen Equations
in An Rbf-Fd Setting

Radial basis function finite difference (RBF-FD) discretiza-
tion has recently emerged as an alternative to classical fi-
nite difference or finite element discretization of (systems)
of partial differential equations. In this talk, we briefly de-
scribe how to discretize the steady state Oseen equations
in an RBF-FD setting. Particularly, we show how to deal
with the pressure constraint. Afterwards we focus on the
construction of preconditioners for the iterative solution
of the resulting linear systems of equations. In RBF-FD,
a higher discretization accuracy may be obtained by in-
creasing the stencil size. This, however, leads to a less
sparse and often also worse conditioned stiffness matrix
which are both challenges for subsequent iterative solvers,
which creates the need for good preconditioners. In our nu-
merical results, we focus on RBF-FD discretizations based
on polyharmonic splines (PHS) with polynomial augmen-
tation. We illustrate the convergence of the method and
the performance of the preconditioners in numerical exper-
iments for the three-dimensional Oseen equations.

Michael Koch
Hamburg University of Technology
michael.koch@tuhh.de

Sabine Le Borne
Hamburg University of Technology
Department of Mathematics
leborne@tuhh.de

MS287

Arbitrary Domain Generation for Steady Convec-
tion Via Radial Basis Functions

A radial basis function scheme is developed for the compu-
tation of steady convection over arbitrary two-dimensional
domains. The Boussinesq flow under consideration is in-
ternally forced with a Gaussian spatial distribution to rep-
resent heat deposition from a propagating laser. Scaling
results are obtained via numerical solutions for the steady
temperature and flow velocity with respect to shape pa-
rameters describing the domain geometry and the spatial
distribution of internal forcing. Applications of the nu-
merical scheme are then discussed as they pertain to the
simulation of physical geometric configurations present in
experiments involving laser propagation.
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Operator Learning with Kernels: Property-
preservation, Uncertainty Quantification, and Spa-
tial Adaptivity

Operator learning, the task of recovering maps between
infinite-dimensional function spaces, has seen many recent
successes in both scientific and engineering applications.
Neural operators in particular leverage neural network ar-
chitectures for the task of operator learning. In this talk,
we discuss how kernels can be used to enhance both the ap-
proximation abilities and the interpretability of neural op-
erators. We further show how kernel-based approximation
can be used in conjunction with two major neural opera-
tors to obtain uncertainty quantification. We demonstrate
the application of our methods to the recovery of solution
operators to partial differential equations (PDEs).
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A New Framework for Numerical Integration of
Scattered Data Over Geometrically Complex Do-
mains

The dominant approach to generating quadrature (or cu-
bature) formulas is to pick a ”nice” vector space of func-
tions for which the formulas are exact, such as algebraic
or trigonometric polynomials. For numerical integration
over intervals, this approach gives rise to Newton-Cotes
and Gaussian quadrature rules. However, for geometri-
cally complex domains in higher dimensions, this exact-
ness approach can be challenging, if not impossible since
it requires being able to exactly integrate basis functions
for the vector space over the domains (or some collection
of subdomains). Another challenge with determining good
quadrature formulas arises when the integrand is not given
everywhere over the domain, but only as samples at pre-
defined, possibly “scattered’ points (i.e., a point cloud),
which is common in applications involving experimental
measurements or when quadrature is a secondary opera-
tion to some larger computational effort. In this talk we
introduce a new framework for generating quadrature for-
mulas that bypasses these challenges. The framework only
relies on numerical approximations of certain Laplace op-
erators and on linear algebra. We show how several classic
univariate quadrature formulas can arise from this frame-
work and demonstrate its applicability to generating ac-
curate quadrature formulas for geometrically complex do-
mains (including surfaces) discretized with point clouds.
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Real Time Simulations of Nuclear Cloud Rise

Operational models of nuclear cloud rise are required to
have short simulation times to facilitate timely response
by decision makers and emergency personnel. Because of
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this, current models are low dimensional approximations
and rely on parameterized variables tuned to historical U.S.
nuclear test results. This study examines the use of the En-
ergy Research and Forecasting model (ERF) as an alterna-
tive. By simulating the fully three dimensional and time
varying atmosphere dynamics, significantly fewer model-
ing assumptions are required. Four historical U.S. nu-
clear tests with varying heights of burst were simulated in
ERF and simulations agree favorably with both historical
test data and previous simulation data from the Weather
Research and Forecasting model (WRF). Furthermore, it
was demonstrated that cloud rise simulations could be per-
formed in real time, such that the measured wall time is
approximately equal to the amount of time simulated. This
represents a significant improvement in capability for nu-
clear cloud rise simulations and may enable its use as an
operational tool in emergency situations. Future work will
focus on including additional physics to the code such as
debris microphysics and urban terrain modeling. This work
was performed under the auspices of the U.S. Department
of Energy by Lawrence Livermore National Laboratory un-
der Contract DE-AC52-07NA27344. LLNL-ABS-868852.
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Super Droplet Method for Lagrangian Micro-
physics Simulations in ERF

Modelling cloud microphysics is essential for simulating at-
mospheric flows. Eulerian approaches use empirical mod-
els for cloud/rain-droplets dynamics to evolve moisture
quantities. Spectral approaches are accurate but expen-
sive since they evolve the droplet density distribution.
The particle-based super-droplet method (SDM) simulates
droplet dynamics without empirical assumptions. Super-
droplets are characterized by their multiplicity (the num-
ber of physical droplets they represent) and physical at-
tributes (size, position, and velocity). Physical processes
(advection, sedimentation, condensation/evaporation, and
coalescence) determine the evolution of the super-droplets.
The accuracy of derived quantities (cloud/rain-water con-
tent and rain accumulation) depend on the number of
super-droplets per grid cell. The computational cost, while
higher than bulk parameterization models, is acceptable
on modern HPC platforms. We discuss the implemen-
tation of an SDM-based microphysics model in ERF, an
exascale code for atmospheric flow simulations. We ver-
ify our implementation by simulating cloud dynamics and
precipitation. We present scalability studies on modern
HPC platforms, specifically with respect to the number of
super-droplets. This work was performed under the aus-
pices of the U.S. Department of Energy by Lawrence Liver-
more National Laboratory under Contract No. DE-AC52-
07NA27344 and funded by the LDRD Program at LLNL
under project tracking code 24-SI-001.
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An Introduction to ERF: Algorithms and Applica-
tions

The Energy Research and Forecasting (ERF) modeling
code is being developed as part of a core capability within
the U.S. Department of Energy Wind Energy Technologies
Office (WETO) portfolio. ERF will target high-fidelity
representations of atmospheric flows at the mesoscale,
multi-scale coupling, and characterization of energy avail-
able for harvesting via wind turbines. ERF is built
upon AMReX, a block-structured adaptive mesh refine-
ment (AMR) software framework which provides the un-
derlying infrastructure for block structured mesh opera-
tions and hierarchical parallelism i.e., an MPI+X model,
where X may be OpenMP on multicore CPU-only systems,
or CUDA, HIP, or SYCL on GPU-accelerated systems. In
this talk, we will discuss details regarding ERFs numerics,
applications for the software, benchmark results obtained
with the code, and future outlook.
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Turbulent Inflow Generation with the Energy Re-
search and Forecasting (ERF) Code

Atmospheric flows exhibit a broad range of spatial and
temporal scales. Consequently, numerical simulations of
weather systems often employ adaptive mesh refinement
(AMR) techniques to locally refine in regions of interest.
Coarse-fine interfaces pose a fundamental challenge to com-
putational frameworks since the resolved and modeled tur-
bulence may be dramatically different in each grid e.g., a
transition from a coarse Reynolds averaged (RANS) to a
fine large eddy (LES) description. As a first step towards
modeling such phenomena in ERF, we implement a tur-
bulent inflow generation technique at domain boundaries.
The selected method triggers grid-level appropriate turbu-
lence at inflow boundaries but is currently restricted to a
single resolution. Future work with the method will in-
volve general application to coarse-fine interfaces and the
partitioning of transported turbulent kinetic energy (TKE)
by the RANS model into resolved turbulence by the LES
model.
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Density-Equalizing Map with Applications

We present surface and volumetric mapping methods based
on a natural principle of density diffusion. Specifically,
we start with a prescribed density distribution in a sur-
face or volumetric domain and then create shape deforma-
tions with different regions enlarged or shrunk based on
the density gradient. Using the proposed methods, we can
easily achieve different mapping effects with controllable
area change. Applications to shape registration, morphing,
remeshing, medical shape analysis, and data visualization
will be presented.
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Discontinuous Galerkin Methods for Embedded
Geometries Described Via B-Rep

In this talk, a class of novel high-order accurate discon-
tinuous Galerkin (DG) methods for solving systems of
partial differential equations over geometries with indus-
trially relevant complexity is presented. Geometries are
described using the oriented boundary representation (B-
Rep) of the volume, an industry standard for data trans-
mission. DG methods are based on the use of discontin-
uous basis functions and suitably defined boundary terms
to weakly enforce boundary and interface conditions; with
respect to other techniques, such as finite element or finite
volume methods, DG methods feature high-order accuracy
with various types of meshes (e.g., simplicial, polyhedral,
embedded-boundary), local conservation properties, local
hp adaptivity, block-structured mass matrices, and high
parallel efficiency. Numerical applications involve the solu-
tion of different sets of PDEs including the Laplace, elas-
ticity, and Stokes problems and demonstrate the capabili-
ties of the proposed methodology. The implementation of
multigrid methods for large-scale applications is also dis-
cussed.
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Combined Parameter and Shape Optimization of
Electric Machines with Isogeometric Analysis Us-
ing Second Derivatives

In design optimization problem, both parameter and shape
optimization play critical roles in improving model perfor-
mance. However, traditional optimization approaches of-
ten treat these aspects separately. This work presents a
framework that integrates parameter and free form opti-
mization, where the domain and the Partial Differential
Equation modeling the physical system are discretized us-
ing Isogeometric Analysis. Using the adjoint method, we
compute the gradients of an objective function with respect
to both, the parameters and the control points that define
the geometry. Furthermore, we incorporate second deriva-
tives with respect to the control point and the parameters
into the framework to reduce the computational cost of
the optimization process. The proposed method is demon-

strated by its application to a nonlinear 2D magnetostatic
simulations of a state-of-the-art Permanent Magnet Syn-
chronous Motor reconstructed by the commercial software
JMAG in the open-source framework GeoPde, but it can
be applied to any structural optimization problem with an
elliptic constraint. The results are compared with designs
optimized by parameter or shape optimization alone. Our
results show that the simultaneous adjustment of rotor pa-
rameters and shape can significantly reduce the permanent
magnet mass and nearly eliminate the torque ripple and by
using second derivatives we can reduce the computational
cost significantly.
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Controlling Shape in Leaves and Batteries

Living systems grow robustly into a remarkable array of
forms, often in the face of external perturbations. Eluci-
dating how this happens is a key challenge in biology, with
massive potential applications in living and bio-inspired
systems, and will require weaving together tools from
mathematics, physics, and biology. Here using bacterial
cell envelopes and plant tree leaves as examples of growing
structures that can be abstracted as thin elastic shells, I
will describe how models when informed by experiments
can be essential in discovering the regulatory mechanisms
involved in controlling shape. Lastly, I will discuss ongo-
ing work connecting data and model-driven approaches and
how understanding shape control in living organisms may
help us design better solid-state batteries.
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A Framework for Inverse Problems: Manifold Har-
monics for Parameterizing the Differential Growth
of Plates and Shells

Shape-shifting sheets are attracting growing interest across
diverse fields, including soft robotics, 4D printing, and ki-
netic architecture. When external stimuli, such as tem-
perature or light, act on an initially flat thin sheet they
induce local residual stresses. This causes the sheet to un-
dergo in-plane stretching and out-of-plane bending as it
seeks a nearly stress-free configuration that can be embed-
ded in 3D space. By controlling local differential growth,
flat sheets can be programmed to morph into a given tar-
get shape. Finding the exact growth field that morphs an
initial configuration into a given target one is generally a
hard task and numerically prohibitive for large problems.
However, parameterizing the growth field on a global basis
can significantly reduce the size of the inverse problem. In
this study, we use the manifold harmonics (MH) to param-
eterize the growth field onto the initial configuration of a
given target shape. We first compute the manifold har-
monics using the discrete Laplace-Beltrami operator, then
express the growth field as a combination of linear weights
associated with each basis. By ranking these harmonics
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based on their eigenvalues, we can achieve a hierarchical
spatiotemporal progression from the initial configuration
to the target shape. We also investigate various mapping
techniques to flatten target shapes and their corresponding
harmonics.

Mahmoud S. Shaqfa
Massachusetts Institute of Technology
mshaqfa@mit.edu

MS290

Robust Adaptive Meshing for PDEs with Nons-
mooth Solutions and Distribution Transformer

In computational science and engineering, adaptive mesh
generation is necessary to resolve the singularity in the
PDE solution in order to achieve desired accuracy with
as little computational overhead as possible. An indis-
pensable component is the a posteriori error estimation.
For challenging problems, the robustness of a posteriori er-
ror estimates with respect to high contrast PDE parame-
ters is critical for detecting singular layers and/or avoiding
over-refinement. We will present robust a posteriori er-
ror estimators for PDEs with high-contrast coefficients, in-
cluding elliptic interface problems and convection-reaction-
diffusion equations. The robustness is demonstrated via
extensive numerical examples. In the second part of the
talk, we present a new deep neural network-based distri-
bution transformer for generating structured distributions
with applications to machine learning.
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Adaptive Finite Difference Solution for Fractional
Boundary Value Problems

It is known that the solution to the Dirichlet boundary
value problem of the fractional Laplacian operator on a
bounded domain exhibits large gradient near the domain
boundary. Finite difference and finite element methods
show slow convergence as the mesh is refined if a quasi-
uniform mesh is used. In this talk we will present a study
on how an adaptive moving mesh method can be used for
the underlying problem. A newly developed grid-overlay
finite difference method is used to discretize the fractional
Laplacian. Numerical results will be presented to verify
the second-order convergence of the method on adaptive
meshes.
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Recent Advances in the Target-Matrix Optimiza-
tion Paradigm for High-Order Mesh Optimization

The Target-Matrix Optimization Paradigm (TMOP) is a
technique for adapting high-order meshes. In this method,
optimized mesh nodal positions are determined by mini-
mizing a functional that depends on each element’s cur-
rent and target geometric parameters: size, aspect-ratio,
skew, and orientation. In previous work, we have demon-
strated use of TMOP for solution-driven adaptivity in two-
and three-dimensional problems. Recently we have aug-
mented the TMOP-based functional with a penalization

term that depends on a subset of mesh nodes aligning
with a target surface prescribed as the zero of a level-
set function. Minimizing this functional for a given mesh
and a level-set thus results in a body-fitted mesh with
good element quality. This technique has proven to be ef-
fective for automating meshing in topology optimization
featuring complex curvilinear geometries. We augment
the mesh-fitting approach with hp-adaptivity to produce
mixed-order meshes that are more computationally effi-
cient than uniform meshes. We also incorporate Auto-
matic Differentiation for computation of gradients of the
mesh quality metrics required for the minimization of the
TMOP function using the Newton’s method. The pro-
posed high-order mesh optimization approach is purely al-
gebraic, and extends to different element types (quadrilat-
erals/triangles/tetrahedron/hexahedra) in two- and three-
dimensions.
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Adaptive Mesh Strategies for Wave Propagation
Problems

Adaptive mesh refinement (AMR) is crucial for achiev-
ing efficient numerical simulations of large time-dependent
problems. However, incorporating explicit-in-time meth-
ods into a spacetime AMR framework presents signifi-
cant challenges, particularly due to the stringent stabil-
ity constraints imposed by time-stepping algorithms. In
this presentation, we introduce a novel spacetime adaptive
mesh refinement technique that addresses these challenges
through advanced refinement strategies. Numerical results
for the linear transport equation and acoustic wave equa-
tion will be presented.
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Learning Reduced Order Models with a
Parametrized Rational Structure Using Low-
Rank Barycentric Forms

Rational approximation is a powerful tool for capturing
the behavior of complex physical systems. The AAA
algorithm [Nakatsukasa et al., The AAA Algorithm for
Rational Approximation, 2018] computes such approxima-
tions in a data-driven setting by combining interpolation
and least-squares optimization in an iterative framework.
Many systems of practical interest have an underlying
parametrized structure which should be preserved by
rational approximation algorithms. The p-AAA algorithm
[Carracedo Rodriguez et al., The p-AAA Algorithm for
Data-Driven Modeling of Parametric Dynamical Systems,
2023] does this by extending the AAA algorithm to
the multivariate rational approximation setting. In this
framework rational approximants are represented in
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terms of a multivariate barycentric form H(s, . . . , p) =(∑k
i=1 · · ·

∑q
j=1

βi...j

(s−σi)···(p−πj)

)/(∑k
i=1 · · ·

∑q
j=1

αi...j

(s−σi)···(p−πj)

)
.

Especially, when moving to many variables s, . . . , p, evalu-
ating H and determining the barycentric coefficient tensor
α becomes computationally demanding. Motivated by this
fact, we introduce new barycentric forms which are based
on low-rank decompositions of the tensor α. We discuss
the computational benefits of our derived representation
and demonstrate its effectiveness in practice.
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Colora: Continuous Low-Rank Adaptation for Re-
duced Implicit Neural Modeling of Parameterized
Partial Differential Equations

This work introduces reduced models based on Continuous
Low Rank Adaptation (CoLoRA) that pre-train neural net-
works for a given partial differential equation and then con-
tinuously adapt low-rank weights in time to rapidly predict
the evolution of solution fields at new physics parameters
and new initial conditions. The adaptation can be either
purely data-driven or via an equation-driven variational
approach that provides Galerkin-optimal approximations.
Because CoLoRA approximates solution fields locally in
time, the rank of the weights can be kept small, which
means that only few training trajectories are required of-
fline so that CoLoRA is well suited for data-scarce regimes.
Predictions with CoLoRA are orders of magnitude faster
than with classical methods and their accuracy and param-
eter efficiency is higher compared to other neural network
approaches.
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Structure-Preserving Model Reduction Method for
Lure Network Systems

As the dimension and complexity of network systems con-
tinue to increase, their analysis and control become more
and more challenging. To address this, different model re-
duction methods have been developed to simplify the large-
scale systems. Conventional methods such as balanced
truncation, moment matching and Hankel-norm approxi-
mation often overlook the underlying network structure of
a system. In constrast, clustering-based model reduction
offers a structure-preserving solution for network systems.
However, the existing research has primarily focused on
reducing linear network systems. In this work, we extend
the clustering-based model reduction framework to sim-
plify thenetwork of a class of nonlinear systems, namely

Lur’e network systems. The presented method not only
preserves the network structure in the reduced systems but
also has the potential to retain some important properties
including stability, controllability and observability. Fur-
thermore, an explicit bound on the approximation error
will also be discussed.

Yangming Dou
University of Groningen
y.dou@rug.nl

Xiaodong Cheng
Wageningen University & Research
xiaodong.cheng@wur.nl

Jacquelien M. Scherpen
Rijksuniversiteit Groningen
j.m.a.scherpen@rug.nl

MS291

Model Reduction of Network Systems and Its Ap-
plications in System Simulation Software

Structure-preserving approximation is still an active re-
search area. By preserving or mimicking relevant geometric
structures such as, e.g., conservation laws or symplectici-
ties, unphysical solution behavior and numerical instabili-
ties can be avoided in many cases. Our model reduction ap-
proach is analyzed using energy-based modeling concepts,
such as the port-Hamiltonian formalism. A particular fo-
cus of the talk also lies on the realization of the snapshot-
based model order- and complexity-reduction. While ben-
eficial for the robustness and performance of the reduced
models, the compatibility conditions pose a challenge in the
training phase. Appropriate adaptions of the conventional
model reduction methods will be presented.
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Robust Discretization for Incompressible Fluids
with Variable Density and Applications to Turbu-
lent Thermal Convection

We present two time discretization of the incompressible
Navier-Stokes equations with variable density and dynam-
ical viscosity. The first method uses the couple momen-
tum, equal to the density times the velocity, and pres-
sure as primary unknowns. The diffusion term is rewrit-
ten appropriately so the resulting stiffness matrix is time-
independent. The method yields a robust and conditionally
stable scheme that is suitable for high order finite element
and spectral methods. Then, we introduce a method that
couples the momentum, velocity and pressure as primary
unknown where the relation between the momentum and
velocity is enforced weakly (i.e. it now becomes a con-
straints). The resulting scheme yields a better stability and
energy preserving properties than the first one. Theoret-
ical results on the convergence properties of both scheme
will also be presented. Both methods are first validated
numerically using manufactured solutions before being ap-
plied to two-layered fluids problems with turbulent thermal
convection.
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Finite Element Numerical Schemes for the Navier-
Stokes-Cahn-Hilliard System with Degenerate Mo-
bility

Many scientific, engineering, and industrial applications
related with hydrodynamics and materials science appli-
cations are based on the understanding of the evolution
of the interface between two or more immiscible fluids.
A very effective approach for representing interface prob-
lems is the diffuse interface/phase field approach, which
describes the interfaces by layers of small thickness and
whose structure is determined by a balance of molecular
forces, in such a way that the tendencies for mixing and
de-mixing compete through a non-local mixing energy. In
particular, the Navier-Stokes-Cahn-Hilliard system was in-
troduced to model the behavior of a mixture of two incom-
pressible, viscous Newtonian fluids with the same constant
density. During this talk I will present two new numerical
schemes to approximate the Navier-Stokes-Cahn-Hilliard
system with degenerate mobility using finite differences in
time and finite elements in space. The proposed schemes
are conservative, energy-stable and preserve the maximum
principle approximately (the amount of the phase variable
being outside of the interval [0, 1] goes to zero in terms of a
truncation parameter). Additionally, I will present several
numerical results to illustrate the accuracy and the well
behavior of the proposed schemes, as well as a compari-
son with the behavior of the Navier-Stokes-Cahn-Hilliard
model with constant mobility.

Giordano Tierra
University of North Texas
gtierra@unt.edu

MS292

Structure Preserving Methods for Ideal Mhd

In this talk, we present our recent developments in the
numerical approximation of the MHD system. The equa-
tions are approximated using the continuous finite element
method in space, with high-order time integration meth-
ods, such as Runge-Kutta and Crank-Nicholson schemes,
applied for time evolution. Due to the convective nature
of the MHD system, finite element approximations can
be unstable, so we introduce viscous regularization as a
numerical stabilization term. We also investigate various
thermodynamic properties of the system, including invari-
ant domains: positivity of density and internal energy, and
entropy production of the specific entropy. At the PDE
level, we prove that these properties hold. At the discrete
level, we apply the Marchuk-Strang splitting technique to
separate the MHD equations into convection and source
components and prove that the scheme preserves invariant
domains. Additionally, the divergence-free finite element
space is used to approximate the magnetic field, ensuring
the exact preservation of the involution constraints.
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A Conforming Interface Approach for Rarefied Gas
and Solid Phase Transitions

In moving boundary problems, the physical field equa-
tions are coupled with the changing domain in a non-linear
way. A prominent example of this is the Stefan problem,
the classical phase-change problem. We aim to develop
a method that describes the transition between a rarefied
gas and a solid. The underlying equations are complex and
produce strong boundary layer effects [Weniger et al., Int.
J. Heat Mass Transf., 2023]. The most flexible methods for
general phase transition problems are based on a fixed com-
putational mesh that is not interface-conforming, e.g., the
Level-Set method, Phase-field method or Volume-of-Fluids
method [Elgeti and Sauerland, Arch. Comput. Methods
Eng., 2015]. Interface conditions are then imposed by inter-
polation. In the context of rarefied gas phase transitions,
the interface and its discontinuity conditions need to be en-
forced as accurately as possible, as the produced boundary
layer effects shape the bulk solution. We therefore present
a conforming interface method based on standard Finite
Elements and the Level-Set method with exact remeshing
by reconstructing the interface. This way, the interface
conditions can be imposed directly at the interface, perfect
mesh refinement is possible, and the flexibility of arbitrary
topology changes of the Level-Set method is inherited. The
method is designed to allow the Finite Element solver and
the meshing tool to be interchangeable and adaptable, en-
suring maximum compatibility and versatility.
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Efficient Parallel Multigrid Methods with the
DEAL.II Library

This talk presents the implementation of efficient multigrid
methods for high-order finite element problems. We con-
centrate on hybrid h- and p-multigrid ingredients discussed
in [N. Fehn et al., Hybrid multigrid methods for high-
order discontinuous Galerkin discretizations, JCP 2020]
and [P. Munch et. al., Efficient distributed matrix-free
multigrid methods on locally refined meshes for FEM
computations, ACM TOPC 2023] for the level transfer
and matrix-free evaluation for the level operators. We
will present comprehensive performance comparison of
Chebyshev-accelerated smoothers of point-Jacobi, block-
Jacobi and additive Schwarz type in terms of the compute
intensity, memory access and communication in a mas-
sively parallel setting for both SIMD-accelerated multi-core
CPUs and GPU systems.
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Communication-Aware Multigrid-Based Solvers
with Matrix-Free Finite Element Operators

We consider large-scale implicit solvers for the numerical
solution of partial differential equations (PDEs). These
solvers require the high-bandwith networks of an HPC sys-
tem for a fast time to solution. However, increasing vari-
ability in performance of the HPC systems, most likely
caused by variable communication latencies and network
congestion, makes the execution time of solver algorithms
unpredictable and hard to measure. In particular, latency
variability makes the reliable comparison of different al-
gorithms and implementations difficult or impossible on
HPC. The purpose of this talk is twofold: first, we present
statistical techniques for separating HPC performance data
for individual iterations of our multigrid-preconditioned
Krylov solver into different levels of system latency, allow-
ing us to, for example, identify and remove time periods
when extremely high system latencies throttle application
performance and distort performance measurements. Sec-
ond, we present new communication-hiding methods for
the matrix-free matrix-vector products occurring during
multigrid smoothing iterations and outer Krylov solver or-
thogonalization. We implement our communication hiding
methods for the matvec routine in the large-scale mantle
convection code Rhea, and provide performance analysis of
the Stokes solver on the Anvil and Frontera supercomput-
ers using our new analysis techniques.
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Cache-Optimized Implementation of Multigrid
Methods

In order to generate the high computational intensity
needed on modern hardware, we consider block smoothers
based on domain decomposition. These are known to yield
fast converging methods and can be implemented in several
ways, additive and multiplicative or as a preconditioner
and combined with the residual computation. Using a sim-
ple performance model, we will discuss how these choices
affect the performance of such methods on hardware with

memory bottlenecks. We then discuss a cache-aware CPU
implementation and present results. On GPU, the perfor-
mance is also limited by the bottleneck to main memory,
but access to cached data in on-device memory can pose a
second one. We show ways to alleviate this slow-down and
obtain a second roofline model. The presentation closes
with performance results for Poisson and Stokes problems
exhibiting the feasibility of our approach.
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Matrix-Free Multigrid Block-Preconditioners for
Higher Order Discontinuous Galerkin Discretiza-
tions

Efficient and suitably preconditioned iterative solvers
for elliptic partial differential equations (PDEs) of the
convection-diffusion type are used in all fields of science and
engineering. To achieve optimal performance, solvers have
to exploit the high arithmetic intensity of modern many-
core CPUs. The computationally most expensive compo-
nents of the solver are the repeated application of the linear
operator and the preconditioner solve. For discretisations
based on higher-order Discontinuous Galerkin methods,
sum-factorisation techniques result in a dramatic reduction
of the computational complexity for the matrix-free oper-
ator application. However, an algorithmically optimal hp-
multigrid preconditioner also requires the repeated inver-
sion of dense block-matrices in the DG smoother. The ex-
plicit assembly and direct solution of those block-matrices
with a bandwidth-bound LU- or Cholesky-factorisation
counteracts any gains from the efficient operator appli-
cation. Here we present an alternative, fully matrix-free
implementation of DG block-smoothers. By inverting the
block-matrices iteratively, it is possible to harness the full
computational power of the CPU. We implemented a hy-
brid multigrid algorithm for high order DG discretisations
in the EXADUNE framework. The effectiveness of this ap-
proach is demonstrated by solving a set of representative
elliptic PDEs of increasing complexity.

Peter Bastian
Interdisciplinary Center for Scientific Computing
University of Heidelberg
peter.bastian@iwr.uni-heidelberg.de

Eike H. Mueller
University of Bath
e.mueller@bath.ac.uk

Steffen Muething
Universitaet Heidelberg
steffen.muething@iwr.uni-heidelberg.de

Marian Piatkowski
IWR, Heidelberg University



284 SIAM Conference on Computational Science and Engineering (CSE25)CSE25 Abstracts 283

marian.piatkowski@uni-heidelberg.de

MS294

Interface Design and Performance Evaluation of a
Batched Sparse Direct Solver

Over the course of interactions with various application
teams, the need for batched sparse linear algebra func-
tions has emerged in order to make more efficient use of
the GPUs for many small and sparse linear algebra prob-
lems. In this talk, we present our recent work on a batched
sparse direct solver for GPUs. The sparse LU factorization
is computed by the levels of the elimination tree, leverag-
ing the batched dense operations at each level and a new
batched Scatter GPU kernel. The sparse triangular solve
is computed by the level sets of the directed acyclic graph
(DAG) of the triangular matrix. Batched operations over-
come the large overhead associated with launching many
small kernels. For medium sized matrix batches with not-
so-small bandwidth, using an NVIDIA A100 GPU, our new
batched sparse direct solver is orders of magnitude faster
than a batched banded solver and uses less than one-tenth
of the memory.
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Graph Neural Preconditioners for Iterative Solu-
tions of Sparse Linear Systems

Graph coarsening is a technique for solving large-scale
graph problems by working on a smaller version of the
original graph, and possibly interpolating the results back
to the original graph. Popularized by algebraic multigrid
methods applied to solving linear systems of equations,
graph coarsening finds a new chapter in machine learning,
particularly graph-based learning models. However, it is
challenging to naively apply existing coarsening methods,
because it is unclear how the multigrid intuition matches
the machine learning problem at hand. We develop an
objective-driven approach by explicitly defining the coars-
ening objective, which admits a geometric interpretation-
maintaining the pairwise distance of graphs. We derive
the objective function by bounding the change of the dis-
tance and show its relationship with weighted kernel k-
means clustering, which subsequently defines the coarsen-
ing method. We demonstrate its effective use in graph
regression and classification tasks.

Jie Chen
MIT-IBM Watson AI Lab, IBM Research
chenjie@us.ibm.com

MS294

Matrix Completion Algorithm in Butterfly Format

Low-rank completion algorithms have been widely stud-
ied and applied in both matrix and tensor settings. These
algorithms typically assume that only a fixed subset of en-
tries of the matrix/tensor (permitting structured decom-
positions) have been provided and leverage iterative meth-
ods to construct an approximate low-rank representation.
For matrices representing discretized oscillatory operators,
a single low-rank representation can yield very high nu-
merical ranks and require an impractical number of known
entries for the completion algorithm. In these cases, but-

terfly decomposition can be leveraged to attain more effi-
cient representations. In this work, we propose a matrix
completion algorithm to reconstruct a butterfly decompo-
sition, requiring only O(nlogan) number of known entries.
The proposed algorithm first applies low-rank completion
to construct a coarse initial guess, then uses alternating
least square algorithms to iteratively reconstruct the but-
terfly decomposition. Numerical results demonstrating the
rapid convergence and computational efficiency will be pre-
sented.
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MS294

Fast Direct Solvers for Neural Network Least
Squares Approximations

Neural network is a useful tool for function approximations.
However, fast solvers for relevant dense linear systems are
rarely studied. This work gives a comprehensive character-
ization of the ill conditioning of some dense linear systems
arising from shallow neural network function approxima-
tions in one dimensions, and further show some intrinsic
structures that make it feasible to design fast direct solvers.
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Purdue University
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MS295

Mgard: Compression and Refactoring of Scientific
Data with Variable-Order Polynomial Predictors

MGARD (MultiGrid Adaptive Reduction of Data) is an
algorithm for compressing and refactoring scientific data
based on the theory of multigrid methods. The core algo-
rithm is built around stable multilevel decompositions of
conforming piecewise linear finite element spaces, enabling
accurate error control in various norms and derived quan-
tities of interest. We extend this construction to arbitrary
order Lagrange finite elements and propose a reformulation
of the algorithm as a lifting scheme with polynomial pre-
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dictors of arbitrary order. Additionally, a new formulation
using a compactly supported wavelet basis is discussed, and
an explicit construction of the proposed wavelet transform
for uniform dyadic grids is described.

Viktor Reshniak, Qian Gong
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MS295

Overview of Fastmath

The Scientific Discovery Through Advanced Computing
(SciDAC) Program is a computational science program at
DOE that aims to accelerate progress in scientific research
using high performance computing. To achieve this goal,
DOE funds multidisciplinary teams, each of which involves
close collaboration among domain scientists, applied math-
ematicians, and computer scientists. The applied mathe-
maticians and computer scientists in the multidisciplinary
teams, or partnerships, largely come from two SciDAC In-
stitutes, FASTMath and RAPIDS, which are responsible
for providing expertise in applied mathematics, computer
science, and machine learning, and developing state-of-the-
art, scalable algorithms and tools for solving scientific prob-
lems. This talk will provide an overview of the FASTMath
Institute and describe the organization of the institute into
topical areas and the capabilities provided.

Todd Munson
Argonne National Laboratory
Mathematics and Computer Science Division
tmunson@mcs.anl.gov

MS295

Advances in Fastmath Unstructured Mesh Compo-
nents in Support of Doe Fusion Simulation Codes.

Accurate simulations of fusion energy system physics re-
quire consideration of the complex geometries of the system
components. This presentation will present FASTMath ef-
forts on (i) analysis geometry construction for general 3D
configurations, (ii) fully automatic generation of well con-
trolled adaptive meshes to ensure simulation fidelity and
(iii) tools to support the coupling of individual physics
analysis codes across multiple scales. The geometry con-
struction tools support combining CAD and physics geom-
etry to create the desired analysis geometry. Automatic
mesh generators support creation of graded anisotropic
meshes on arbitrary geometric domains, and specialized
mesh generation tools support the specific needs of selected
tokamak and stellarator simulation codes. Massively par-
allel unstructured mesh based particle simulations are sup-
ported by a distributed mesh infrastructure that scales for
both the particles and mesh. Code coupling, from one-
way mesh field coupling to in-memory two-way coupling,
of large-scale parallel simulation codes is supported by a
set of data coordination structures and mesh field trans-
fer operators. The integration and use of these tools into

fusion energy system simulation codes is demonstrated for
several problems of interest.
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MS295

Optimization of Fusion Simulations with Some
Available Derivatives

In the taxonomy of optimization problems, derivative-
based methods can typically be used only when the full
gradient of the objective function is available. However,
for some objectives, the full gradient may not be available,
but some components are. In this talk, we describe an
extension to derivative-free optimization algorithms that
takes advantage of the limited available derivative informa-
tion in this scenario. We present a trust-region algorithm
with objective function models based on Hermite interpo-
lation. The method reduces to the classical derivative-free
method with models based on Lagrange interpolation when
no derivatives are available. We analyze the convergence
properties of this algorithm, and demonstrate numerical
performance both on synthetic problems and on applica-
tions within the magnetic confinement fusion community.

Evan Toler
Argonne National Laboratory
etoler@anl.gov

MS296

Differentiable Simulations for Mechanical Property
Measurement: From Articulated Robots to Non-
Newtonian Fluids

Traditional methods for measuring mechanical properties
often require specialized equipment that is costly, complex
to set up, and limited to assessing a single property at a
time. In this talk, we present an innovative approach using
differentiable simulations to inversely determine mechani-
cal properties from straightforward experimental observa-
tions. This method is validated across diverse systems,
including articulated robots and non-Newtonian fluids like
ketchup, demonstrating the versatility and efficiency of this
simulation-based technique in various robotics and mate-
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rial contexts.

Peter Yichen Chen
MIT CSAIL
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Comparison of Ad-Driven Finite Element Updat-
ing and Virtual Fields Method for Material Model
Calibration from Full-Field Data

The two primary approaches in the experimental mechan-
ics’ community for calibration from full-field DIC data
are known as finite element model updating (FEMU) and
the virtual fields method (VFM). In the VFM, the ob-
jective function is a squared mismatch between internal
and external virtual work or power instead of measured
and predicted displacement or strain subject to PDE con-
straints In FEMU, an objective function that quantifies the
weighted mismatch between model predictions and corre-
sponding experimentally-measured quantities of interest is
minimized by iteratively updating the parameters of an FE
model using an optimization algorithm. While FEMU is
seen as more flexible, practitioners generally prefer VFM
over FEMU because the latter is more computationally de-
manding. However, these comparisons are usually made
by approximating gradients with finite difference schemes.
However, for both cases, forward and adjoint sensitivities
can be used to compute the gradient at considerably less
cost than its calculation from finite difference approxima-
tions. Hence, in this talk, we rigorously compare VFM and
FEMU in the context of automatic differentiation which
lowers the computational cost of FEMU significantly. To
this end, the two methods are tested on different elastic
and inelastic constitutive behaviors and the influence of
noise on the accuracies of both methods is studied.
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MS296

Calibration of Elastoplastic Constitutive Model
Parameters from Full-field Data with Automatic
Differentiation-based Sensitivities

The two most widely used inverse methods in the ex-
perimental mechanics community are finite element up-
dating (FEMU) and the virtual fields method (VFM).
Both approaches take full-field deformation measurements
provided by digital image correlation (DIC) techniques
and load data as inputs and yield estimates of constitu-
tive model parameters. Techniques from local sensitiv-
ity analysis have been applied in various fields to produce
numerically-exact sensitivities though the formulation and
solution of auxiliary linear partial differential equations
(PDEs). They require an invasive modification of standard

FE formulations, but they also reduce the computational
cost of inversion relative to standard approaches that rely
on finite difference approximations. There are three chal-
lenges with the application of such methods to plasticity
models. The first is the proper treatment of the coupled
nature of the internal variables evolution equations and the
equilibrium PDE in the derivation of the sensitivity compu-
tations. The second is the history-dependence inherent in
these models, which causes the sensitivities to vary in time.
The final obstacle is the complex and often tedious deriva-
tion of the sensitivities for a given constitutive model. We
use automatic differentiation (AD) to solve this problem.
We present results from the application of our AD-based
approach to calibration from experimental measurements
of full-field displacement data obtained via stereo DIC.

Daniel T. Seidl
Sandia National Lab
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Sensitivity Analysis and Design Optimization of
Lagrangian Shock Hydrodynamics

OptimiSM is a library for posing and solving problems in
solid mechanics using the finite element method. The cen-
tral theme of this project is exploring how to get better
performance and robustness by taking advantages of the
tools of variational calculus. OptimiSM uses Lagrangian
field theory to pose hard nonlinear solid mechanics prob-
lems as optimization problems, and then uses powerful op-
timization methods to solve them efficiently and reliably.

Brandon Talamini
Lawrence Livermore National Laboratory
talamini1@llnl.gov
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Particle-in-Cell Particle Grid Adaptivity and Re-
sampling

Particle methods for advective flows require periodic re-
sampling or remapping of distribution function because
the particle grid becomes distorted from its original, pre-
sumable high quality, configuration from the dynamics of
the physics and no longer be an effective grid, resulting
in numerical problems such as ”particle noise”. This pro-
cess is akin to adaptive mesh refinement in a continuum
method and is a fundamental method required for modern
discretizations of PDEs. This talk presents a new frame-
work that allow for remapping a distribution to almost any
new particle distribution with a simple and well posed al-
gorithm that can support any adaptivity strategy, such as
”quite start” in magnetized plasmas, or any application
specific grid optimizations, as well as traditional grid effi-
ciency metrics of mesh adaptivity and application specific
metrics like minimizing entropy generation. This algorithm
also conserves an arbitrary number of moments of the dis-
tribution exactly. The approach will be demonstrated with
the two-stream instability electrostatic plasma problem in
one spatial and one velocity dimension using PETSc.

Mark F. Adams
Lawrence Berkeley National Laboratory
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Using TRIXI.JL for Adaptively Coupling Multi-
physics Problems

To couple arbitrary multiphysics problems we make use of
the numerical simulation framework Trixi.jl. In our imple-
mentation the coupling happens through the exchange of
corresponding boundary values. The user is free to define
any type of coupling function, which allows for different
kind of physics. In particular, our method is capable of
coupling a hierarchy of systems. To capture dynamical
change we also show adaptively coupled simulations done
with our implementation. There, the domain boundaries
can chance dynamically with the change criterion left up
to the user to define. One application is the propagation of
magnetic fields in space where we solve the magnetohydro-
dynamic equations only for the part of the domain with a
significant magnetic field.

Simon Candelaresi, Michael Schlottke-Lakemper
University of Augsburg
simon.candelaresi@uni-a.de, michael.schlottke-
lakemper@uni-a.de
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Simulating Magnetic Reconnection Using the Petsc
Particle-In-Cell Framework

Numerical solutions to the Vlasov-Maxwell equations
have important applications in solar and magnetospheric
physics. At the microscale, electrons and ions capture en-
ergy released from powerful magnetic events, such as recon-
nection, and in-turn play a role in driving the macroscopic
systems. Advancements in plasma modelling provide im-
portant insights used to design the next generation of solar
imagers and other instruments. The goal of this research is
to extend the existing electrostatic, Vlasov-Poisson, PETSc
Particle-in-Cell (PETSc-PIC) framework to self-consistent
electromagnetic systems. In the Vlasov-Maxwell PETSc-
PIC framework, Maxwells equations are solved using the
finite element method while the Vlasov equation is solved
with conservative, explicit basic symplectic time integra-
tors. Collisions may be added to the formulation by means
of a particle-basis Landau collision operator. With an elec-
tromagnetic, Vlasov-Maxwell, PETSc-PIC model, we may
study the kinetic-scale transfer of magnetic energy to parti-
cles in reconnection systems, such as Harris current sheets.

Daniel Finn
University at Buffalo
dsfinn@buffalo.edu
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Entropy Minimization in Resampling

We look at the particle remapping problem for PIC dis-
cretizations of kinetic plasma physics problems. In addi-
tion to conservation and projection properties, we look at
the behavior of the entropy of the distribution. Since we
have the entropy gradient from evaluation of the collision
operator, we explore its use in remapping particles.

Matthew G. Knepley
University at Buffalo
Department of Computer Science and Engineering

knepley@gmail.com
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Distributed Zeroth-Order Gradient Tracking
Methods for Heterogenous Systems

We consider two classes of stochastic mathematical pro-
grams with equilibrium constraints (MPECs) over net-
works. These include single-stage and two-stage dis-
tributed stochastic MPECs. Of these, the first prob-
lem class is motivated by addressing heterogeneity in dis-
tributed learning, while the second problem class is moti-
vated by transportation system design under uncertainty.
We develop provably convergent gradient tracking algo-
rithms for solving stochastic MPECs over networks, where
computing agents can communicate with their neighbors
over an undirected connected network. To this end, we
propose two novel methods: single-stage distributed im-
plicit zeroth-order stochastic gradient tracking (DiZS-GT-
1s) and its two-stage variant (DiZS-GT-2s). We establish
convergence properties and derive new iteration and sam-
ple complexity bounds. We further present preliminary
numerical experiments to compare the performance of the
proposed methods across various network configurations
with the centralized counterparts.

Mohammadjavad Ebrahimi
Rutgers University
me586@scarletmail.rutgers.edu)
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Convergence Analysis for Randomized Linear Gra-
dient Compression with Applications to Private
Training

In distributed optimization, the communication of model
updates can be a performance bottleneck. Consequently,
gradient compression has been proposed as a means of in-
creasing optimization throughput. This may be particu-
larly useful in distributed private training scenarios, where
the participating entities may be geographically far apart
and subject to higher communication costs. Recent work
investigated how the iteration penalty depends on the in-
teraction between compression and problem structure. It
was shown that for several distributions of compression ma-
trices, among them random orthogonal matrices, the im-
pact of compression on convergence can be quantified in
terms of the norm of the Hessian of the objective, using
a norm defined by the compression scheme. The analysis
reveals that in certain cases, compression can benefit from
low-rank structure in the problem. In this work we in-
vestigate the effects of compression in the private training
scenarios. We observe that for training model with differ-
ential privacy, including generative models such as differ-
entially private diffusion models, our bounds predict that
the penalty introduced by compression is significantly re-
duced compared to worst-case bounds that only consider
the compression level, ignoring problem data.

Thomas Flynn
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Privacy-Preserving Federated Learning across
DOE Supercomputers

Privacy-preserving federated learning (PPFL) enables se-
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cure collaboration on foundation models (FMs) across dis-
tributed datasets. This presentation highlights APPFL,
an open-source framework addressing key challenges in
PPFL, including scalability, data heterogeneity, and pri-
vacy preservation. We showcase results from FL exper-
iments conducted across DOE supercomputers (Frontier,
Polaris, and Perlmutter), leveraging Globus Compute and
Proxy Store for resource management. These experiments
demonstrate APPFL’s capability to train models of various
sizes efficiently while maintaining privacy.

Kibaek Kim
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Multimodal Deep Learning for Medical Diagnosis

Acute respiratory distress syndrome (ARDS), a severe form
of hypoxemic respiratory failure with high in-hospital mor-
tality, poses diagnostic challenges that can delay crucial
interventions. Existing predictive models have made use
of individual data sources that include ventilator waveform
data (VWD), chest x-rays, and electronic health records to
screen patients for ARDS, but no model has incorporated
all three. This talk will explore some of the deep learning-
based approaches we have explored to combine the three
modalities into a single predictive model to improve the
accuracy and speed of ARDS detection. The approaches
could serve as a framework for use in other healthcare set-
tings, where modalities with complementary information
could be combined to improve upon the predictive perfor-
mance of single-modality models.

Stefan Broecker
University of California, Davis
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Bayesian Discovery on Governing Equations

Spatio-temporal modeling of real-world data presents sig-
nificant challenges due to high-dimensionality, noisy mea-
surements, and limited data. In this talk, we introduce two
frameworks that jointly solve the problems of sparse iden-
tification of governing equations and latent space recon-
struction: the Bayesian SINDy autoencoder and SINDy-
SHRED. The Bayesian SINDy autoencoder leverages a
spike-and-slab prior to enable robust discovery of governing
equations and latent coordinate systems, providing uncer-
tainty estimates in low-data, high-noise settings. In paral-
lel, SINDy-SHRED (sparse identification of nonlinear dy-
namics with shallow recurrent decoder network) integrates
Gated Recurrent Units (GRUs) with a shallow decoder
network to model temporal sequences and reconstruct full
spatio-temporal fields using only a few sensors. Our pro-
posed methods utilize a SINDy-based regularization. Be-
ginning with an arbitrary latent state space, the dynamics
of the latent space progressively converges to a SINDy-class
functional. We conduct a systematic experimental study
including synthetic PDE data, real-world sensor measure-
ments for sea surface temperature, and direct video data.
Particularly, SINDy-SHRED demonstrates robust gener-
alization in a variety of applications with minimal to no
hyperparameter adjustments. The interpretable SINDy
model of latent state dynamics enables accurate long-term
video predictions, achieving state-of-the-art performance

among all baseline methods considered.
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Coincident Learning for Beam-Based Rf Station
Fault Identification Using Phase Information at
Slac Linac Coherent Light Source

The vast amount of data generated by accelerators makes
manual monitoring impractical due to its labor-intensive
nature. Existing machine learning solutions often rely
on labeled data, manual inspection, and hyperparameter
tuning, which limits their scalability. To address these
challenges, we leverage coincidence learningan unsuper-
vised technique designed for multi-modal tasksto automat-
ically detect anomalies by identifying coincident patterns
of behavior across two distinct segments of the feature
space. Specifically, we focus on anomaly detection for
radio-frequency (RF) stations at the SLAC Linac Coher-
ent Light Source (LCLS). By analyzing shot-to-shot data
from the beam position monitoring system alongside data
from RF stations, we can identify the source of changes
in the accelerator’s status. Previous studies on RF sta-
tions produced reasonable results using time-asynchronous
amplitude data, but ignored the richer information from
time-synchronous phase data due to its complexity. We
find that using neural networks to analyze the phase data
enables the detection of anomalies that amplitude-based
detection missed. Additionally, the rich information con-
tained in the phase data facilitates clustering of anoma-
lies into distinct categories, each with unique signatures.
This categorization brings us closer to identifying the root
causes of issues within the RF stations.

Jia Liang
Stanford University
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Improving Particle Filters Using Deep Probabilis-
tic Models

Particle filters (PFs) are powerful tools for state estima-
tion in non-linear and non-Gaussian systems. However,
traditional PFs can be computationally expensive, espe-
cially in high-dimensional problems. These challenges arise
from the reliance on importance sampling, typically using
the transitional density as the importance density, which
neglects the most recent observations and often leads to
particle degeneracy. The Unscented Particle Filter (UPF)
attempts to address this issue using a Gaussian importance
density derived from the Unscented Kalman Filter (UKF).
However, UPFs require UKF updates for every particle at
every step, making them computationally more demand-
ing. This work proposes a novel approach to improve the
efficiency of PFs by using deep probabilistic models to learn
a suitable importance density. This learned importance
density is then used to generate particles more consistent
with the true state, leading to more efficient estimation.
The effectiveness of the proposed method is demonstrated
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through numerical examples using the Lorenz96 model.
Results show that the proposed method achieves lower
estimation errors while using significantly fewer particles
compared to traditional PFs and UPFs. This improved
efficiency makes the proposed method particularly well-
suited for high-dimensional, non-linear, and non-Gaussian
systems.

Apoorv Srivastava
Stanford University
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Tensor Methods in Deep Learning and Ai4science

Tensor methods have a long and rich history across di-
verse scientific fields. Despite their ability to enable signif-
icant parameter savings, computational efficiency, and en-
hanced performance in various applications, their adoption
in deep learning remains limited. As deep learning increas-
ingly drives scientific innovation (AI4Science), we stand at
a crossroads with new opportunities for broader integration
of tensor-based methods. This presentation will explore
the current landscape of tensor methods in deep learning,
examining the barriers to their wider adoption and the op-
portunities they present for modern machine learning.
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Tensor Network Solvers for Neutron Transport

Tensor networks techniques, known for their low-rank ap-
proximation ability of large tensors and matrices, have re-
cently been successfully applied to simple discrete ordi-
nates, multi-group, neutron transport eigenvalue problems.
Recent research has focused on solving realistic problems
using tensor networks such as those solved when design-
ing nuclear reactors. We discuss the advantages and lim-
itations of tensor network methods when solving the dis-
cretized neutron transport equation. We discuss the im-
pacts of physical geometric features and nuclear data on
tensor rank, compression, and solution times. We also dis-
cuss a generalization of previous work to time-dependent
neutron transport. As tensor networks become another
tool in solving PDE’s, the high-dimensional nature of the
hyperbolic discretized neutron transport equation presents
a rigorous challenge to these methods.
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A Semi-Lagrangian Adaptive-Rank Method (slar)
for Linear and Nonlinear Transport Pdes

High order semi-Lagrangian methods for kinetic equations
has been well-developed in the past few decades. In

this work, we propose a semi-Lagrangian finite difference
method that explore the adaptive-rank structure of the
Vlasov-Poisson solution to further improve computational
efficiency. Besides using extra large time stepping sizes via
the semi-Lagrangian setting, the proposed method explores
the low rank structure of the Vlasov solution by the cross
approximation of matrices, which is also known as the CUR
decomposition or pseudo-skeleton approximation. Such ap-
proximation could be obtained by selecting the columns
and rows that best represent the solution matrix via a ran-
domized pivoting strategy. Following the semi-Lagrangian
update of the Vlasov solution via cross approximation, we
apply a singular value truncation, as well as a mass con-
servative projection, of the Vlasov solution, for numerical
stability and local mass conservation. The computational
complexity scales linearly with respect to the mesh size N
per dimension, in contrast to a N2 for traditional full rank
schemes, in each time step. A wide range of benchmark
tests are performed, to demonstrate the efficiency and ef-
fectiveness of the proposed scheme.
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MS301

Dimensionality Reduction in Modeling Atmo-
spheric Impacts on Extreme Weather

Accurately modeling atmospheric phenomena like the
Quasi-Biennial Oscillation, El Nio-Southern Oscillation
(ENSO), stratospheric warming events, and large high-
and low-pressure systems is essential for predicting weather
patterns, hurricanes, and extreme events like storm surges.
However, existing computational models face challenges,
particularly due to the high cost of fine-tuning physical
parameters. Dimensionality reduction techniques offer a
way to efficiently estimate and understand these param-
eters by extracting latent features that capture the core
characteristics of complex geophysical data. By explor-
ing these approaches, we gain insights into the influence
of hyper-parameters, paving the way for more precise and
computationally efficient atmospheric modeling.

Riti Bahl
Emory University
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Optimization for Data Driven Reduced-Order
Modeling

The optimal state-feedback gain for the Linear Quadratic
Regulator (LQR) and other control problems is com-
putationally costly to compute for high-order systems.
Reduced-order models (ROMs) can be used to compute
feedback gains with reduced computational cost. However,
the performance of this common practice is not fully under-
stood. We discuss theoretical and empirical results showing
when POD is optimal and propose optimization methods
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to improve on POD when possible.
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Algorithms for Reduced-Order Modeling and Data
Assimilation.

We consider algorithms for the reduced-order modeling
(ROM) of complex turbulent flows that exhibit propaga-
tion of coherent structures and shock waves, such as found
in rocket nozzles. These are multi-scale, multi-physics dy-
namical systems with complex geometries. Our work in-
vestigates the coupling of spatially localized ROMs, the
required interface conditions and the assimilation of sparse
data. We explore conditions for stability and accuracy of
the methods, the use of DEIM and system transformations
(lifting) and consider a different method based on general-
ized Gaussian quadrature. Additionally, we use a simpler
chaotic system as a proxy for turbulence to gain deeper
insights into the performance of these ROMs.

Marc De Vernon
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Learning Physics-Based Reduced-Order Models
from Data Using Nonlinear Manifolds

Despite the remarkable rise of available computing re-
sources, the need for model order reduction to cope with
complex problems is an ever-present reality. Reduced-order
models are imperative in making computationally tractable
outer-loop applications that call for repeated simulation
tasks. They require that one numerically solves the dif-
ferential equations describing the physical system of inter-
est in low-dimensional reduced spaces, in contrast to the
original full-order models. However, traditional model re-
duction techniques often fail to identify a low-dimensional
linear subspace for approximating the solution to many
physics-based simulations. In this talk I will present a
novel method for learning projection-based reduced-order
models of physics-based dynamical systems using nonlin-
ear manifolds. First, we learn the manifold by identifying
nonlinear structure in the data through a general represen-
tation learning problem. The proposed approach is driven
by embeddings of low-order polynomial form. The alge-
braic structure of the system that governs the problem of
interest in the reduced space is revealed by means of a pro-
jection onto the nonlinear manifold. The matrix operators
of the reduced-order model are then approximated, in a
least-squares sense, using data-driven operator inference.
Numerical experiments on a number of nonlinear problems
demonstrate generalizability and the increase in accuracy
that can be achieved.
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MS301

Koopman Theory and Wavelets: A Framework for
Wavelet-based Dynamic Mode Decomposition

In this work, we present an in-depth analysis of the Koop-
man operator using wavelet theory and introduce the
wavelet-based observables. We establish that for the Mor-
let wavelet, the action of the Koopman operator on these
observables takes a simple closed form within a weighted
L2 space. To approximate the Koopman operator numer-
ically, we employ the Extended Dynamic Mode Decompo-
sition method combined with the proposed wavelet-based
observables. The observables are computed using the Syn-
chrosqueezing Transform. We demonstrate the effective-
ness of this approach on the Lorenz and FitzHugh-Nagumo
systems, showing that it performs robustly even in the pres-
ence of moderate noise.

Cankat Tilki, Serkan Gugercin
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MS302

Robot Dynamics Learning and Control Using Port-
Hamiltonian Neural ODE Networks

Accurate models of robot dynamics are critical for safe
and stable control of autonomous mobile robots. This talk
will present machine learning techniques for robot dynam-
ics identification, and discuss the use of learned dynam-
ics models for safe autonomous robot navigation. Physi-
cal systems have configurations that evolve on manifolds
and satisfy energy conservation principles. This moti-
vates the use of neural ordinary differential equations with
(port-)Hamiltonian structure on the system’s configuration
manifold to learn models of system dynamics that respect
kinematics and energy constraints. Such models may be
learned from trajectory data or sensor observations. Their
Hamiltonian structure provides a natural Lyapunov func-
tion candidate to aid in the synthesis of control laws for
stabilization, trajectory tracking, and safety constraint sat-
isfaction.
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MS302

Bringing Numerical Methods and Deep Learning
with Physics-Constrained Differentiable Solvers

Machine learning (ML) is increasingly playing a pivotal role
in spatiotemporal modeling. A number of open questions
remain on the best learning strategies to maximize the util-
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ity of machine learning while ensuring the validity of such
predictions, particularly in limited data scenarios. This
talk will focus on exploring machine learning strategies for
neural PDE solvers, with an emphasis on broad learning
strategies that are applicable across a wide variety of sys-
tems and neural network architectures. Some topics I will
discuss include: using self-supervised learning to change
the basis of learning with spectral methods to solve fluid
dynamics and transport PDE problems, and simulation-
in-the-loop approaches via incorporating PDE-constrained
optimization as a layer in neural networks. In each of these
settings, I will discuss how ML methods can be used with
numerical methods through fully differentiable settings.
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MS302

Certified Learning of Lagrangian Dynamics from
Data with Uncertainty Quantification

I will show how to use Gaussian Process regression to learn
variational ODEs or PDEs from data with guaranteed con-
vergence. From a statistical framework, uncertainty quan-
tification for observables such as the Euler-Lagrange op-
erator and Hamiltonians can be derived. The method is
based on learning local computational stencils that can re-
cover solutions. This strategy is shown to have surprising
extrapolation properties to unseen data regimes.
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MS303

Modeling and Simulating Multiphysics Systems
with Discrete Exterior Calculus

Solving multiphysics systems requires the application of
specialized techniques to the formulation of complex prob-
lems to derive new implementations for each combination
of physical equations in a system. We present the De-
capodes.jl software package that automatically assembles
such multiphysics implementations from specifications in
the discrete exterior calculus using a synthetic differen-
tial geometry approach and using de Rahm complexes as
a discrete model of differential geometry. Attention is paid
to recent developments necessary for the solution of fluid
mechanical models such as pressure projection for Euler’s
and vorticity formulations of incompressible Navier-Stokes
equations.
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MS303

An Application of the DivDiv Complex in Numer-
ical Relativity

The numerical simulation of the evolution of spacetime
poses many challenges. As a first step, in this talk we
are interested in the simulation of the linearized equations

around the Minkowski metric. The resulting problem re-
quires to finding a matrix-valued field satisfying important
but nontrivial constraints. The goal is to show how the
system can be reformulated on the DivDiv complex, in a
way that naturally translates the constraints to the com-
plex. This new formulation can be seen as a special case
of a time-dependent Hodge-Dirac problem. We will then
show how this problem can be efficiently approached using
the framework of exterior calculus.
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MS303

Discretely De Rham Conforming Hierarchical B-
Splines for Stable Fluid Flow

In this presentation, new locally-sufficient rules will be pre-
sented and computationally validated demonstrating accu-
racy and numerical stability of the spline-based hierarchi-
cal B-spline complex of discrete differential forms applied
to fluid analyses. Numerous partial differential equations,
including those important for fluid flow and electromag-
netic phenomena, must discretely obey conservation laws
for numerical stability. In many instances, these conserva-
tion laws can be best represented by using function spaces
for analysis that discretely adhere to the de Rham complex
of differential topology. However, naive approaches for hi-
erarchical refinement of these spline spaces will typically
yield solution spaces that are not inf-sup stable. Herein,
rules that are necessary to guarantee stability are pre-
sented for hierarchical B-spline domains of arbitrary di-
mension. The rules are coupled with numerical results nu-
merically indicating stability of the proposed methods for
the Stokes complex. Finally, preliminary results applied
to the Navier-Stokes equations are presented. In sum, the
proposed methods fill an important need for high-order,
geometrically-accurate, locally-refineable and stable finite
element spaces for fluid and electromagnetic analysis in ar-
bitrary dimensions.
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MS304

Space-time Optimal Control of Electromagnetic
Systems

Maxwells equations are an important modeling component
in a variety of modern engineering applications, ranging
from nanoscale optical devices to magnetic confinement
fusion. Despite the significant advances in the mathe-
matical analysis and numerical methods for the solution
of Maxwells equations, little progress has been made in
our understanding of optimal control and optimal design
problems governed by Maxwells equations. The goal of
this talk is to discuss the mathematical and computational
challenges associated with such optimization problems. A



292 SIAM Conference on Computational Science and Engineering (CSE25)CSE25 Abstracts 291

theoretical framework for the time-discrete forward prob-
lem is developed. Well-posedness of the optimization prob-
lem is then established by the direct method, and the first
order necessary and sufficient optimality conditions are de-
rived. A physics-compatible finite element pair for electric
and magnetic field is used, and the implementation is car-
ried out in an advanced electromagnetic software MrHyDE
(Sandia National Labs). Capabilities of the Rapid Opti-
mization Library (ROL) are used to carry out large scale
optimization.

Yaw Owusu-Agyemang
George Mason University
yowusuag@gmu.edu

Denis Ridzal
Sandia National Laboratories
dridzal@sandia.gov

Harbir Antil
George Mason University
hantil@gmu.edu

Jimmie Adriazola
Arizona State University
jimmie.adriazola@asu.edu

Rohit Khandelwal
George Mason University
rkhandel@gmu.edu

MS304

Time-parallel Optimal Control of Nonlinear Dy-
namical Systems

A key computational challenge in solving dynamic opti-
mization problems is due to the serial nature of conven-
tional forward and reverse (adjoint) time stepping meth-
ods. While some computational gains can be achieved
by parallelizing in time the forward and adjoint solvers,
greater improvements are realized by parallelizing the solu-
tion of coupled optimality systems. In this talk, we present
recent advances toward scalable and efficient time-parallel
optimal control, which are grounded in transformations of
optimality systems that lead to multigrid-in-time schemes.
Our contributions include novel complexity estimates that
rely on scalings inspired by the function-space characteris-
tics of optimal control problems.
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Neural Network Approaches for High-Dimensional
Optimal Control and Transport Problems

We present neural network approaches for high dimen-
sional optimal control and optimal transport problems.
The Neural-HJB method approximates optimal policies,
enabling real-time control while alleviating the computa-
tional burden of traditional approaches. Similarly, the

COT-Flow method applies DNNs to solve dynamic condi-
tional optimal transport problems, which is critical for ap-
plications like sampling and density estimation in Bayesian
inference. Empirical results highlight the effectiveness of
both methods, showcasing their performance compared to
state-of-the-art alternatives.
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MS304

Implicit Shock Tracking - A PDE-Constrained Op-
timization Approach to Accurate Resolution of
High-Speed Viscous Flows

Shock tracking or shock fitting, where the computational
mesh is moved to align mesh element faces with disconti-
nuities, represents non-smooth flow features with the inter-
element jump in the solution basis without requiring addi-
tional stabilization. In our previous work, we introduced
an implicit shock tracking framework that discretizes con-
servation laws on a mesh without knowledge of discontinu-
ities formulated as a PDE-constrained optimization prob-
lem over the discrete solution variables and nodal coordi-
nates of the mesh. The optimization problem is solved us-
ing a full space sequential quadratic programming method
that simultaneously converges the mesh and flow solution
to their optimal values. In this talk, we extend the implicit
shock tracking framework to viscous problems where flow
features (e.g., shocks, boundary layers) are thin features
with steep gradients.
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MS305

A Benchmark Dataset for Evaluating the Privacy
and Utility Risks in Synthetic Health Data

There has been a notable increase in interest and im-
plementation of tabular synthetic data generation (SDG)
models. SDG is typically achieved by modeling a joint dis-
tribution from real data and then generating a synthetic
dataset (SD). The resulting SD should mimic the statisti-
cal properties of the real data while preserving privacy. The
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privacy and utility risks vary among and within SDG tech-
niques. Research shows that the utility and privacy risks
of even the most effective SDG models, such as Genera-
tive Adversarial Networks (GANs), can differ depending
on the dataset used. However, which dataset character-
istics make certain SDG models perform better remains
unclear. Comparisons across studies are complicated by
the use of different datasets, making general conclusions
difficult. A standardized approach is needed to evaluate
the privacy and utility of SDG. Such an approach would
allow developers, users, and regulators to compare SDG
techniques objectively and set performance benchmarks for
specific purposes. In this presentation, we discuss progress
in developing optimized benchmark datasets to differen-
tiate SDG models in terms of privacy and utility. The
discussion covers (i) the modeling (parametrization) of the
dataset space, (ii) various generative models employed, (iii)
privacy metrics applied for optimization, (iv) the optimiza-
tion algorithm used, and (v) the results achieved.
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Evaluation Metrics for Crack Detection with Ma-
chine Learning

As part of the US Department of Energys 3013 surveillance
program, a machine learning model has been developed to
detect cracks in images taken of 3013 canisters used to store
surplus plutonium material. An hourglass neural network
is trained on efficiently labeled training data generated by a
laser confocal microscope or scanning electron microscope.
The highly imbalanced, feature based nature of this data
creates a challenge for evaluating the performance of the
model to optimize its performance.

Stephanie Gamble
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Challenges and Solutions for Developing Machine
Learning Benchmarks on Mission-Driven Scientific
Applications

Algorithms developed in fundamental research settings are
often vastly different from algorithms deployed in real-
world scientific operations. While machine learning (ML)
benchmarks are frequently designed to serve as the foun-
dation for novel state-of-the-art research, benchmarks can
also be designed to serve as a bridge between novel research
and operational ML. In this introductory presentation, we
use ML benchmarks for anomaly detection as a lens to ex-
amine key challenges for creating ML benchmarks that are
both accessible and realistic. Using examples from Sandia
National Laboratoriesas well as the broader literaturewe
survey differences between the benchmark data used in re-
search and the benchmark data used in operations. We
also explore the performance metrics used in fundamental

research compared to full decision pipelines used in opera-
tions. Finally, we provide a brief overview of current and
future solutions for these important problems. SNL is man-
aged and operated by NTESS under DOE NNSA contract
DE-NA0003525

Amelia Henriksen
Sandia National Laboratories
aahenri@sandia.gov

MS306

Distributed Memory Tensor Train Cross for Large
Data

When working with large data sets, the curse of dimen-
sionality places tight restrictions on storage requirements
as well as performing practical computations. In recent
years, significant work has been made towards dealing with
these issues in various forms of tensor decompositions. In
this work, we propose an algorithm for a subtensor parallel
Tensor Train Cross (TT - Cross) decomposition which is fit
for a distributed memory setting. We will show that this
algorithm maintains a low storage requirement, as well as
a small communication cost throughout its stages. This
facilitates for the effective use of large computing systems,
which will utilize local tensor information to construct a
global TT - Cross approximation. Numerical tests will be
presented to display the scaling results as well as storage
requirements in a synthetic benchmark, as well as a tensor
that arises in PDE simulations.
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Towards the Efficient Approximation of Higher-
Order, Tensor-Network Contractions Via a Low-
Rank, Matrix-Free Tensor Decomposition

Tensors (multi-dimensional arrays) are among the most ba-
sic tools for computational modeling. Unfortunately, ten-
sors are plagued by the so called ”curse of dimensional-
ity” which refers to the exponential complexity associated
with accessing and manipulating tensors. To combat the
curse of dimensionality, mathematicians utilize (approxi-
mate) tensor decomposition formats to recast large and
expensive tensors into sets of smaller and more manageable
ones. These decompositions replace exact tensors in tensor-
networks that bottleneck the performance of modeling al-
gorithms. However, it has been shown[Pierce, Rishi and
Valeev, Robust approximation of tensor networks, 2021]
that errors associated with the approximation of tensors
in a network of tensor contractions can have significant
impacts on the overall accuracy of the network. This is
because small perturbations introduced by single tensor
approximations are propagated and amplified through a
tensor-network. We investigate a general means to alle-
viate this error propagation by introducing a matrix-free
tensor decomposition to approximate entire exact tensor-
networks in quantum physics and chemistry applications.
This method does not rely on either the tensor-network
or decomposition format. However, in this study, we fo-
cus our investigation on the application of the canonical
polyadic decomposition because of its favorable structure
and relation to previous studies such as the tensor hyper-
contraction method.

Karl Pierce, Joseph Tindall, Miles Stoudenmire
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Parallel Higher-Order Orthogonal Iteration for
Tucker Decomposition with Rank Adaptivity

HOOI (Higher Order Orthogonal Iteration) also known as
Tucker-ALS (Tucker Alternating Least Squares) is an it-
erative optimization algorithm that uses block coordinate
descent optimization to compress a multidimensional data
tensor into a Tucker tensor (a smaller core tensor and fac-
tor matrices for each dimension). Classic HOOI is rank
specified, which means we can solve for the factor matrices
an using an SVD algorithm to set the factor matrices to
the first rk columns of the left singular vectors. Different
works have attempted to adapt rank specified HOOI into
an error specified variant. But unlike the HOSVD and ST-
HOSVD algorithms, there is no commonly accepted error-
specified version of HOOI. We introduce HOOI-Adapt, a
novel error-specified algorithm that uses a core analysis
technique to select the ranks of the Tucker tensor. Ad-
ditionally, sequential and parallel variants of the proposed
algorithms have been implemented in TuckerMPI. Further-
more, we present performance results on the NERSC Perl-
mutter cluster and perform cost analysis of the proposed
parallel algorithms using the Hockney (alpha-beta-gamma)
performance model.
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Parallel Sylvester Tensor Equation Solvers in the
Tensor-Train Format

Sylvester tensor equations are a class of linear tensor equa-
tions that appear frequently in computational mathemat-
ics and applications. In particular, discretized PDEs with
Laplace-like operators generate these tensor equations with
sparse given matrices. In this talk, we focus on designing
a distributed parallel algorithm for Sylvester tensor equa-
tions in tensor-train (TT) format. The cornerstone of our
solver is the factored alternating direction implicit (fADI)
method to solve Sylvester matrix equations via a sequence
of shifted linear solvers. We use a 1D process partitioning
over the physical dimensions to distribute the TT cores.
We also design a two-directional variation of the solver for
better load balance, and an iterative refinement stage to
improve accuracy.
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Mathematical Modelling of Cancerous Tumour
Growth

The dynamics of cancer cells and their interactions with im-
mune system has been a subject of interest in research over
the years due to the complexity in the interactions between
the tumour cells and the immune system. In this paper, a
model on Cancerous tumour growth which which captures
the effects of lymphocytes in the growth and treatment of

cancer is presented. A numerical analysis of the model in-
dicates that a person with low white blood cells count is
at a high risk when affected by tumour growth. The equi-
librium state of the models is used to determine conditions
for tumour free equilibrium and to verify the effect of white
blood cells. The simulation results reveals that the model
employed is a robust way of studying the dynamics of tu-
mour cells and shows the interactions between the tumour
cells, immune system, drug response and give and an in-
sight into some factors to be considered in the treatment
of cancers.
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MS308

Structure Preserving Hybrid Finite Volume Finite
Element Method for Compressible MHD

In this talk we present a novel and efficient numerical
method for the compressible viscous and resistive MHD
equations suitable for all Mach number regimes. The time-
integration strategy is a semi-implicit splitting, combined
with a hybrid finite-volume (FV) and finite-element (FE)
discretization in space. The non-linear convection is solved
by a robust explicit FV scheme, while the magneto-acoustic
terms are treated implicitly in time. As a direct con-
sequence, the resulting CFL stability condition is based
only on the fluid velocity. The magneto-acoustic terms
are discretized by compatible FE based on a continuous
and a discrete deRham complexes designed using Finite
Element Exterior Calculus (FEEC). Thanks to the use of
FEEC, energy stability, magnetic-helicity conservation and
the divergence-free conditions can be preserved also at the
discrete level. A very efficient splitting approach is used
to separate the acoustic and the Alfvénic modes in such a
fashion that the original symmetries of the PDE govern-
ing equations are preserved. The final algorithm involves
only linear, symmetric, and positive definite algebraic sys-
tems, handled by the simple matrix-free conjugate-gradient
method. While the formulation of the method is very
general, numerical results for a second-order accurate FV-
FEEC scheme will be presented. Higher order accurate
implementation of the presented method is currently un-
der development and, if ready, some preliminary results
will be shown.
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Particle Methods for the Lenard-Bernstein Colli-
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sion Operator

An important part of modeling the behavior of plasmas is
the diffusive action of collisions. There are several types of
collision operators that maintain conservative properties of
a system and model these particle interactions. One such
operator is the Lenard-Bernstein (LB) operator. This work
investigates using a deterministic particle discretization of
this operator to model collisions.
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A Recovery-Based Discontinuous Galerkin Scheme
for the Vlasov-Fokker-Planck Equations

When investigating plasma regimes in which collisional
physics are relevant, the choice of collision operator nat-
urally determines what physical collisional mechanisms
are included in the model. While approximate colli-
sion models are typically adequate when considering the
larger-scale impact of collisions on the bulk plasma veloc-
ity distribution, a more accurate model is required when
proper treatment of the high-energy tails of the distribu-
tion is relevant, such as in fusion plasmas. The nonlinear
Rosenbluth/Fokker-Planck collision operator (FPO) is a
highly accurate treatment of the velocity space advection
and diffusion on a plasma population due to small-angle
Coulomb collisions and includes a velocity-dependent effec-
tive collision frequency for accurate modeling of the high-
energy tails, but this operator is notoriously nontrivial to
efficiently implement numerically. We present results from
a recovery-based discontinuous Galerkin implementation of
the full nonlinear FPO in the plasma simulation frame-
work Gkeyll that is highly accurate and properly captures
the cross derivatives in the diffusion term. The scheme is
conservative in mass, momentum, and energy through cor-
rections to the drag and diffusion coefficients. Integrals are
precomputed and written to computational kernels that are
called at runtime, dramatically reducing the computational
expense of this complex model.
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Well-Balanced Schemes for Shallow Water Mhd

Originally introduced to describe a transition region
in stars, the shallow water magnetohydrodynamics
(SWMHD) model is now used throughout a number of so-
lar physics and geophysical applications. In these applica-
tions, it is common to see phenomena that result from just
a small perturbation of a steady-state solution. However,
if using a standard method to try and capture these nu-
merically, one may miss these small phenomena entirely

unless the grid is refined significantly. This refinement
may prove quite costly, and even completely unreasonable
on large 3-dimensional simulations. Well-Balanced (WB)
schemes provide one alternative solution to this issue. Such
methods preserve (non-trivial) steady-states of the system
to order machine precision, in turn allowing one to cap-
ture small perturbations of these steady-states on coarse
meshes. In this talk, I share our proposed WB finite vol-
ume method for both the 1-D and 2-D SWMHD system.
These methods also properly treat the divergence-free con-
dition of the magnetic field on a discrete level. The WB and
locally divergence-free properties of the proposed schemes
are provable, and the proposed method has been success-
fully tested on several examples.
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A Robust Entropy-Stable Discontinuous Galerkin
Scheme for the Multi-Ion Mhd System

We present an entropy-stable discontinuous Galerkin (DG)
scheme for the multi-ion magnetohydrodynamics (MHD)
equations [Toth et al., Multi-ion magnetohydrodynam-
ics], along with subcell limiting strategies designed to en-
hance its robustness in challenging plasma simulations.
Our approach begins with a continuous entropy anal-
ysis of the multi-ion MHD system. We then propose
an algebraic transformation that ensures entropy con-
sistency is carried over from the continuous framework
to its discrete approximation. Additionally, we incor-
porate a generalized Lagrange multiplier (GLM) tech-
nique to enforce the divergence-free condition on the
magnetic field. We develop robust, entropy-conservative,
and entropy-stable high-order DG discretizations using
collocated Legendre–Gauss–Lobatto summation-by-parts
(SBP) operators. These discretizations are consistent
with existing entropy-conservative (EC) and entropy-stable
(ES) schemes for the single-fluid GLM-MHD equations
found in the literature. Our schemes ensure compli-
ance with the second law of thermodynamics at the semi-
discrete level while preserving local node-wise conservation
properties. To further enhance robustness, we apply sub-
cell limiting strategies to the high-order DG discretization.
We validate our scheme through numerical experiments,
demonstrating its high-order convergence, entropic prop-
erties, and robustness in complex multi-species MHD sim-
ulations.
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Towards Realistic QBO Representation Through
Surrogate-Accelerated Multi-Objective Optimiza-
tion

We develop an end-to-end uncertainty quantification work-
flow to calibrate the convectively generated gravity waves
in the Energy Exascale Earth System Model and ob-
tain a more realistic representation of the quasi-biennial
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oscillation (QBO). We introduce a domain knowledge-
informed compressed representation of high-dimensional,
spatio-temporal dense wind fields through a parsimonious
statistical model that learns the fundamental frequency of
the stochastic process from noisy observables. This model
is used to estimate a small set of interpretable, physically
meaningful quantities of interest that capture the QBO’s
most salient attributes, such as oscillation amplitude and
period. We subsequently train a probabilistic surrogate
that approximates these fundamental characteristics as a
function of key physics parameters driving the convectively
generated gravity waves, effectively facilitating inference at
a fraction of the cost of a full climate simulation. Lastly,
we conduct inference for our inverse problem via surrogate-
accelerated multi-objective optimization to improve the
QBO. We encounter a tension between the oscillation am-
plitude and period, which constrains the QBO represen-
tation and impedes finding a single solution that satis-
factorily matches both objectives. Therefore, we quantify
the bicriteria trade-off and generate a representative set of
Pareto optimal physics parameter values that balance the
conflicting objectives.
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Portable Implementation of Large-Scale
Simulation-Constrained Optimization Approaches
for Bayesian Inference of Ice-Sheet Models

The mass loss from the Greenland and Antarctic ice sheets
significantly contributes to global sea level rise. Accu-
rate projections of ice sheet mass loss require sophisticated
modeling of ice-sheet dynamics and evolution, while ac-
counting for uncertainties in observational data and com-
putational models. In this presentation, we explore state-
of-the-art methods for calibrating Greenland and Antarctic
ice sheet models by inverting high-dimensional model pa-
rameters. These methods leverage large-scale PDE (Partial
Differential Equation)-constrained optimization techniques
and employ Bayesian inference to efficiently approximate
the posterior distribution of inferred parameters. We detail
some computational aspects of our scalable and portable
implementation, which is based on algorithmic differentia-
tion (AD) and adjoint methods. Finally, we present results
from uncertainty quantification studies enabled by efficient

sampling of the parameters’ posterior distribution.
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MS309

Multifidelity Bayesian Optimization for Steady-
State Predictions using Gyrokinetic Simulations of
Plasma Turbulence

The flux matching problem is an important consideration
in turbulent gyrokinetic simulations, which are used to
study the dynamics of a plasma in fusion devices like toka-
maks. By reformulating the flux matching problem (re-
quired to predict steady state in plasma systems) as an
optimization problem, the problem reduces to finding the
optimal background plasma gradients that minimize the
discrepancy between the turbulent fluxes computed by the
gyrokinetic simulation and the transport model, which con-
siders volumetric heating and losses. We present a mul-
tifidelity Bayesian optimization approach for solving the
flux matching problem. Our multifidelity approach uses
information from 3 different sources: an analytic model
of transport (low-fidelity), a reduced model of turbulence
(medium-fidelity) and a full gyrokinetic turbulence code
(high-fidelity). We investigate how information from these
different sources can be combined to reduce the overall
computational cost of the optimization procedure.
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MS310

Using Arkouda/Arachne for Understanding Brain
Connectome Graphs

Connectomics is a new field that tries to understand how
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neurons connect at the synapse level, helping scientists
learn about brain functions and how they go wrong in dis-
eases. Recently, new datasets were published that allow for
comparing connectomes, giving new views on brain devel-
opment and differences between populations. Arachne, an
advanced tool built on the Arkouda framework and based
on the Chapel programming language, helps to solve these
problems by offering scalable and parallel graph analyt-
ics for big connectome datasets. It makes it easier for re-
searchers to use high-performance computing (HPC) re-
sources directly from their laptops. In this talk, I will
explain how Arachne uses data structure and parallel al-
gorithms (Servers) like Subgraph Monomorphism to make
exploring brain connectomes, such as those from the Hemi-
brain and Cerebellum, much more efficient, with speeds up
to 100 times faster than current tools. Arachnes integra-
tion with Python makes it easy to use while still giving the
power of HPC, making it very valuable for neuroscientists.
We plan to expand Arachne support workflows for connec-
tome analysis on a petabyte scale seamlessly. This is joint
work with Mohammad Dindoost.
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MS310

Optimizing Distributed Data Structures to Scale
Walk and Path Sampling

Random walk and path sampling plays a crucial role in
numerous graph algorithms, including tasks like graph em-
bedding and link prediction. As large-scale graphs become
increasingly common across various fields, the need for
scalable walk sampling solutions has grown. Traditional
methods often focus on shared memory systems, where the
scalability is constrained by available compute and mem-
ory resources. This work presents the Random Neighbor
Traversal Graph (RaNT-Graph), a distributed system de-
signed for sampling billions of walks on large, scale-free
graphs. RaNT-Graph’s partitioning strategy effectively
addresses the imbalances caused by high-degree vertices.
Additionally, the incorporation of asynchronous walk mes-
sages, rejection sampling, and a distributed alias method
allows RaNT-Graph to efficiently sample various types of
algorithm-specific walks. Our approach demonstrates im-
proved scalability compared to state-of-the-art distributed
system across various walk sampling tasks. Notably, we
show RaNT-Graph can sample 100 billion walks in about
15 minutes on 128 compute nodes, highlighting its capabil-
ity to handle massive walk sampling workloads.
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MS310

Pathways to Large Graph Foundational Model

Graph-based machine learning has been widely deployed
in critical applications, such as molecular property pre-
diction, drug discovery, material design, and cyber threat
detection. Though with the successful applications, exist-
ing graph-based machine learning approaches face a major

challenge of low generability. That is, most graph learning
approaches are tailored to train from scratch for a single
task on a particular graph, which requires data collection
and deployment for each individual graph and task. In-
spired by the success of existing foundation models in nat-
ural language processing and computer vision, the graph
foundation model has been proposed recently with the goal
of developing a graph model capable of generalizing across
different graphs and tasks. In this talk, I will briefly discuss
the pathway towards graph foundational model.
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MS310

Scalable Motif Counting on Large-Scale Dynamic
Graphs

Motifs, small subgraphs of k vertices such as triangles and
K-truss, are used to characterize and align different net-
works, and are important to multiple domains such as biol-
ogy and social networks. A computationally difficult prob-
lem, recent advances have seen success in counting small
motifs for large graphs exceeding a billion edges on static
networks. However, real world data is often changing and
can often be better modeled as dynamic networks. Some
individual motifs are well studied for both static and dy-
namic networks but scalable motif counting on dynamic
networks remains lacking. We present a method for count-
ing motifs of k=3,4 for batched fully-dynamic networks. In-
stead of recomputing motif counts for the changed network
from scratch, we update the frequencies of the batched
update for some motifs and use combinatorial arguments
to compute the rest. Our method can leverage massively
parallel architecture, both multi-core CPUs and GPUs, to
scale to large networks. We evaluate our method on real-
world networks and show that we outperform existing par-
allel motif counting methods on static networks.

Ali Y. Khan
University of North Texas
alikhan@my.unt.edu

Nigel Tan, Michela Taufer
University of Tennessee Knoxville
ntan1@vols.utk.edu, mtaufer@utk.edu

Sanjukta Bhowmick
University of North Texas
sanjukta.bhowmick@unt.edu

MS310

Efficient Techniques in Analyzing Large Dynamic
Networks

Dynamic graphs, characterized by their evolving topolo-
gies, require continuous updates to graph properties. Tra-
ditional static graph algorithms, which re-compute these
properties after each set of topological modifications, often
become inefficient in such dynamic environments. In this
talk, we first present a generic framework that helps in
designing parallel algorithms to update graph properties
across large networks subject to various changes. Using
this framework, we design parallel algorithms to update
properties, including shortest paths, vertex coloring, and
strongly connected components. These update algorithms
identify affected subgraphs by investigating the topological
changes and then update properties only within these ar-
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eas. While these update algorithms typically outperform
static algorithms, we observe that factors such as batch
size, type of changes, and their location within the graph
can influence execution time. This observation points to
a new research direction: developing adaptive graph al-
gorithms capable of switching between full recomputation
using traditional static algorithms and update algorithms,
depending on the nature of changes in large dynamic net-
works.
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MS311

Discovery of Constitutive Models Through the Use
of a Differentiable Finite Element Solver

The predictive capabilities of numerical simulations in com-
putational solid mechanics are significantly influenced by
the accuracy of the phenomenological material models they
utilize, and multiple strategies to increase their effective-
ness have been studied through the years. Additionally,
the discovery and calibration of these models still fol-
lows trial-and-error approaches. Recent advances in digital
image correlation (DIC) provide high-dimensional spatial
deformation data for the study of data-driven numerical
simulations in computational solid mechanics. Conven-
tional inverse problem approaches oftentimes first calibrate
a chosen constitutive model to a set of spatial –and often
uncertain– material parameter fields then computing for-
ward predictions utilizing Bayesian methods to account for
uncertainty. The fixed form of the chosen phenomenologi-
cal constitutive law is oftentimes the overlooked bottleneck
of the predictive capability of the data-driven model. In
this talk, we propose an inverse problem framework based
on differentiable FEM and machine learning-enabled con-
stitutive models that is able to discover constitutive models
based on limited data sets with experimental DIC data in
mind. The idea is to rapidly discover expressive, inter-
pretable, and physically constrained data-driven constitu-
tive models that capture the rich deformation information
embedded in the DIC spatial data.
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MS311

Efficient and Agile Automatic Differentiation for
Finite Element Methods

Sensitivity analysis in high-fidelity simulations is crucial for
topology and shape design optimization workflows. Topol-
ogy optimization requires gradients of spatially varying
parameters, such as density fields, while shape optimiza-
tion can benefit from direct optimization of nodal posi-
tions in computational meshes. Both methods necessi-
tate derivative analysis schemes with respect to finite ele-
ment fields and nodal coordinates, often involving complex
manual derivations or inaccurate finite difference methods.

This talk introduces a new framework for calculating these
derivatives efficiently. We propose parameterization fields
for topology optimization and a shape displacement field
that adjusts reference coordinates for shape optimization,
discretized using finite element basis functions and interpo-
lated at quadrature points. By exploiting the finite element
methods structure, we compute sensitivities of the finite el-
ement residual via forward-mode automatic differentiation
at each quadrature point, enabling rapid development of
novel nonlinear optimization problems within HPC-ready
code. This methodology is implemented in Serac, an open-
source thermomechanical simulation engine built on the
MFEM finite element framework, with applications includ-
ing design optimization of nonlinear responsive liquid crys-
tal elastomer structures and porous electrodes.
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Differentiable Physics for Generalizable Closure
Modeling of Separated Flows

The computational study of turbulence in fluids is chal-
lenging due to the requirement for resolving all spatial and
temporal scales. Recently, efforts have been directed to-
wards developing machine learning (ML) methods to mit-
igate these challenges by constructing turbulence closures
where unresolved quantities are modeled as a function of
resolved quantities. However, in several ML-based turbu-
lence closure models, prediction is severely limited when
faced with varying flow geometries. This talk will present
results from a differentiable programming framework to
learn generalizable turbulence closure models. In particu-
lar, our differentiable framework includes the training of a
graph-neural network (GNN) model for subgrid-scale stress
tensor, which is integrated into a finite-element (FEM)
solver. For this, the gradients computed by automatic dif-
ferentiation during the training of GNNs are coupled with
the discrete adjoint of the FEM solver. By chaining these
two components, the learning of subgrid stresses can be
conducted using sparse true flow-field information as tar-
gets. Moreover, GNN models for the subgrid stress are
deployed for different types of geometries with different
physics due to its mesh-invariant nature. Our formulation
allows the development of a single GNN-based subgrid clo-
sure model that generalizes across different geometries and
separation physics. It also can support the idea that gen-
eralizable ML closures can be achieved using differentiable
physics.
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MS312

Dmswarmrt: A Ray Trace Package Developed in
the Petsc Particle-In-Cell Framework

Ray tracing has applications in a variety of fields rang-
ing from computational geophysics to the simulation of in-
ertially confined fusion plasma, each requiring their own
nuance to how the ray tracing is handled. This can be
in terms of geometry, solver selection, etc. I will present
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in this talk a general purpose ray tracing framework built
within the Portable Extensible Toolkit for Scientific Com-
puting (PETSc) using the Particle in Cell portion of the
library with a focus on applications to ICF. This provides
a framework with support for parallel unstructured meshes
and access to PETSc’s suite of scalable, composable solvers
with its associated GPU compatibility.
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Embedding Multi-Species Probes in MHD Simula-
tions of the Suns Corona

The dynamics of the Sun’s outer atmosphere, or corona,
are dominated by interactions between the plasma and the
solar magnetic field, such as magnetic reconnection. In
order to ground simulations of these phenomena in real-
ity, it is important to synthesize corresponding observa-
tional data, both in-situ and remote-sensing. Doing so
accurately for the solar atmosphere requires detailed in-
formation on dozens of chemical elements occupying hun-
dreds of ionization states. Unfortunately, this can be com-
putationally impractical to include in large-scale magne-
tohydrodynamic (MHD) simulations, which are a corner-
stone of coronal modeling. To circumvent this problem,
we describe a method to localize the multi-species compo-
nent of the analysis to specific regions of interest in the
plasma. We begin by performing numerical experiments of
reconnection scenarios using a 2.5D resistive MHD model
in our code SPRUCE. Then, using Lagrangian tracer parti-
cles embedded in these simulations as probes, we perform
multi-species thermal-nonequilibrium calculations to pre-
dict the local behavior of the individual electron and ion
populations, which can then be converted into synthetic
in-situ spacecraft observations or synthetic remote-sensing
spectra. Ultimately, this approach will help us understand
the degree to which particular reconnection scenarios con-
tribute to coronal energization and solar wind formation
by improving our analyses of observational data.
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MS313

Spatio-Temporal Transport-Based Inference for
Imaging Spectroscopy

Spatiotemporal analysis methods often rely on Gaus-
sian assumptions to simplify the modeling of complex
fields. However, many natural phenomena are inherently
non-Gaussian, which require more general approaches to
characterize the underlying distributions. We discuss a
Bayesian framework for modeling multivariate spatiotem-
poral fields involving hundreds of correlated quantities of
interest. We adapt recent ideas from measure transport to
develop methods for efficient inference that is not limited
to Gaussian characterizations. Given the high dimension-
ality, it is crucial to exploit the underlying problem struc-
ture to ensure computational feasibility. We leverage this
structure through the identification of conditional indepen-

dence relations between variables, which is directly related
to sparsity in the corresponding transport maps. We apply
this approach to imaging spectroscopy retrievals in Earth
remote sensing.
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A Structurally Informed Data Assimilation Ap-
proach for Discontinuous State Variables

Ensemble-based Kalman filtering data assimilation is a sci-
entific process that combines available observations with
numerical simulations to obtain statistically accurate and
reliable state representations in dynamical systems. How-
ever, it is well known that the commonly used Gaussian dis-
tribution assumption introduces biases for state variables
that admit discontinuous profiles, which are prevalent in
nonlinear partial differential equations. In this talk, we fo-
cus on the design of a new structurally informed prior that
exploits statistical information from the simulated state
variables. In particular, based on the second moment in-
formation of the state variable gradient, we construct a
new weighting matrix for the numerical simulation contri-
bution in the data assimilation objective function. This
replaces the typical prior covariance matrix used for this
purpose. We further adapt our weighting matrix to include
information in discontinuity regions via a clustering tech-
nique. Our numerical experiments demonstrate that this
new approach yields more accurate estimates than those
obtained using standard ensemble-based Kalman filtering
on shallow water equations.
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MS313

Preconditioning Techniques for Large-Scale
Sparsity-Promoting Inverse Problems

Hybrid projection methods have proven to be a power-
ful technique for the solution of large-scale linear inverse
problems with ℓ2 regularization, enabling efficient regular-
ization parameter selection via a reduced basis while also
mitigating the number of matrix-vector products with the
forward model A. However, a major obstacle arises when
applying these methods to solving sparsity-promoting in-
verse problems: the prescribed reduced basis must be very
large to appropriately represent the sparsity in the solution,
which greatly hinders the computational efficacy of the hy-
brid projection method. To remedy this, here we introduce
a new preconditioning technique that seeks a reduced basis
in a transformed space which drastically reduces the num-
ber of basis vectors required to appropriately capture the
sparsity. We illustrate the efficacy of our technique using
several numerical tests and compare our approach to alter-
natives such as recycling methods based on iterative basis
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expansion and compression.
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MS313

Sparsity Promoting Hierarchical Bayesian Model
for Eit

The aim of Electrical Impedance Tomography (EIT) is to
determine the electrical conductivity distribution inside a
domain by applying currents and measuring voltages on its
boundary. Mathematically, the EIT reconstruction task
can be formulated as a non-linear inverse problem. The
Bayesian inverse problems framework has been applied ex-
pensively to solutions of the EIT inverse problem, in par-
ticular in the cases when the unknown conductivity is be-
lieved to be blocky. In this talk, we demonstrate that by
exploiting linear algebraic considerations it is possible to
organize the calculation for the Bayesian solution of the
nonlinear EIT inverse problem via finite element methods
with sparsity promoting priors in a computationally effi-
cient manner. The proposed approach uses the Iterative
Alternating Sequential (IAS) algorithm for the solution of
the linearized problems. Within the IAS algorithm, a sub-
stantial reduction in computational complexity is attained
by exploiting the low dimensionality of the data. Numer-
ical tests on synthetic and real data illustrate the compu-
tational efficiency of the proposed algorithm.
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MS314

A Bayesian Network-based Framework for Uncer-
tainty Management in Multimodal Scientific Sim-
ulations

Recent advancements in exascale multiscale and multi-
physics simulations have significantly improved the model-
ing and prediction of complex systems, from manufactur-
ing processes to climate change. These simulations inte-
grate multiple modules, each representing distinct physi-
cal phenomena, with a range of sub-models varying in fi-
delity and complexity. Efficient development, rigorous ver-
ification, and reliable application require identifying crit-
ical modules that impact the accuracy and reliability of

quantities of interest (QoIs) and prioritizing their enhance-
ment. This paper presents a systematic framework for un-
certainty quantification (UQ) to guide decision-making in
large-scale scientific simulations. Using Bayesian networks,
the framework models the information flow between mod-
ules, aggregating uncertainties across interconnected com-
ponents. Global sensitivity analyses rank each module’s
contribution to the overall uncertainty in the target QoI,
while Bayesian model selection identifies the most plausi-
ble sub-model for integration into subsequent simulation
iterations. This iterative process continues until the simu-
lation meets predefined accuracy and reliability standards.
The framework is applied to the Ablative Boundary Lay-
ers At The Exascale (ABLATE), which simulates turbulent
combustion and solid fuel ablation in hybrid rocket motors.
Results demonstrate that the framework effectively man-
ages resources, controlling both accuracy and confidence
levels in QoI.
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Hybrid Climate Simulations Using Machine Learn-
ing

The under-representation of cloud formation is a long-
standing bias associated with climate simulations. Param-
eterisation schemes are required to capture cloud processes
within current climate models but have known biases. We
overcome these biases by embedding a Multi-Output Gaus-
sian Process (MOGP) trained on high resolution Unified
Model simulations to represent the variability of temper-
ature and specific humidity within a climate model. A
trained MOGP model is coupled in-situ with a simplified
Atmospheric General Circulation Model named SPEEDY.
The temperature and specific humidity profiles of SPEEDY
are perturbed at fixed intervals according to the variability
predicted from the MOGP. Ten-year predictions are gener-
ated for both control and ML-hybrid models. The hybrid
model reduces the global precipitation bias by 18% and
over the tropics by 22%. To further understand the drivers
of these improvements, physical quantities of interest are
explored, such as the distribution of lifted index values and
the alteration of the Hadley cell. The control and hybrid
set-ups are also run in a plus 4K sea-surface temperature
experiment to explore the effects of the approach on pat-
terns relating to cloud cover and precipitation in a warmed
climate setting. We also present preliminary work includ-
ing towards including wave breaking data-driven models
into climate simulations.
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Mixed Types of Uncertainty Quantification Using
Random Fuzzy Sets

In this talk, we deal with mixed types of uncertainty us-
ing random variables and random fuzzy sets. Specifically,
the stochastic uncertainty in the system is represented
with random variables, while various epistemic uncertain-
ties represented using non-probabilistic uncertain variables
with random sets and fuzzy sets. The uncertainty in the
statistics of output will then be quantified with random
fuzzy sets. To reduce the computational cost, generalized
polynomial chaos expansion will be adopted to approxi-
mate the full simulation. The proposed method will be ap-
plied to the biological systems (such as the system of odor
capture or valveless pumping system) for mixed types of
uncertainty analysis.
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MS315

Energy Dissipation Rate-Based Sampling: An
Adaptive Refinement Strategy for Solving Thermo-
dynamically Consistent Models Using Pinns

We introduce Energy Dissipation Rate-based Sampling
(EDRS), an innovative adaptive refinement technique for
Physics-Informed Neural Networks (PINNs) aimed at sig-
nificantly enhancing their efficacy in tackling thermody-
namically consistent models. The core is the strategic uti-
lization of energy dissipation rate density as a key met-
ric for selectively resampling critical collocation points,
thereby refining the model’s accuracy. EDRS notably
outperforms the traditional residual-based adaptive refine-
ment approach, demonstrating a sixfold improvement in
relative mean square error for the Allen-Cahn equation.
Leveraging the inherent mesh-free nature of PINNs, we de-
ploy neural networks to adeptly approximate the solutions
of thermodynamically consistent phase field models with
dynamic boundary conditions in arbitrary domains. Our
primary aim is to meticulously investigate how dynamic
boundary conditions influence the overall dynamics of the
bulk material. We conduct thorough simulations across
both disk and ellipse-shaped domains, analyzing how static
versus dynamic boundary conditions distinctly affect the
system’s behavior. This study not only underscores the
potential of EDRS in enhancing the computational perfor-
mance of PINNs but also enriches our comprehension of the
pivotal role dynamic boundary conditions play in influenc-
ing the dynamic behavior of thermodynamic systems, of-
fering valuable insights for future studies in computational
physics and engineering.
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Explicit-Solute Implicit-Solvent Molecular Simula-
tion with Binary Level-Set, Adaptive-Mobility, and
GPU

Coarse-grained modeling and efficient computer simula-
tions are critical to the study of complex molecular pro-
cesses with many degrees of freedom and multiple spa-
tiotemporal scales. Variational implicit-solvent model
(VISM) for biomolecular solvation is such a modeling
framework, and its initial success has been demonstrated
consistently. In VISM, an effective free-energy functional
of solute-solvent interfaces is minimized, and the surface
energy is a key component of the free energy. In this work,
we extend VISM to include the solute mechanical inter-
actions, and develop fast algorithms and GPU implemen-
tation for the extended variational explicit-solute implicit-
solvent (VESIS) molecular simulations to determine the
underlying molecular equilibrium conformations. We em-
ploy a fast binary level-set method for minimizing the sol-
vation free energy of solute-solvent interfaces and construct
an adaptivemobility gradient descent method for solute
atomic optimization. We also implement our methods on
the integrated GPU. Numerical tests and applications to
several molecular systems verify the accuracy, stability, and
efficiency of our methods and algorithms. Our fast compu-
tational techniques may enable us to simulate very large
systems such as protein- protein interactions and mem-
brane dynamics for which explicit-solvent all-atom molec-
ular dynamics simulations can be very expensive.
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Investigation of a Fuzzy Fractional Diabetes Model
Involving GlucoseInsulin Alliance Scheme with a
Fuzzy Double Parametric Approach

This study aims to develop and analyze a comprehensive
regulatory framework for managing glucose and insulin lev-
els in the presence of diabetes mellitus. An innovative
mathematical model of diabetes is explored using fractional
calculus, incorporating the ABC fractional derivative. The
model is further enhanced by introducing a fuzzy double
parametric approach to account for uncertainties in bio-
logical parameters. The framework is solved using a semi-
analytical technique, specifically the q-Homotopy Analy-
sis Generalized Integral Transform Technique. The effec-
tiveness of this q-Homotopy Analysis Generalized Integral
Transform Technique is demonstrated by comparing results
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with classical methods such as ADLTM and HPTM. The
existence and stability of the solution are established using
the Banach Fixed Point Theorem. Numerical simulations
and graphical representations are generated using Maple
software to illustrate the behaviour of glucose and insulin
dynamics in this fuzzy fractional diabetes model for crisp
and uncertain cases. The detailed investigation also ex-
plores the impact of glucose and insulin levels on the dis-
ease’s progression, emphasizing the role of the fuzzy double
parametric approach in enhancing the model’s robustness.
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MS316

Multilevel Projection Algorithms for Handling
Heterogenous Differential Privacy

Differential Privacy (DP) has emerged as a cornerstone
for safeguarding sensitive information in data analysis and
machine learning. However, the heterogeneity of real-
world data and varying privacy requirements across clients
pose significant challenges to traditional DP mechanisms.
This work introduces Multilevel Projection Algorithms as
a novel approach to address these challenges in feder-
ated learning scenarios. Our proposed algorithm dynam-
ically project noisy gradients and model updates onto re-
fined low-dimensional subspaces, accommodating diverse
privacy budgets across heterogeneous clients. By leverag-
ing hierarchical optimization techniques, we achieve an op-
timal balance between privacy guarantees and model per-
formance. The multilevel projections enable efficient data
handling, improve convergence rates, and reduce commu-
nication overhead while maintaining rigorous DP guaran-
tees. We demonstrate the initial results through real-world
dataset, highlighting its scalability, adaptability, and ro-
bustness of the approach.

Olivera Kotevska
Oak Ridge National Laboratory
kotevskao@ornl.gov

MS316

Federated Adaptive Global Pruning under Model
Heterogeneity

Federated Learning (FL) has gained significant interest in
training large AI models in a distributed computing en-
vironment benefiting from its capability to maintain the
privacy of sensitive data of the participating parties. How-
ever, challenges remain in effectively handling of partic-
ipating parties with heterogeneous computational power,
such as edge devices. In this work, we propose a federated
framework, called FedSpaLLM, that involves an adaptive
global pruning scheme to enable collaborative training of
large models, such as LLMs, on parties with heterogeneous
computational power.
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Federated Image Reconstruction for Multimodal
Data

We propose a federated algorithm for reconstructing im-
ages using multimodal tomographic data sourced from dis-
persed locations, addressing the challenges of traditional
unimodal approaches that are prone to noise and reduced
image quality. Our approach formulates a joint inverse
optimization problem incorporating multimodality con-
straints and solves it in a federated framework through
local gradient computations complemented by lightweight
central operations, ensuring data decentralization. Lever-
aging the connection between our federated algorithm and
the quadratic penalty method, we introduce an adaptive
step-size rule with guaranteed sublinear convergence and
further suggest its extension to augmented Lagrangian
framework. Numerical results demonstrate its superior
computational efficiency and improved image reconstruc-
tion quality.

Minseok Ryu
Arizona State University
minseok.ryu@asu.edu

MS317

Paired Autoencoder for Inverse Problems

Nonlinear inverse problems, often arising from discretized
PDEs, are challenging due to the computational cost of
data misfit estimation. Likelihood-free approaches offer
an alternative to traditional inversion techniques but often
suffer from generalization and accuracy issues. We discuss
a paired autoencoder framework as a novel likelihood-free
estimator. This approach enables efficient solution con-
struction, quality assessment, and iterative improvement.
We demonstrate the effectiveness of our method through
applications in full waveform inversion and inverse electro-
magnetic imaging.

Matthias Chung
Emory University, U.S.
matthias.chung@emory.edu

MS317

Variable Spiking Deep Operator For Energy Effi-
cient Scientific Machine Learning

Spiking neural networks and spiking neurons are ex-
pected to drive the next generation of AI, as they of-
fer energy-efficient, sustainable alternatives to the current
deep learning-based AI algorithms. Their compatibility
with neuromorphic hardware also makes them suitable for
edge computing and applications where energy resources
are limited. Having said this, at this stage, their perfor-
mance in regression tasks, which are often encountered in
computational mechanics and scientific machine learning,
is lacking and requires further exploration. This work pro-
poses a variable spiking deep operator that utilizes Vari-
able Spiking Neurons (VSNs) within its architecture to
promote energy efficiency. VSNs were developed in re-
sponse to the challenge faced by vanilla spiking neurons
in dealing with regression tasks. They communicate using
non-binary spikes while promoting sparse communication.
This gives them the advantage of carrying information-rich
spikes while keeping the overall computations low. Com-
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munication with non-binary spikes is also being explored in
neuromorphic chipsets; for example, Intels Loihi 2 chipset
supports graded spike communication. To test the de-
veloped variable spiking deep operator, we train it on a
dataset generated from a time-dependent, two-dimensional
partial differential equation. The results produced show
that the developed framework gives a good approximation
of the ground truth and compares well against the vanilla
deep neural operator.
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Indian Institute of Technology Delhi
amz218308@am.iitd.ac.in

Souvik Chakraborty
Department of Applied Mechanics
Indian Institute of Technology Delhi
souvik@am.iitd.ac.in

MS317

More of a Good Thing: Combining Multifidelity,
Domain Decomposition, and New Architectures for
Improved Physics-Informed Training

Physics-informed neural networks and operator networks
have shown promise for effectively solving equations mod-
eling physical systems. However, these networks can be
difficult or impossible to train accurately for some systems
of equations. One way to improve training is through the
use of a small amount of data, however, such data is expen-
sive to produce. We will introduce our novel multifidelity
framework for stacking physics-informed neural networks
and operator networks that facilitates training by progres-
sively reducing the errors in our predictions for when no
data is available. In stacking networks, we successively
build a chain of networks, where the output at one step
can act as a low-fidelity input for training the next step,
gradually increasing the expressivity of the learned model.
We will finally discuss the extension to domain decompo-
sition using the finite basis method, including applications
to newly-developed Kolmogorov-Arnold Networks.

Amanda Howard, Panos Stinis
Pacific Northwest National Laboratory
amanda.howard@pnnl.gov, panos.stinis@pnnl.gov

MS317

Geometric Neural-Operators for Manifold Point-
Cloud Representations: PDE Solvers and Meshless
Methods

Geometric Neural Operators (GNPs) are introduced for
data-driven deep learning of operators for tasks in non-
euclidean settings. The approaches allow for handling man-
ifolds of general shape, including with point-cloud repre-
sentations. We show how GNPs can be used (i) to esti-
mate geometric properties, such as the metric and curva-
tures, (ii) to develop solvers for Partial Differential Equa-
tions (PDEs) on manifolds, and (iii) to solve Bayesian in-
verse problems for identifying manifold shapes. Further, we
show how GNPs can learn representations for local patches
of manifolds, which can be useful in meshless methods or
other downstream tasks.

Blaine Quackenbush, Paul J. Atzberger
University of California-Santa Barbara

bquackenbush@umail.ucsb.edu, atzberg@ucsb.edu

MS317

Spectral Localization and Lipschitz Continuity of
Neural Networks

A spectral localization technique is proposed to enforce the
Lipschitz continuity of neural networks with learnable Lip-
schitz constants. The method is used to construct locally
attractive stable manifolds of residual flows and is validated
on various tasks including reinforcement learning, density
estimation and certified robustness.

Viktor Reshniak
Oak Ridge National Laboratory
reshniakv@ornl.gov

MS318

Iterative Methods for T-Product Linear Systems

In applications involving inverse problems, large-scale data
is a common challenge. In this presentation, we introduce
an iterative method for approximating the solution of large-
scale multi-linear systems, represented in the form A*X=B
under the tensor t-product. Unlike previously proposed
randomized iterative strategies, such as the tensor random-
ized Kaczmarz method (row slice sketching) or the tensor
Gauss-Seidel method (column slice sketching), which are
natural extensions of their matrix counterparts, our ap-
proach delves into a distinct scenario utilizing frontal slice
sketching. In particular, we explore a context where frontal
slices, such as video frames, arrive sequentially over time,
and access to only one frontal slice at any given moment is
available. This talk will present our novel approach, shed-
ding light on its applicability and potential benefits in ap-
proximating solutions to large-scale multi-linear systems.
This is joint work with Hengrui Luo (Rice University).

Anna Ma
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Rice University
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MS318

Algorithms and Software for Large Scale Tensor
Completion

Tensor completion is a technique used to recover missing
or unobserved entries in a tensor by leveraging the struc-
ture and correlations within the data. It is widely applied
in fields like data science, computer vision, and signal pro-
cessing, where high-dimensional data often contains incom-
plete or sparse information. The correlations in data can
be represented in the form of various tensor decompositions
such as CP, Tucker, Tensor train etc. Also, depending on
the noise and data distribution, a suitable objective func-
tion is minimized. Numerical optimization algorithms used
in the literature to optimize for the tensor decompositions
are mainly based on first order derivative information due
to the nonlinear structure of the problem. We formulate al-
gorithms based on second derivatives of the objective func-
tions, and develop software infrastructure for the same to
show that in many cases these algorithms outperform the
gradient-based algorithms in terms of accuracy of predic-
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tion while maintaining scalability.

Navjot Singh
University of Illinois Urbana-Champaign
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MS319

Nonlinear Balanced Truncation Model Reduction
in High Dimensions

Nonlinear balanced truncation is a model reduction tech-
nique that reduces the dimension of nonlinear systems on
manifolds and preserves either open- or closed-loop ob-
servability and controllability aspects of the nonlinear sys-
tem. Three computational challenges so far prevented
its deployment on large-scale systems: (a) the compu-
tation of Hamilton-Jacobi-(Bellman) equations that are
needed to characterize controllability and observability,
(b) a scalable strategy to compute the nonlinear coordi-
nate transformation to balance the system, and (c) effi-
cient reduced-order model (ROM) construction on the re-
sulting nonlinear balanced manifolds. We present a novel
unifying and scalable computational approach to balanced
truncation for medium/large-scale control-affine nonlin-
ear systems. The Taylor-series based approach solves a
class of parametrized Hamilton-Jacobi-Bellman equations,
and subsequently computes the polynomial manifold that
achieves output diagonalization of the energy functions.
This specific tensor structure for the coefficients of the
Taylor series (tensors themselves) allows for scalability up
to thousands of states. We also present initial results
on reduced-order modeling. The talk will illustrate the
strength and scalability of each of the three steps of the
procedure on several semi-discretized nonlinear partial dif-
ferential equations.

Boris Kramer, Nicholas Corbin
University of California San Diego
bmkramer@ucsd.edu, ncorbin@ucsd.edu

MS319

Numerical Investigation of the Fractal-fractional
Order Model for Diabetes Mellitus Considering of
Media-driven Awareness Program

Diabetes is rapidly emerging as a global epidemic, pos-
ing a significant threat to public health. Modeling the
spread and management of diabetes is crucial for moni-
toring its growing prevalence and developing cost-effective
strategies to mitigate its incidence and complications. This
paper presents a fractal-fractional order nonlinear model
for diabetes mellitus that incorporates the cumulative ef-
fect of media-driven diabetes awareness and education pro-
grams. The model is analyzed using a two-step Newtonian
polynomial approach with the Caputo derivative. Key as-
pects such as equilibrium points, stability, and the exis-
tence and uniqueness of solutions are examined to ensure
the robustness of the model. The obtained results are vali-
dated against previously published findings. Graphical and
numerical results are obtained for different values of the
fractional order. This research provides valuable insights
for predicting disease trends and planning effective clinical
management for diabetes patients.
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MS319

Greedy Construction of Quadratic Manifolds for
Nonlinear Dimensionality Reduction and Nonlin-
ear Model Reduction

Dimensionality reduction with quadratic manifolds aug-
ments linear approximations in subspaces with quadratic
correction terms. While previous works rely on linear ap-
proximations given by projections onto the first few leading
principal components of the training data, we instead con-
struct subspaces so that the corresponding linear approx-
imations can be corrected most efficiently with quadratic
terms. We present a greedy method for the subspace con-
struction that selects basis vectors from leading as well as
later principal components. The greedy selection allows us
to determine a basis that can leverage the quadratic cor-
rections most efficiently. This is in contrast to choosing
as basis the leading principle components, which results in
the best linear approximation but is not necessarily most
informative for the quadratic correction terms. Properties
of the greedily constructed manifold allow applying linear
algebra reformulations so that the greedy method scales to
data points with millions of dimensions. Numerical experi-
ments demonstrate that an orders of magnitude higher ac-
curacy is achieved with the greedily constructed quadratic
manifolds compared to manifolds that are based on the
leading principal components.

Paul Schwerdtner
New York University
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MS319

Shallow Recurrent Decoders for Reduced Order
Models

Data-driven models are critically enabling in many appli-
cation areas where the underlying dynamics are unknown
or only partially known, or where high-fidelity simulations
are computationally expensive to generate. The ability to
produce accurate, low-rank, proxy models enable dynamic
models to transform the representation and characteriza-
tion of such systems. We develop a model reduction scheme
based upon a Shallow REcurrent Decoder (SHRED) archi-
tecture. The scheme uses a neural network for encoding
limited sensor measurements in time (sequence-to-sequence
encoding) to full state-space reconstructions via a decoder
network. Based upon the theory of separation of variables,
the SHRED architecture is capable of (i) reconstructing full
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spatio-temporal fields with as little as three point sensors,
and (ii) forecasting the future state of the system using
neural network roll-outs from the trained time encoding
model. The SHRED reduced order model architecture is
demonstrated on a number of spatio-temporal dynamics.
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MS320

Uncovering Temporal Latent Structure Using Al-
ternators

This talk discusses alternators, a novel family of non-
Markovian dynamical models for sequences. An alterna-
tor features two neural networks: the observation trajec-
tory network (OTN) and the feature trajectory network
(FTN). The OTN and the FTN work in conjunction, al-
ternating between outputting samples in the observation
space and some feature space, respectively, over a cycle.
The parameters of the OTN and the FTN are not time-
dependent and are learned via a minimum cross-entropy
criterion over the trajectories. Alternators are versatile.
They can be used as dynamical latent-variable generative
models or as sequence-to-sequence predictors. When alter-
nators are used as generative models, the FTN produces
interpretable low-dimensional latent variables that capture
the dynamics governing the observations. When alterna-
tors are used as sequence-to-sequence predictors, the FTN
learns to predict the observed features. In both cases, the
OTN learns to produce sequences that match the data.
Alternators can uncover the latent dynamics underlying
complex sequential data, accurately forecast and impute
missing data, and sample new trajectories. We showcase
them in various applications, including neuroscience, chaos
modeling, and climate science.

Adji Bousso Dieng
Princeton University
adji@princeton.edu

MS320

Diffusion Generative Modeling in Non-Euclidean
Spaces

Machine learning in non-Euclidean spaces have been
rapidly attracting attention in recent years, and this talk
will give an example by describing a sequence of develop-
ments that eventually leads to generative modeling of data
in Lie groups, which are useful for molecule/material syn-
thesis, quantum sciences, robotics, etc. More precisely, I
will begin with dynamics that performs optimization on
Lie group, and turn it into an algorithm that samples
from probability distributions on Lie groups. The per-
formance of this sampler will also be quantified, without
log-concavity condition or its common relaxations. Then I
will describe how this sampler can lead to a structurally-
pleasant diffusion generative model that allows users to,
given training data that follow any latent statistical distri-
bution on a Lie group, generate more data exactly on the
same manifold that follow the same distribution. If time
permits, some of the aforementioned applications will be

demostrated.
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MS320

Designing for Equivariance to Perceptual Variation
in Images

Group equivariant convolutional neural networks have been
designed for a variety of geometric transformations from
2D and 3D rotation groups, to semi-groups such as scale.
Despite the improved interpretability, accuracy and gener-
alizability afforded by these architectures, group equivari-
ant networks have seen limited application in the context
of perceptual quantities such as hue and saturation, even
though their variation can lead to significant reductions
in classification performance. In this paper, we introduce
convolutional neural networks equivariant to variations in
hue and saturation by design. To achieve this, we leverage
the observation that hue and saturation transformations
can be identified with the 2D rotation and 1D translation
groups respectively. Our hue-, saturation-, and fully color-
equivariant networks achieve equivariance to these percep-
tual transformations without an increase in network pa-
rameters. We demonstrate the utility of our networks on
synthetic and real world datasets where color and lighting
variations are commonplace.

Felix O’Mahony
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MS321

Finite Element Spaces for Double Forms

In 2018, Li developed finite element spaces for symmetric
bilinear forms with tangential-tangential continuity, with
applications to elasticity and numerical relativity. Al-
though Li constructed these spaces for arbitrary order, his
construction fundamentally relied on the existence of ze-
roth order (piecewise constant) spaces; these are the clas-
sical spaces of Regge calculus (1961). The existence of
zeroth order spaces is somewhat surprising: for instance, if
we consider antisymmetric bilinear forms instead of sym-
metric ones, then zeroth order finite element spaces do not
exist in any dimension greater than two. Viewing bilinear
forms as 1-forms tensor 1-forms, we generalize by consider-
ing k-forms tensor l-forms, also known as double forms. In
the same way that bilinear forms have natural subspaces of
symmetric bilinear forms and antisymmetric bilinear forms,
double forms have natural subspaces as well. In any dimen-
sion, we determine which of these subspaces admit zeroth
order finite element spaces, and we construct them if so.
As a result, we obtain a unified framework that, among
other things, encompasses the symmetric matrices with
tangential-tangential continuity of Regge, the symmetric
matrices with normal-normal continuity of Sinwel (2009),
and the trace-free matrices with normal-tangential conti-
nuity of Gopalakrishnan, Lederer, and Schberl (2019).
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MS321

Canonical Finite Elements for Form-Valued Differ-
ential Forms

We provide a finite element discretization of ℓ-form-valued
k-forms on triangulation in Rn for general k, ℓ and n. The
construction generalizes finite element Whitney forms and
their higher order versions for the de Rham complex, the
Regge finite elements for the elasticity complex, and the
HHJ elements for solving the biharmonic equations. Appli-
cations of the construction include discretization of strain
and stress tensors in continuum mechanics and metric and
curvature tensors in differential geometry in any dimension.
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MS321

Bounded Commuting Projections in Feec Using
Discrete Local Problems on Alfeld Splits

We construct projections onto the classical finite element
spaces based on the Lagrange, Nédélec, Raviart-Thomas,
and discontinuous elements on shape-regular simplicial
meshes. Our projections are defined locally, are bounded in
the L2 norm, and commute with the corresponding differ-
ential operators. The cornerstone of the construction are
local weight functions which are discrete (piecewise poly-
nomials) built on mesh stars using the Alfeld split of the
original simplicial mesh. We will discuss the construction
of these projections and how the noted properties are sat-
isfied. As an example, the L2-stability of the projections
is established by invoking discrete Poincaré inequalities on
stars of simplices, for which we provide constructive proofs.
Finally, we will discuss the modification of the construction
to preserve homogeneous boundary conditions.
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MS321

Finite Element Exterior Calculus for Hamiltonian
PDEs

We consider the application of finite element exterior cal-
culus (FEEC) methods to a class of canonical Hamilto-
nian PDE systems involving differential forms. Solutions
to these systems satisfy a local multisymplectic conserva-
tion law, which generalizes the more familiar symplectic
conservation law for Hamiltonian systems of ODEs, and
which is connected with physically-important reciprocity
phenomena, such as Lorentz reciprocity in electromagnet-
ics. We characterize hybrid FEEC methods whose numer-
ical traces satisfy a version of the multisymplectic conser-
vation law, and we apply this characterization to several
specific classes of FEEC methods, including conforming
ArnoldFalkWinther-type methods and various hybridizable
discontinuous Galerkin (HDG) methods. Interestingly, the
HDG-type and other nonconforming methods are shown, in
general, to be multisymplectic in a stronger sense than the
conforming FEEC methods. This substantially generalizes
previous work of McLachlan and Stern [Found. Comput.
Math., 20 (2020), pp. 3569] on the more restricted class of
canonical Hamiltonian PDEs in the de DonderWeyl grad-
div form.
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MS322

Comparative Analysis of Neural Networks and
Kernel Methods for Estimating Statistical Diver-
gences

Statistical divergences measure the dissimilarity between
probability distributions and are fundamental in Bayesian
optimal experimental design. Estimating these divergences
accurately from finite samples is challenging, especially in
high-dimensional spaces. Recent advances have addressed
these challenges by leveraging variational bounds, where
the estimation involves optimization over a functional
space typically implemented using either kernel methods
or neural networks. While considerable progress has been
made on the study of the convergence of these estimators,
key questions remain unresolved, including the influence
of the chosen functional space and the optimization algo-
rithm. In this work, we conduct a comparative analysis of
neural networks and kernel methods for estimating statis-
tical divergences, with an emphasis on the convergence of
the underlying optimization algorithms.In particular, we
compare kernel methods to shallow neural networks and
discuss the convergence of gradient descentfortraining two-
layer neural networks in the mean-field limit.
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MS322

Optimal-Stopping Control for Bayesian Sequential
Experimental Design

In sequential optimal experiment design (sOED), the num-
ber of experiments being planned is generally known and
fixed. When the experiment campaign is allowed to termi-
nate early, an important question arises: When should one
stop doing more experiments? Simple stopping strategies
based on reaching a threshold of accumulated information
or reward is generally not optimal. We thus seek the op-
timal stopping policy for sOED. We formulate sOED in
a Bayesian manner, where the reward (i.e., utility) terms
are based on the information gain of model parameters or
model predictions. We show that, in a risk-neutral setting,
optimal stopping takes place when the terminal reward ex-
ceeds the expected future reward sum. We propose two
computational approaches to solve for the optimal stop-
ping policy: approximate dynamic programming and pol-
icy gradient. Both methods are demonstrated in a linear-
Guassian benchmark where the posteriors can be obtained
analytically, and in a sensor movement problem for detect-
ing contaminant source.
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MS322

Backwards Sequential Monte Carlo for Bayesian
Optimal Experimental Design

The expected information gain (EIG) is a crucial quantity
in Bayesian optimal experimental design (OED). However,
evaluating the EIG can be computationally expensive since
it requires the posterior normalizing constant, leading to a
doubly-intractable integral. A rich literature exists for esti-
mation of this normalizing constant, with sequential Monte
Carlo (SMC) approaches being one of the gold standards.
In this work, we leverage the idiosyncrasies of OED to de-
velop a novel EIG-specific SMC estimator that starts with a
sample from the posterior and tempers backwards towards
the prior. The method arises from the observation that,
in many cases, the Monte Carlo variance of standard SMC
estimators for the normalizing constant of a single dataset
are significantly lower than the variance of the normalizing
constants across datasets; the latter thus contributes the
majority of the variance for EIG estimates. This suggests
the potential to slightly increase variance while drastically
decreasing computation time by reducing the SMC popu-
lation size and, taking this idea to the extreme, opens the
door to unique estimators. We demonstrate our method on
a coupled spring-mass system where we observe significant
performance improvements.
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MS322

Bayesian Optimal Design Accelerates Discovery of
Material Properties from Bubble Dynamics

An optimal sequential experimental design approach is de-
veloped to characterize soft material properties at the high
strain rates associated with bubble cavitation. The ap-
proach involves optimal design and model inference. The
optimal design strategy maximizes the expected informa-
tion gain in a Bayesian statistical setting to design experi-
ments that provide the most informative cavitation data
about unknown material properties. We infer constitu-
tive models by characterizing the associated viscoelastic
properties from measurements via a hybrid ensemble-based
4D-Var method (En4D-Var). The inertial microcavitation-
based rheometry (IMR) method (Estrada et al. 2018,
JMPS) is used to simulate bubble dynamics under high
strain-rate laser-induced cavitation (LIC) and low-rate
needle-induced cavitation (NIC). A library of constitutive
models demonstrates the method. We generate synthetic
experimental data representing the viscoelastic behavior
of stiff and soft polyacrylamide hydrogels and collect mea-
surements from LIC and NIC experiments. Accurate and
efficient characterizations of the underlying models are pre-
sented.
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MS322

Fast and Flexible Estimation of Mutual Informa-
tion

We consider methods for estimating mutual information
(MI) and differential entropy via variational approxima-
tions, addressing significant challenges in uncertainty quan-
tification and MI computation. We present a novel ap-
proach to variational MI approximations by utilizing mo-
ment matching operations, thereby replacing the need for
costly nonconvex optimization. This approach is applica-
ble to implicit models that lack closed-form likelihood func-
tions, providing substantial computational speedups. We
further extend our variational MI estimators by incorpo-
rating Normalizing Flows, enhancing the flexibility of the
variational distribution beyond the commonly used Gaus-
sian assumptions. These new flow-based estimators are
validated on large MI problems and diverse benchmarking
tests, often outperforming traditional critic-based estima-
tors. Their effectiveness is also demonstrated in Bayesian
Optimal Experimental Design for online sequential decision
making.

Jason Pacheco, Caleb Dahlke
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MS323

A Programming Model for Embedding ML Surro-
gates in Scientific Application

Recent advancements in Machine Learning (ML) have sub-
stantially improved its predictive and computational abili-
ties, offering promising opportunities for surrogate mod-
eling in scientific applications. By accurately approxi-
mating complex functions with low computational cost,
ML-based surrogates can accelerate scientific applications
by replacing computationally intensive components with
faster model inference. However, integrating ML models
into these applications remains a significant challenge, hin-
dering the widespread adoption of ML surrogates as an
approximation technique in modern scientific computing.
We propose an easy-to-use directive-based programming
model that enables developers to seamlessly describe the
use of ML models in scientific applications. The runtime
support, as instructed by the programming model, per-
forms data assimilation using the original algorithm and
can replace the algorithm with model inference. Our eval-
uation across five benchmarks, testing over 5000 ML mod-
els, shows up to 83.6x speed improvements with minimal
accuracy loss (as low as 0.01 RMSE).
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MS323

Efficient Digital Twin Training using Uncertainty-
Guided Data Generation

Machine learning proxy models offer a powerful approach
to accelerating and even replacing computationally expen-
sive models. However, constructing these digital twins
presents a unique challenge in efficiently generating train-
ing data. A naive uniform sampling of the input space can
lead to a non-uniform sampling of the output space, result-
ing in gaps in training data coverage and potentially com-
promising accuracy. While massive datasets could even-
tually fill these gaps, the computational burden of full-
scale simulations can make this impractical. In this talk,
we introduce a framework for adaptive data generation
that leverages uncertainty estimation to identify regions
requiring additional training data and re-triggering simu-
lations to fill the identified gaps. Essentially, this approach
steers large-scale simulations towards generating the nec-
essary data for training digital twins iteratively and thus
reduces the data needed to train accurate digital twins.
We will demonstrate the challenges at training at scale
and the effectiveness of such methods on both a simple
one-dimensional function and a complex multidimensional
physics model.
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MS323

Small Dense Models of Large Sparse Graph Parti-
tioning Problems

Graph Partitioning is a critical problem in numerous sci-
entific and engineering domains including social network
analysis, VLSI design and many more. Spectral methods

are known to produce quality partitions while minimizing
edge cuts for a wide range of problems. However, the com-
putational cost associated with the calculation of the fiedler
vector, an eigenvector associated with the second smallest
eigenvalue of the graph Laplacian, remains a significant
bottleneck. In this paper, we present an accelerated ap-
proach to spectral bisection partitioning by replacing the
traditional eigenvalue calculation with a simple artificial
neural network model to approximate the fiedler vector.
We demonstrate that our approach achieves partitioning
quality comparable to spectral bisection while significantly
reducing the computational overhead, making it more scal-
able and efficient for large-scale problems.
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MS324

On Quadratic Knapsack Limiting and Enforcing a
Cell Entropy Inequality

Entropy stable nodal discontinuous Galerkin methods sat-
isfy a cell entropy inequality. One strategy to enforce such
an inequality is through knapsack limiting, which solves a
knapsack problem to determine an optimal set of limiting
coefficients which result in a semi-discrete cell entropy in-
equality while preserving nodal bounds. In this work, we
provide a slight modification of this approach, where we
utilize a quadratic knapsack problem instead of a standard
linear knapsack problem. We prove that this quadratic
knapsack problem can be reduced to efficient scalar root-
finding. Numerical results demonstrate that the proposed
quadratic knapsack limiting strategy is efficient, results in
better time accuracy than the linear knapsack limiting ap-
proach, and behaves better under adaptive time-stepping.
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MS324

High Performance Computing Aspects of Invariant
Domain Preserving Schemes

My talk will present performance analysis results for a
class of invariant-domain preserving schemes with complex
limiting for the compressible Euler equations. Guided by
roofline performance models, bottlenecks in memory ac-
cess, instruction latency and arithmetic work load are iden-
tified and improved by reformulations of the underlying
numerical model. My talk will compare the achieved per-
formance of a second order finite-element scheme against
higher-order discontinuous Galerkin methods with and
without limiters, highlighting the price to be paid for math-
ematically provable robustness.

Martin Kronbichler
Ruhr University Bochum
martin.kronbichler@rub.de

MS324

A Structure-Preserving High-Order Matrix-Free
Finite Element Method

We present a three-dimensional matrix-free finite element
method (MF-FEM) which provides an explicit and arbi-
trary high order approximation of the smooth solutions of
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the advection-diffusion partial differential equations both
in space and time. The scheme allows for an efficient di-
agonalization of the mass matrix without any loss of ac-
curacy. This is achieved by coupling the MF-FEM formu-
lation with a Deferred Correction (DeC) type method for
the discretization in time. We will discuss the structure-
preserving (SP) properties of our scheme, such as con-
servation, positivity, and local bounds preservation. SP
is achieved by combining a low-order scheme with prov-
able SP properties, and a high-order, possibly SP violating
scheme, in a convex combination with positive weights. We
express both low-order and high-order schemes in terms
of element-based distribution coefficients and perform the
convex limiting in the element-wise residual distribution
form. The resulting scheme is verified using a series of
challenging benchmark problems for the Euler equations of
gas dynamics. Next, we will present a high-order MF-FEM
scheme for the shallow water equations and show that our
scheme is well-balanced with a proper choice of numerical
quadratures and stabilization operators.

Svetlana Tokareva
Los Alamos National Laboratory
Applied Mathematics and Plasma Physics Group (T-5)
tokareva@lanl.gov

MS324

Realizability-Preserving Discontinuous Galerkin
Method for Spectral Two-Moment Radiation
Transport in Special Relativity

We present a realizability-preserving numerical method for
solving a spectral two-moment model to simulate the trans-
port of massless, neutral particles interacting with a back-
ground material moving with relativistic velocities. The
model is obtained as the special relativistic limit of a four-
momentum-conservative general relativistic two-moment
model. Using a maximum-entropy closure, we solve for the
Eulerian-frame energy and momentum. The proposed nu-
merical method, with discontinuous Galerkin (DG) spatial
discretization and implicit-explicit (IMEX) time stepping,
is designed to preserve moment realizability, which corre-
sponds to moments defined by a nonnegative phase-space
density. With a series of numerical tests, we demonstrate
the accuracy and robustness of this DG-IMEX method.

Yulong Xing
The Ohio State University
xing.205@osu.edu

MS325

Fast Multigrid Solvers Using Sparsity-promoting
Bases for the High-order Simplicial de Rham Com-
plex

We present a scalable multigrid solver for the Riesz maps
of the L2 de Rham complex at high-order on triangular
and tetrahedral meshes. The multigrid relaxation com-
bines static condensation and parallel space decomposition
methods in order to avoid the elevated memory and com-
putational costs by exploiting local orthogonal bases. We
introduce new finite elements discretizing the usual H(d)-
conforming (d = grad, curl, or div) polynomial spaces,
but with different basis functions. The new elements build
upon the degrees of freedom from (Demkowicz et al. 2000),
and consist of integral moments on a symmetric reference
simplex against a numerically computed polynomial basis
that is orthogonal in both the L2- and H(d)-inner products.
On the reference simplex, the resulting stiffness matrix has

diagonal interior block, and fully decouples the interior de-
grees of freedom. Thus, the Schur complement resulting
from elimination of interior degrees of freedom is simply
the interface block itself. This sparsity is not preserved
on arbitrary simplices. Thus, we devise a preconditioning
strategy that neglects the coupling of the interior degrees
of freedom. We precondition the Schur complement with
the interface block, and apply point-Jacobi for the inte-
rior block. The interface block is further preconditioned
with a space decomposition method on small subdomains
constructed around vertices and edges. We show iteration
counts that are robust with respect to the polynomial de-
gree.

Pablo Brubeck
University of Oxford
brubeckmarti@maths.ox.ac.uk

Patrick E. Farrell
Mathematical Institute
University of Oxford
patrick.farrell@maths.ox.ac.uk

Robert C. Kirby
Baylor University
robert kirby@baylor.edu

MS325

Performance-Portable Multigrid for Adaptive
FEM for the Stokes Problem

Performance-Portable Multigrid for Adaptive FEM for the
Stokes Problem We present recent advances in the Finite
Element library deal.II to use performance portable linear
solvers for the efficient solution of finite element problems
on CPUs and GPUs. Here, I am presenting the current
state of different options to solve variable viscosity Stokes
problems that appear in Mantle Convection problems. We
consider various options from matrix-free geometric multi-
grid directly implemented in deal.II using Kokkos, alge-
braic multigrid solvers through PETSc+Kokkos, and CPU
based approaches.

Timo Heister
Clemson University
Mathematical Sciences
heister@clemson.edu

MS325

Advanced Finite Element Discretizations and
Solvers in the MFEM Library

Efficient exploitation of exascale architectures requires re-
thinking of the numerical algorithms used in PDE-based
simulations to expose fine-grain parallelism and maximize
arithmetic intensity. In this talk we present an overview
of MFEM (https://mfem.org), a scalable library for high-
order finite element discretization of PDEs on general un-
structured grids, which powers HPC applications in a wide
variety of fields. We review some the recent research
and development activities in the project, including high-
order mesh adaptivity, differentiable simulations, matrix-
free preconditioning, scalability on GPU-accelerated exas-
cale supercomputers, and demonstrate their impact in sev-
eral large-scale applications from the US Department of
Energy.

Tzanio Kolev
Lawrence Livermore National Laboratory
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kolev1@llnl.gov

MS325

A Space-Time Multigrid Method for Space-Time
Finite-Element Discretizations

Space-time FEM, stage-parallel implicit Runge Kutta-
methods, and, in general, parallel-in-time methods offer a
promising solution to the limited scalability of algorithms
on distributed systems when parallelism is only exploited
in the spatial domain. These algorithms cannot run faster
than a certain threshold even if more hardware resources
are added. Identifying additional parallelism might be
a solution. [1] presented the implementation of a stage-
parallel preconditioner for implicit Runge-Kutta methods
using multigrid and demonstrated that the scaling limit
can indeed be shifted. This talk expands on the concept
of time parallelism by introducing a space-time multigrid
method based on tensor-product space-time finite-element
discretizations. The method is facilitated by the matrix-
free capabilities of deal.II. It addresses both high-order con-
tinuous and discontinuous variational time discretizations.
We demonstrate its effectiveness for the heat and acoustic
wave equations [2]. Furthermore, we present our progress
in the extension of our solver to Stokes and Navier-Stokes
problems and discuss implementational analogies to stage-
parallel implicit Runge-Kutta methods [1]. [1] Munch, P.,
et al., 2024. Stage-parallel fully implicit RungeKutta im-
plementations with optimal multilevel preconditioners at
the scaling limit. [2] Margenberg, N. and Munch, P, 2024.
A space-time multigrid method for space-time finite ele-
ment discretizations of parabolic and hyperbolic PDEs

Peter Munch
Uppsala University
peterrmuench@gmail.com

Nils Margenberg
Helmut Schmidt Universität Hamburg
margenbn@hsu-hh.de

MT1

How to Give Good Talks

The workshop aims to enhance the participants’ presenta-
tion skills. Participants will have the opportunity to reflect
on what makes a good talk and prepare their own short
talk, applying the tips and tricks relayed in the minituto-
rial. We will discuss the various types of talks researchers
may give and how they can create great slides. We will also
present different presentation styles for communicating re-
search to the public, such as TEDx talks, 3-minute talks
(e.g. FameLab) and elevator pitches. Participants should
bring their laptops with them.

Katerina Kaouri
School of Mathematics
Cardiff University, UK
kaourik@cardiff.ac.uk

MT2

How to Give Good Talks

The workshop aims to enhance the participants’ presenta-
tion skills. Participants will have the opportunity to reflect
on what makes a good talk and prepare their own short
talk, applying the tips and tricks relayed in the minituto-
rial. We will discuss the various types of talks researchers

may give and how they can create great slides. We will also
present different presentation styles for communicating re-
search to the public, such as TEDx talks, 3-minute talks
(e.g. FameLab) and elevator pitches. Participants should
bring their laptops with them.

Katerina Kaouri
School of Mathematics
Cardiff University, UK
kaourik@cardiff.ac.uk

MT3

Understanding Generative AI: the Core Concepts

The minitutorial ”Understanding Generative AI” offers a
comprehensive yet concise exploration of generative mod-
els, catering to participants eager to grasp both the-
oretical and practical aspects within a 90-minute ses-
sion. The tutorial begins with an introduction to gener-
ative AI, establishing its definition, historical context, and
distinguishing characteristics from discriminative models.
Core generative models such as Variational Autoencoders
(VAEs), Generative Adversarial Networks (GANs), and
Transformer models are then explored, with a focus on
their mathematical foundations and operational principles.
Participants will gain insight into the diverse applications
of generative AI across industries like healthcare, finance,
and creative arts, illustrated through impactful case stud-
ies. The tutorial also addresses the ethical implications
and societal impacts of generative AI, offering guidelines
for responsible usage to ensure technology’s positive influ-
ence. A live coding session forms the practical component,
where attendees will observe the step-by-step implementa-
tion and deployment of a simple generative model, enhanc-
ing their understanding through hands-on demonstration.
The session concludes with a summary of key takeaways
and an interactive QA, ensuring participants leave with
a solid understanding of generative AI, practical knowl-
edge for implementation, and a critical awareness of eth-
ical considerations. This tutorial is designed to provide
a well-rounded introduction to generative AI, suitable for
professionals and enthusiasts alike.

Xi Chen
UCSC
billchenxi@gmail.com

MT4

Fast Direct Solvers for Elliptic PDEs

The tutorial will describe a class of methods known as
”fast direct solvers” that have attracted much attention
in the linear algebra and numerical PDE communities in
the past two decades. These algorithms address the prob-
lem of solving a linear equation Ax=b arising from the
discretization of either an elliptic PDE or of an associated
integral equation. The matrix A will be sparse when the
PDE is discretized directly, and dense when an integral
equation formulation is used. In either case, industry prac-
tice for large scale problems has been to use an iterative
solver such as, e.g., multigrid or GMRES. A direct solver,
in contrast, builds an approximation to the inverse of A
(or alternatively, an easily invertible factorization such as
LU or Cholesky). A major development in the last cou-
ple of decades has been the emergence of algorithms for
performing this inversion in linear or close to linear time.
Such methods must necessarily exploit that the inverse of
the matrix A is ”data sparse”, typically in the sense that
it can be tessellated into blocks that have low numerical
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rank. The tutorial will be accessible to graduate students
and postdocs with a foundation in numerical linear alge-
bra, and the basics of methods for solving PDEs numeri-
cally. Participants will be given the opportunity to directly
test out the concepts introduced through tutorial codes de-
signed to support the presentation.

Per-Gunnar Martinsson
University of Texas at Austin, U.S.
pgm@oden.utexas.edu

Adrianna Gillman
University of Colorado at Boulder
Department of Applied Mathematics
adrianna.gillman@colorado.edu

MT5

Fast Direct Solvers for Elliptic PDES Part II of II

The tutorial will describe a class of methods known as
”fast direct solvers” that have attracted much attention
in the linear algebra and numerical PDE communities in
the past two decades. These algorithms address the prob-
lem of solving a linear equation Ax=b arising from the
discretization of either an elliptic PDE or of an associated
integral equation. The matrix A will be sparse when the
PDE is discretized directly, and dense when an integral
equation formulation is used. In either case, industry prac-
tice for large scale problems has been to use an iterative
solver such as, e.g., multigrid or GMRES. A direct solver,
in contrast, builds an approximation to the inverse of A
(or alternatively, an easily invertible factorization such as
LU or Cholesky). A major development in the last cou-
ple of decades has been the emergence of algorithms for
performing this inversion in linear or close to linear time.
Such methods must necessarily exploit that the inverse of
the matrix A is ”data sparse”, typically in the sense that
it can be tessellated into blocks that have low numerical
rank. The tutorial will be accessible to graduate students
and postdocs with a foundation in numerical linear alge-
bra, and the basics of methods for solving PDEs numeri-
cally. Participants will be given the opportunity to directly
test out the concepts introduced through tutorial codes de-
signed to support the presentation.

Per-Gunnar Martinsson
University of Texas at Austin, U.S.
pgm@oden.utexas.edu

Adrianna Gillman
University of Colorado at Boulder
Department of Applied Mathematics
adrianna.gillman@colorado.edu

MT6

Data-Driven Reduced Modeling in the Time and
Frequency Domains: Fundamentals, Best Prac-
tices, and Implementation

Recent advances in computational science and engineer-
ing enable detailed and accurate numerical simulations at
scale. However, making quantitative predictions over long-
time intervals or performing many-query tasks such as de-
sign optimization and uncertainty quantification remains
challenging even on large supercomputers. Data-driven
model reduction is emerging as an increasingly useful tool
to address these challenges by constructing computation-
ally efficient surrogates of physical processes using simu-
lation and/or experimental data. This minitutorial will

cover fundamentals of data-driven model reduction from
two complementary perspectives: data in the time do-
main and data in the frequency domain. We will begin by
delving into the theoretical underpinnings of key methods
within these domains, followed by practical demonstrations
of their application. The implementation of these methods
often involves a multifaceted approach, encompassing data
processing, linear algebra, and numerical analysis. To pro-
vide comprehensive examples, we will showcase real-world
applications, highlighting common pitfalls and best prac-
tices for data preparation, method selection, and model
evaluation. A code repository with hands-on Jupyter note-
book demonstrations will be provided.

Ionut-Gabriel Farcas
Virginia Tech
farcasi@vt.edu

Shane A. McQuarrie
Sandia National Laboratories, U.S.
smcquar@sandia.gov

Steffen Werner
Virginia Tech
U.S.
steffen.werner@vt.edu

MT7

Data-Driven Reduced Modeling in the Time and
Frequency Domains: Fundamentals, Best Prac-
tices, and Implementation Part II

Recent advances in computational science and engineer-
ing enable detailed and accurate numerical simulations at
scale. However, making quantitative predictions over long-
time intervals or performing many-query tasks such as de-
sign optimization and uncertainty quantification remains
challenging even on large supercomputers. Data-driven
model reduction is emerging as an increasingly useful tool
to address these challenges by constructing computation-
ally efficient surrogates of physical processes using simu-
lation and/or experimental data. This minitutorial will
cover fundamentals of data-driven model reduction from
two complementary perspectives: data in the time do-
main and data in the frequency domain. We will begin by
delving into the theoretical underpinnings of key methods
within these domains, followed by practical demonstrations
of their application. The implementation of these methods
often involves a multifaceted approach, encompassing data
processing, linear algebra, and numerical analysis. To pro-
vide comprehensive examples, we will showcase real-world
applications, highlighting common pitfalls and best prac-
tices for data preparation, method selection, and model
evaluation. A code repository with hands-on Jupyter note-
book demonstrations will be provided.

Ionut-Gabriel Farcas
Virginia Tech
farcasi@vt.edu

Shane A. McQuarrie
Sandia National Laboratories, U.S.
smcquar@sandia.gov

Steffen Werner
Virginia Tech
U.S.
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steffen.werner@vt.edu

MT8

PETSc the Portable Extensible Toolkit for Scien-
tific Computations

PETSc, the portable extensible toolkit for scientific compu-
tations, is used as an algebraic backend in many scientific
libraries around the world. It has been deployed on vari-
ous architectures, from laptops to large exascale systems.
In the tutorial, we will cover the basics of PETSc, first by
describing its elementary classes, and then by providing ex-
amples showcasing how it can be used to solve (non)linear
systems, using simple or more advanced preconditioners,
with an emphasis on their connection with computational
science and engineering. We will also present some other
advanced capabilities for example using its sister library
SLEPc, the scalable library for eigenvalue problem compu-
tations, to solve eigenvalue problems or compute singular
value decomposition. Most of these exemples will be im-
plemented live in either C, Fortran, or Python depending
on the attendees preference.

Pierre Jolivet
CNRS
pierre.jolivet@cnrs.fr

Junchao Zhang
Argonne National Laboratory
jczhang@anl.gov

Tobin Isaac
Argonne National Lab
tisaac@anl.gov

MT9

BE: Accessible High-Performance Computing Us-
ing the Julia Language

Julia offers the flexibility of a high-productivity language
while providing control, performance, and compatibility
with high-performance computing (HPC) hardware. This
mini-tutorial demonstrates how Julia makes modern HPC
accessible. It covers resource configuration, distributed
computing, code optimization for CPUs and GPUs, and
versatile workflows. Participants will have the opportu-
nity to experience it firsthand with a hands-on session on
a GPU-powered supercomputer. Tutorial materials, in-
cluding hands-on exercises and instructions in the use of
the Perlmutter Supercomputer at NERSC will be provided
here: https://github.com/JuliaParallel/julia-hpc-tutorial-
siam-cse25 The first hour covers technical backgrounds and
examples in contemporary uses of HPC systems: resource
configuration and management; distributed computing; op-
timizing code of CPUs and GPUs; sophisticated workflows
that can run (almost) anywhere! Participants will be pro-
vided with examples and training accounts on Perlmutter.
The remaining 40 mins will give users the opportunity to
work on these examples under the guidance of the instruc-
tor. You will need to bring a laptop capable of connecting
jupyter.nersc.gov to the in-person session.

Johannes P. Blaschke
Lawrence Berkeley National Laboratory
jpblaschke@lbl.gov

MP2

Constrained Gradient Projection for Sparse Signal

Recovery

Signal processing often faces challenges when determin-
ing sparse solutions for under-determined linear systems
of equations. A common approach for solving these types
of problems is Iterative Soft-Thresholding (IST). One of
the main challenges with IST is that it may be slow to con-
verge since IST places bounds on the Hessian. In a previous
study by Figueiredo et al., gradient projection algorithms
were used to address the bound-constrained quadratic pro-
gramming (BCQP) formulation of these problems. This
method does not require bounds on the Hessian and re-
quires only the matrix-vector products, rather than ex-
plicit access to a large system. We propose an approach
to improve the solutions to these under-determined sys-
tems by adding meaningful constraints. Common methods
for solving constrained optimization problems include in-
terior point methods, active set methods, and projected
gradient methods. Although interior point and active set
methods are highly accurate, both require a solution to a
linear system at each iteration, which can become com-
putationally expensive as the dimension of the problems
increases. Since we are interested in approximating a so-
lution quickly and efficiently, we focus on projected gradi-
ent methods, which are more computationally inexpensive
compared to the methods previously mentioned. Moreover,
we formulate the constrained subproblem in the dual space
to further simplify the problem.

Jacqueline Alvarez, Roummel Marcia, Roummel Marcia
University of California, Merced
jalvarez94@ucmerced.edu, rmarcia@ucmerced.edu, rmar-
cia@ucmerced.edu

MP2

Leveraging Clinical BERT for Comorbidity Predic-
tion in Obstructive Sleep Apnea Patients

Obstructive Sleep Apnea (OSA) is a prevalent sleep dis-
order characterized by repeated interruptions in breathing
during sleep, leading to various significant health issues,
including cardiovascular diseases, diabetes, and cognitive
impairments. Given the high prevalence of OSA and its as-
sociated comorbidities, accurately classifying and predict-
ing these comorbidities is crucial for assessing the overall
severity of OSA. This study leverages Clinical BERT, a
transformer-based model pre-trained on clinical text data,
to predict the presence of comorbidities from clinical text
data and assess the severity of OSA based on the Charl-
son Comorbidity Index (CCI). By analyzing clinical text
data, the model aims to provide a comprehensive risk pro-
file for OSA patients, ultimately aiding in better clinical
decision-making and patient management.

Neila Bennamane
Florida International University, U.S.
nbenn017@fiu.edu

Destinee S. Morrow
Hood College
Lawrence Berkeley National Laboratory
dmorrow@lbl.gov

MP2

Novel Spectral Graph Clustering Algorithm on
Signed Graphs

Graph theory has important applications in the field data
science, as graphs can often be used to organize large



SIAM Conference on Computational Science and Engineering (CSE25)                                                    313312 CSE25 Abstracts

datasets and analyze how the data is interconnected. In
many applications, a primary goal is to identify the clus-
ters that occur within the graph so that data can be appro-
priately categorized. However, identifying the appropriate
partition for the set of nodes is not always clear. Here,
spectral graph theory and optimized graph cuts are used
to generate a near optimal clustering of the vertices in the
graph. Nonetheless, even an optimal clustering may not
reflect the true labels of all the nodes. To this end, we
employ an active learning algorithm, wherein vertices near
the boundaries of the clusters have their labels sampled and
utilized to measure the accuracy of the clustering. Sam-
pled vertices will be used to generate negative edges be-
tween vertices corresponding to opposite clusters. While
positive weights between nodes indicate how strongly con-
nected two nodes are, negative weights can establish which
nodes they repel. These negated edges generate a new
graph from which a new clustering can be formulated. In
this active learning approach, the process will repeat iter-
atively until a threshold of accuracy is reached. Utilizing
active learning on graphs, we explore a new way of spectral
clustering on signed graphs that has applications in dozens
of fields where accurate clustering of data is relevant.

Paola Campos
California State University, Stanislaus
pcampos2@csutan.edu

Alex Cloninger
University of California, San Diego
acloninger@ucsd.edu

Sawyer Robertson
UC San Diego
s5robert@ucsd.edu

MP2

Evaluating Performance of Neural Network Quan-
tization for Conjunctival Pallor Anemia Detection

Anemia is a widespread global health issue, particularly
among young children in low-resource settings. Tradi-
tional methods for anemia detection often require expen-
sive equipment and expert knowledge, creating barriers to
early and accurate diagnosis. To address these challenges,
we explore the use of deep learning models for detect-
ing anemia through conjunctival pallor, focusing on the
CP-AnemiC dataset, which includes 710 images from chil-
dren aged 659 months. The dataset is annotated with
hemoglobin levels, gender, age, and other demographic
data, enabling the development of machine learning mod-
els for accurate anemia detection. We fine-tuned the Mo-
bileNet architecture, known for its efficiency in mobile
and embedded vision applications, using data augmenta-
tion techniques and a cross-validation strategy. Our fine-
tuned model achieved an accuracy of 0.9313, a precision
of 0.9374, and an F1 score of 0.9773 demonstrating strong
performance on the dataset. To optimize the model for
deployment on edge devices, we performed post-training
quantization, evaluating the impact of different bit-widths
(FP32, FP16, INT8, and INT4) on model performance.
Preliminary results demonstrate that while FP16 quanti-
zation maintains high accuracy (0.9250), precision (0.9370)
and F1 score (0.9377), more aggressive quantization (INT8
and INT4) leads to significant performance degradation.
Overall, our study supports further exploration of quanti-
zation schemes and hardware optimizations to assess trade-
offs between model size, inference time, and diagnostic ac-

curacy in mobile healthcare applications.

Sebastián Cruz Romero, Wilfred Lugo Beauchamp
University of Puerto Rico at Mayagüez
sebastian.cruz6@upr.edu, wilfredo.lugo1@upr.edu

MP2

Dynamic Inverse Problems: Efficient Methods for
Dynamic Image Reconstruction with Motion Esti-
mation

Large-scale dynamic inverse problems are typically ill-
posed and suffer from complexity of the model constraints
and large dimensionality of the parameters. A common
approach to overcome ill-posedness is through regulariza-
tion that aims to add constraints on the desired parameters
in both space and temporal dimensions. In this work, we
propose an efficient method that incorporates a model for
the temporal dimension by estimating the motion of the
objects alongside solving the regularized problems. In par-
ticular, we consider the optical flow model as part of the
regularization that simultaneously estimates the motion
and provides an approximation for the desired image. To
overcome high computational cost when processing mas-
sive scale problems, we combine our approach with a gen-
eralized Krylov subspace method that efficiently solves the
problem on relatively small subspaces. The effectiveness of
the prescribed approach is illustrated through numerical
experiments arising in dynamic computerized tomography
and image deblurring applications.

Toluwani Deborah Okunola
Tufts University, U.S.
toluwani.okunola@tufts.edu

MP2

Automated Pipeline Supporting AMReX Base
Codes for Device Parameters Inspections and Ma-
chine Learning Applications

Utilities to Execute Pipelines (UTEP) is being developed
and adapted to the AMReX-based codes: FerroX, Mag-
neX, and ARTEMIS to efficiently organize and extract the
outputs from simulations that are being systematically sent
to the high-performance supercomputer Perlmutter used
for device parameters inspection. Additionally, the data
is ready for machine learning applications, enhancing the
scalability of the trained models to handle more diverse
scenarios.

Christian Fernandez
The University of Texas at El Paso
cafernandez12@miners.utep.edu

Jorge Munoz
University of Texas at El Paso
jamunoz@utep.edu

Cesar Diaz
Stanford University
cesardc1@stanford.edu

Yingheng Tang, Prabhat Kumar, Andrew J. Nonaka, Zhi
Jackie Yao
Lawrence Berkeley National Laboratory
ytang4@lbl.gov, prabhatkumar@lbl.gov, ajnon-
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aka@lbl.gov, jackie zhiyao@lbl.gov

MP2

Utilizing Latent Space Representation for Patient
Phenotyping and Risk Stratification

Obstructive sleep apnea (OSA) is a common sleep-related
disorder characterized by intermittent breathing pauses
during sleep, which can significantly increase the risk of
cardiovascular and metabolic diseases. The often undi-
agnosed nature of OSA and difficulties in identifying pa-
tients most at risk for associated comorbidities has led
to sub-optimal personalized patient care. In addition,
the complexity and inconsistency of clinical data in elec-
tronic health records (EHR) pose challenges in deriving
reliable results in healthcare studies. We extracted and
compared learned latent spaces– a deep learning technique
that compresses data to uncover hidden patterns– to filter
out the noise and irrelevant details from the EHR data. We
then deep phenotyped OSA patients through unsupervised
clustering using the latent representation, identified pa-
tient subgroups to uncover potential risk factors that drive
subgroup differentiation, and developed a clinical tool to
predict patient group assignment via supervised learning.
These findings enhance the understanding of OSA deep
phenotyping and improve patient comorbidity risk assess-
ment.

Sophia Isabel Perez Ferrer
Hood College
sophiaisabelpf@gmail.com

MP2

Machine Learning the QCD Equation of State

Microseconds after the big bang, matter is theorized to
have existed under conditions of extreme temperature and
density. To better understand matter in the early uni-
verse, and the transition from deconfined quark matter
to hadronic matter, nuclear physics has long pushed for a
complete phase diagram. In my research I apply machine
learning with a kNN algorithm to interpolate thermody-
namic behavior. This approach saves valuable computing
power, allowing us to sort unphysical equations of state for
matter from valid equations without heavy computation.
These equations of state are then applied in simulations
and in comparison with data from high-energy collision
experiments.

Justin Laberge
University of Texas at El Paso
jlaberge@miners.utep.edu

MP2

Coarse-Grained Modeling of Bacterial Adhesion
Pili

Enterotoxigenic Escherichia coli (ETEC) is a major global
health concern and a leading cause of infectious diarrheal
diseases, affecting 200 million people each year and causing
50,000 deaths. The bacterias primary colonization factors,
CS20 and CFA/I pili, are essential to its pathogenicity.
These pili act like ”arms” and are made of flexible, elon-
gated filaments that enable the bacteria to attach to host
cells and withstand external forces, such as fluid flow. In-
vestigating pilus unwinding at the molecular level through
experiments alone is difficult because of the structural com-
plexity of these filaments, necessitating computational ap-

proaches. However, current all-atom simulations are lim-
ited to short length and time scales due to its high com-
putational cost. Here, we introduce a novel coarse-grained
approach using the GoMartini model to examine pilus un-
winding mechanics at a fraction of the computational cost
of all-atom methods. This coarse-grained method groups
atomic interactions to create computationally efficient sim-
ulations that capture pilus unwinding dynamics within
hours, as opposed to the days required for all-atom sim-
ulations. Our results highlight the potential of the Go-
Martini approach for efficiently studying large biomolec-
ular complexes over extended time and length scales, ad-
vancing computational insights into bacterial adhesion and
underlying molecular mechanisms.

Rocky Lu
The College of New Jersey
lujrocky@gmail.com

MP2

Efficient Detection of Protein-protein Interactions
Using Sparse Signal Reconstruction

Proteins rarely act in isolation within cells but interact
with specific partners to form functional complexes. Be-
cause such protein-protein interactions (PPIs) are crucial
for understanding cellular information processing, numer-
ous methods have been developed for mapping PPIs. One
such method is immunopurification followed by mass spec-
trometry (IP-MS), which identifies all proteins that in-
teract with a bait protein of interest. While IP-MS is
used widely, mapping large PPI networks is expensive since
each experiment only profiles one bait. To overcome this
limitation, we developed a pooled method that leverages
ideas from compressed sensing to profile many baits us-
ing a limited number of IP-MS runs. This method first
measures multiple linear combination of the PPIs by mod-
ifying the immunopurification step to use combinatorial
antibody pools to pull down multiple bait proteins. The
resulting signals are then decoded using a sparse signal re-
construction algorithm that estimates the PPIs for each
bait. We here demonstrate the theoretical validity of the
method using simulated experiments and test the practi-
cal feasibility using data from an initial pilot experiment.
Overall, pooled IP-MS will allow researchers to map larger
interaction networks at reduced cost, thus democratizing
the study of PPIs.

Moitrish Majumdar, Tomas Rube
University of California, Merced
mmajumdar@ucmerced.edu, trube@ucmerced.edu

Marko Jovanovic, Lena Street
Columbia University
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MP2

Impact of Deep Neural Network Hyperparameter
on Solution Accuracy of Minimization Problems

This project applies the Deep Ritz Method, a deep
learning-based approach, to approximate solutions for a
one-dimensional (1D) minimization problem. The study
examines how neural network hyperparameters, including
depth, width, and learning rate, influence the accuracy of
the solution. The algorithm’s approximations are com-
pared to the analytical solution of the minimization prob-
lem, with the accuracy assessed through the UNDEFINED
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LATEX error.
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Kean University
zaire.meachem12@gmail.com, emema@kean.edu,
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MP2

Predictive Models for Assessing GHG Emissions in
Aquaculture Systems

Aquaculture is the worlds dominant source of fish pro-
duction, having recently surpassed capture fisheries. Most
aquaculture operations occur in freshwater environments,
utilizing excavated ponds. Recent studies have demon-
strated that freshwater aquaculture systems are signifi-
cant sources of greenhouse gases (GHG) such as carbon
dioxide (CO2), and methane (CH4). These emissions are
temporally variable, measurements are costly and time-
consuming and there is a notable scarcity of predictive
models tailored to the aquaculture sector. Drawing on
temporally and spatially resolved data from aquaculture
systems in Brazil, we use machine learning techniques to
model the temporal variability in CO2, and CH4 fluxes
from excavated ponds systems. Through our research, we
aim to identify the factors and patterns driving tempo-
ral variability in GHG emissions from these distinct yet
widespread aquaculture production systems. This could
help correct datasets lacking temporally resolved measure-
ments.

Maria Camila Mejia Garcia
University of Texas Rio Grande Valley
mariacmejiag80@gmail.com
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MP2

ParticleFlow: Immersive Mixed Reality Simula-
tions with Graph Neural Networks

Disasters from landslides and avalanches to floods and
erosion cause significant damage and loss of life each year,
affecting millions and highlighting the need for better un-
derstanding and prediction. Traditional simulation meth-
ods often fall short in providing real-time, accurate repre-
sentations of these particulate systems due to their com-
plexity and computational demands.The Graph Network-
based Simulator (GNS is a machine learning-based tool us-
ing Graph Neural Networks (GNNs) that, addresses this by
modeling granular flow dynamics. Our project integrates
GNS into a mixed reality (MR) environment, incorporating
Augmented Reality (AR).

Cristian Moran
Texas A&M University, San Antonio
cmora0305@jaguar.tamu.edu

Krishna Kumar
University of Texas at Austin

krishnak@utexas.edu

MP2

Compatible Energy Preserving Discretizations
for Nonlinear Optical Wave Propagation: The
Maxwell-Duffing Approach

We explore the modeling and numerical discretization of
Maxwell’s equations in nonlinear optical media, specifi-
cally focusing on the Maxwell-Duffing model. We present
the constitutive laws governing electromagnetic wave prop-
agation in non-magnetic, non-conductive media, describ-
ing the material’s response using a nonlinear cubic Duff-
ing model coupled with Maxwell’s equations. The presen-
tation includes the derivation of energy relations for the
one-dimensional nonlinear Maxwell model. We introduce
a high-order spatial discretization method based on fully
discrete leap-frog finite-difference time-domain (FDTD)
methods, designed for the accurate and stable simulation of
nonlinear wave propagation. Numerical simulations high-
light the effectiveness of these methods in capturing the
complex dynamics of electromagnetic waves in nonlinear
media. Special attention is given to the implementation
of the Second order in time and higher order in space
leap-frog scheme and its application to traveling wave solu-
tions. We prove Energy Stability of the Higher Order Yee
FDTD Schemes for the cubic Maxwell-Duffing Model and
demonstrate these results through Numerical Simulations.
This work provides critical insights into the mathematical
and computational challenges of modeling nonlinear optical
materials, offering robust techniques for advancing research
in nonlinear photonics.

Victory Obieke
Oregon State University
victoryadoaora@gmail.com

MP2

Investigation of Oceanic Wave Solutions to a
Modified (2+1)-Dimensional Coupled Nonlinear
Schrodinger System

Oceanic wave characteristics can be investigated by a mod-
ified integrable generalized (2+1)-dimensional nonlinear
Schrodinger (NLS) system of equations with variable coeffi-
cients. Variable coefficients enhance the modeling capabil-
ity of the NLS equation, making it a more powerful tool for
understanding and predicting wave behaviors in complex
oceanic and other physical systems. Here, two newly mod-
ified methods, specifically the improved nonlinear Riccati
equation method and the improved sub-equation method,
have been proposed to investigate the aforementioned non-
linear system. Through the utilization of these methods,
we successfully obtain traveling and solitary wave solutions
for this nonlinear system. We emphasize several constraint
conditions that serve to guarantee the existence of these
solutions. In addition, using the Mathematica software
package, we provide visual representations, including three-
dimensional plots and their corresponding contour plots,
for the solutions obtained. This work illustrates that the
two proposed approaches provide straightforward and ef-
ficient means of acquiring various types of solitons, ratio-
nal, trigonometric, hyperbolic, and exponential solutions.
Moreover, they present a more potent mathematical tool
for addressing a variety of other nonlinear partial differen-
tial equations that hold significance in the field of applied
science and engineering.

Kayode Oluwasegun
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MP2

Molecular Dynamics Simulations of the Structural
Effects of Oncogenic Mutations in the Nucleosome

The information available to the cell to initiate, control, or
stall metabolic processes is housed in the genome, whose
monomeric unit is the nucleosome core particle (NCP). The
nucleosome core particle (NCP), in conjunction with DNA-
binding proteins like chromatin remodelers and transcrip-
tion factors, forms the fundamental cellular apparatus es-
sential for transcription, DNA repair, and DNA replication.
However, oncogenic mutations within the histone core can
disrupt processes, including histone exchange and nucleo-
some sliding in different cancer types. Mutations in the
core histone proteins have been shown to destabilize the
H2B-H4 protein interface, impacting histone octamer sta-
bility. Here, we ran 36 ???? all-atomistic simulations of
the wild-type (WT) and single point oncogenic mutated
systems of the NCP on Anton 2[3]. We show structural
and dynamic destabilization of the H2B-H4 interface in the
histone core in the mutant systems. We use principal com-
ponent analysis to characterize the shift in conformation
in the histone core, comparing WT and oncogenic systems.
Thermal Stability Assay (TSA) and nano-DSC confirm the
shift in the NCP’s melting temperature. This study will
shed light on structural changes in the NCP core upon mu-
tation and suggest how they might affect transcription.

Augustine Onyema, Christopher DiForte, Rutika Patel
Graduate Center, City University of New York
aonyema@gradcenter.cuny.edu,
cdiforte@gradchenter.cuny.edu,
rpatel1@gradcenter.cuny.edu
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MP2

Image Reconstruction Through Polar Coordinate
Transformation for Ultrasound Imaging Applica-
tions

Image registration plays a crucial role in medical image
processing by aligning datasets from different modalities
and standardizing training images for downstream deep
learning tasks. Traditional registration methods often face
challenges when working with ultrasound images due to
variations in acquisition between portable and cart-based
systems. In this work, we propose a novel approach that
first transforms ultrasound images into their native po-
lar coordinates to improve registration accuracy. Our
method intends to solve a constrained optimization prob-
lem to achieve simultaneous spatio-temporal image regis-
tration. By leveraging the geometric properties of polar
coordinates, we anticipate that our approach will enhance
alignment accuracy and reduce computational complexity,
thereby providing a robust preprocessing framework for
deep learning models. Through planned experiments on
clinical data, we expect to demonstrate improvements in
registration accuracy and computational performance com-
pared to existing methods. If successful, this project could
significantly advance ultrasound image translation tasks,
ultimately enhancing the effectiveness of AI-driven diag-

nostic imaging and improving patient care outcomes.

Jocelyn Ornelas-Munoz, Erica M. Rutter, Roummel
Marcia, Roummel Marcia
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MP2

Colors of Cultures Mars Volcano Images

Colors of Cultures: Culture is defined by the Oxford dic-
tionary as the arts and other manifestations of human in-
tellectual achievement regarded collectively. Can we then
use machine learning to determine with an image what cul-
ture(s) an image is likely derived from? There are several
things to consider, such as what types of cultures do we
want to explore and train the model on? Mars Volcano
Images: Given images from space agencies as data, can we
identify the locations of volcanoes in the images?

Joshua Peoples
Arizona State University, U.S.
jpeople1@asu.edu

MP2

In Silico Analysis of the Flagella-Propelled Cell
Swimming in Viscous Fluids

Flagella are intricate cellular structures that serve many
functions from cell propulsion to biomixing and transport.
The goal of this project is to make a computational fluid
dynamics model of a green algae cell with two flagella
swimming through viscous fluid. This project employs the
AMReX-based fluctuating hydrodynamics solver contain-
ing custom-developed algorithms for simulating the flag-
ellum as the immersed chain of force particles with pre-
scribed motions. In addition, we have updated the pre-
viously developed yt-centric JupyterLab notebook based
on pyAMReX which serves as a native python API for
AMReX codes. This implementation has produced better
streamlined data importation, visualization, and analysis.
We were able to compile and run code on Perlmutter that
led to visualizing both fluid flow field and forces on the
discretized flagellar particles.

Lauren Sowards, Quinton Fister, Gang Xu
University of Central Oklahoma, U.S.
lsowards@uco.edu, qfister@uco.edu, gxu@uco.edu
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MP2

Verification of LPDDR4 Memory Controller

DRAM controllers are essential for managing the communi-
cation between a processor and DRAM memory, managing
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complex operations such as refresh cycles, row and column
accesses, and bank switching. Given the complexity of tim-
ing requirements and workload management, comprehen-
sive verification is essential to detect potential errors such
as data corruption, access violations, or performance degra-
dation. This poster presents a methodology for verifying a
memory controller through RTL digital simulation. We fo-
cus on timing correctness, data integrity, and performance.
The results of this verification will be used to tape out the
only existing (as of Jan 2025) open-source DDR controller
model, designed to be flexible and parameterized using the
Chisel language.

Ailsa Sun
University of California, Berkeley
23suna18@berkeley.edu
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MP2

Software Engineering Web-scraping

This project presents a flexible web scraping application
built in Eclipse using Java. The program allows users to
input any website URL and specify up to three CSS selec-
tors to target and extract specific elements from the web
page. The extracted data can be saved in multiple for-
mats, including Excel and Notepad, providing users with
versatile options for data management and reporting. To
ensure efficient data storage and retrieval, the application
integrates with an SQL database, enabling users to main-
tain structured records of their web scraping results. The
solution is designed to be user-friendly while demonstrat-
ing key concepts of web automation, data extraction, and
database integration.

Adriana Tirpak
Slippery Rock University
art1021@sru.edu

MP2

Accelerating PINNs for Heterogeneous Computing
Systems

We aim to introduce one of the higher collective commu-
nication framework for high performance computing and
deep learning workloads, Horovod. Horovod aims to make
distributed deep learning workloads fast and scalable. As
deep learning workloads become more demanding and com-
putationally expensive we seek ways to cut back on the
computational costs associated in the collective communi-
cation calls. To best profile such operations we use the
built-in, native horovod timeline for minimal and no exter-
nal overhead. We close out with an analysis of performance
gains on a Physics Informed Neural Network Example, con-
clusion followed by a future work.

Alex Villa, Yuke Li, Xiaoyi Lu
University of California, Merced
avilla49@ucmerced.edu, yli304@ucmerced.edu, xi-
aoyi.lu@ucmerced.edu

MP2

Developing a Tutorial to Explore Adaptive Mesh
Refinement in High Performance Computing Sim-

ulations

This project adapts a high-performance computing (HPC)
application into a beginner-friendly tutorial on Adaptive
Mesh Refinement (AMR) and HPC. Using Frontier (the
worlds fastest supercomputer) and AthenaPK, we showcase
AMRs role in refining simulations of phenomena, like blast
waves. Compiling AthenaPK, running jobs with Slurm, to
visualizing results on Andes with VisIt. We model a blast
wave shaping an oak leaf, emphasizing AMRs impact and
broadening participation in computing.

Wiktoria Zielinska
Oak Ridge National Laboratory
wiktoria41412@gmail.com
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PP1

Constrained Gradient Projection for Sparse Signal
Recovery

Signal processing often faces challenges when determin-
ing sparse solutions for under-determined linear systems
of equations. A common approach for solving these
types of problems is Iterative Soft-Thresholding (IST).
One of the main challenges with IST is that it may be
slow to converge since IST places bounds on the Hessian,
ATA. In a previous study by Figueiredo et al., gradi-
ent projection algorithms were used to address the bound-
constrained quadratic programming (BCQP) formulation
of these problems. This method does not require bounds
on the Hessian and requires only the matrix-vector prod-
ucts involving A and AT , rather than explicit access to
A. We propose an approach to improve the solutions to
these under-determined systems by adding meaningful con-
straints. Common methods for solving constrained opti-
mization problems include interior point methods, active
set methods, and projected gradient methods. Although
interior point and active set methods are highly accurate,
both require a solution to a linear system at each iteration,
which can become computationally expensive as the dimen-
sion of the problems increases. Since we are interested in
approximating a solution quickly and efficiently, we focus
on projected gradient methods, which are more computa-
tionally inexpensive compared to the methods previously
mentioned. Moreover, we formulate the constrained sub-
problem in the dual space to further simplify the problem.

Jacqueline Alvarez
University of California, Merced
jalvarez94@ucmerced.edu

PP1

Optimizing Permeability Domain for Hydro-
gen Fuel Cells: A Numerical Approach Using
Freefem++

Hydrogen fuel cells (HFCs) are becoming an important
technology for cleaner energy. They produce electric-
ity through chemical reactions without harmful emissions,
making them useful in many areas like powering cars,
buses, and providing energy in remote locations. As the



318 SIAM Conference on Computational Science and Engineering (CSE25)CSE25 Abstracts 317

world moves towards more sustainable energy, improving
the efficiency of fuel cells is essential. In this presentation,
we introduce the effect of changing the permeability func-
tion inside the Gas Diffusion Layer (GDL), which is in the
middle of a HFC, and how it affects the flow of fluids inside
the cell. Permeability controls how gases move through the
fuel cell, impacting many variables. Understanding these
effects is important for making fuel cells work better. Us-
ing FreeFEM, we numerically solve the nonlinear system of
partial differential equations derived from the convection-
diffusion equation and the Darcy law, using the finite ele-
ment method, considering three essential variables: oxygen
concentration, pressure, and velocity. We will also present
an optimum permeability function that helps maximize ef-
ficiency.

Afrah Alzahrani
King Fahd University of Petroleum and Minerals
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PP1

Applying Acceleration to Krylov Subspace Eigen-
value Solvers

Many modern-day problems including dynamic analysis in
structural engineering and electronic structure calculations
involve solving a generalized eigenvalue problem with sig-
nificantly large matrices. In 2002, Golub and Ye introduced
a competitive inverse-free Kyrlov subspace iterative solver
for this problem that focuses on large, sparse, symmetric
matrices. In 2010, Quillen and Ye introduced a block gen-
eralization of the method that can handle clustered eigen-
values. Recently, momentum-type acceleration has been
shown effective at a low cost to reduce the number of it-
erations in many iterative methods, including methods for
eigenvalue problems. One such method is Nesterov acceler-
ated gradient descent, a widely used extrapolation modifi-
cation accelerating steepest descent. Here, we will explore
applying Nesterov-like acceleration to the Krylov subspace
method for the symmetric generalized eigenvalue problem.
We will present numerical results demonstrating the effect
of fixed, adaptive, and safeguarded adaptive choice of the
momentum parameter.

Michelle Baker
University of Florida
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PP1

Structmats: A Matlab Package for Efficiently Com-
puting with Matrices Having Displacement Struc-
ture

Matrices with displacement structure (e.g. Toeplitz, Van-
dermonde, Cauchy) are amenable to cheap representation
and fast computations. The algebraic advantages of dis-
placement structure are well-understood, and recent de-
velopments have uncovered connections to low-rank prop-
erties as well. These newer findings enable new computa-
tional methods, such as the use of rank-structured methods
in concert with displacement structure to create fast and
storage-lean inversion algorithms. Displacement structure
arises naturally in applications (e.g. signal processing),
and MATLAB is a popular tool in many of these circles.
We introduce STRUCTMATS, an object oriented software
package for MATLAB that efficiently implements both the
established theory and our new findings on displacement
structure. It is host to a collection of useful algorithms,
including fast matrix-vector products, fast inversion rou-

tines, preconditioning tools, low rank and rank-structured
approximation methods, and transforms that allow one to
shift between popular matrix families via useful algebraic
equivalencies. The package is designed so that the opti-
mizations are handled behind the scenes; the only respon-
sibility of the user is to instantiate the right class of matrix.
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PP1

A Data-Driven Reduced Order Model for Two-
Layer Quasi-Geostrophic Oceans

The simulation of ocean flows is extremely challenging for
several reasons. The first is of course the scale of the prob-
lem: the area of an ocean basin is of the order of millions
of Km2. The second reason is the nature of the flow itself,
which requires very fine computational meshes to resolve
all the eddy scales. The third reason is connected to the
first two: high resolution meshes over very large domains
lead to a prohibitive computational cost with nowadays
computational resources. In this talk, we present a data-
driven reduced order model (ROM) for the two-layer quasi-
geostrophic equations, a simplified, yet nontrivial, model
for ocean dynamics. The main building blocks of our ROM
are Proper Orthogonal Decomposition (POD) and a Long
Short Term Memory (LSTM) architecture. Using an ex-
tension of the classical double-gyre wind forcing test, we
assess the accuracy of the POD-LSTM ROM both in the
reconstruction and prediction of the flow and quantify the
drastic reduction in the computational time allowed by the
method.
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PP1

Pod-Based Reduced Order Modeling for the Gen-
eralized Kuramoto-Sivashinsky Equation

In this study, we present a comprehensive analysis of
POD-based Reduced Order Models (ROMs), specifically
Galerkin POD and POD-DEIM (Discrete Empirical Inter-
polation Method), applied to the one-dimensional general-
ized Kuramoto-Sivashinsky (gKS) equation. The dynamics
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of the gKS equation ranges from a spatio-temporal chaos
to a non-chaotic, quasi-periodic behaviour with a transi-
tion governed by a critical parameter γ. We developed
ROMs using three different approaches, which can be clas-
sified into single-value ROM and multi-value ROM cate-
gories. In the single-value ROM category, two distinct ap-
proaches were employed, one for γ = 0, which corresponds
to the classical Kuramoto-Sivashinsky equation exhibiting
chaotic behaviour, and another for γ ̸= 0. To construct the
ROM for γ = 0, snapshots were collected from the system’s
attractors. For γ ̸= 0, we adopted a different approach by
running simulations over shorter periods across multiple
trajectories to gather snapshots. To build the ROM using
multiple γ values, we conducted simulations with various
γ values and merged the resulting snapshots to create the
data matrix. In all cases, the total simulation time and the
number of snapshots collected were consistent. The ROM
was tested across a range of γ, incorporating randomness
in the initial conditions. Relative error and a reconstructed
power spectrum analyses showed that the ROM performed
well.
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PP1

Nonlinear Eigenvalue Solver for Periodic Potential
Problems

Asymptotically periodic potentials arise in many physi-
cal situations, such as the tight binding approximation
in quantum mechanics. The associated partial differen-
tial equation on the potential can be converted into a spa-
tial periodic eigenvalue problem, possibly with a defect
in the potential. For these problems, we propose a novel
solver that converts the unbounded domain problem into a
nonlinear eigenvalue problem on a finite domain and uses
a projector to enforce boundary conditions. We analyze
the associated discretization error and provide perturba-
tion bounds for the corresponding eigenvalues. We also
demonstrate its performance on an example problem.

Alkiviades Boukas
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PP1

Scalable Overset Computation Between a Forest-
of-Octrees and An Arbitrary Distributed Parallel
Mesh

Many physical systems cannot be modeled properly by a
single mesh, e.g. because the domain contains holes, or

several physics layers interact. A known natural solution
to this is the combination of several overlapping meshes
in a mesh overset (or Chimera grid) approach. To obtain
meaningful results, the meshes have to yield a consistent so-
lution wherever they overlap. This necessitates an efficient
exchange of solution data between several meshes, which
may be distributed in parallel. We present an algorithm
that performs a one-directional mesh overset for a parallel
distributed forest of octrees with another generic mesh of
unrelated partition. The generic mesh is discretized by par-
allel distributed sets of query points, e.g. stemming from
a quadrature rule applied to each cell. A parallel distri-
bution of the forest following the Morton order can be en-
coded efficiently and enables communication-free searching
in the forest’s exact partition, which suffices to determine
the communication pattern. Query points are then sent be-
tween the two meshes by non-blocking point-to-point com-
munication, which may be overlapped with computation.
Our algorithm is formulated in a modular manner. Thus,
it can be generalized to tune the load balancing of the
mesh overset or to guide adaptive refinement of the meshes
around their intersection area. We present the algorithm’s
design and its application to these different tasks, including
numerical results showcasing its scalability.
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PP1

Accuracy and Estimation of Hierarchical Struc-
tures of Wave Equation Responses Based on Our
Background Seismic Wave-Field

Distributed Acoustic Sensing (DAS), the repurposed use of
dark telecommunication cables for seismological investiga-
tion, is proving to be of increased interest in the scientific
community. Though extremely promising, DAS produces
large amounts of data, some studies having multiple ter-
abytes a day. Our research aims to find new ways of mak-
ing this large amount of data easier to comb through so
geophysicist and other interested scientists may have an
easier time of finding moments of intrigue. In particular,
were using a well known mathematical technique, Singular
Value Decomposition (SVD), to compress and reconstruct
cross-correlations of band passed signals received in the fre-
quency domain. A simulation of 40 sensors with sources at
different locations was used to test which frequencies and
locations of source were the most lucrative in an SVD re-
construction. Data on how many singular values needed
to reproduce a desired percentage of the cross-correlations
was recorded. Finding ways of tracking changes in these
cross correlations is now being performed. As a precursor
to accurate estimation of hierarchical structures of wave
equation responses based on our background seismic Wave-
field, compression through SVD is a promising tool for im-
proving the efficacy of DAS data.

Georgia A. Brooks
Colorado School of Mines
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Accurate Temporal Integration Schemes for Non-
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linear Adsorption Problems

We consider a nonlinear transport problem to model
the chromatography process of high-capacity multimodal
membranes. The absorption model for this process is non-
linear and can be represented by either explicitly or im-
plicitly defined adsorption isotherms. A variety of time-
integration schemes are developed through the use of
Rothe’s method. Contrasted with the traditional method
of lines, this approach offers a flexibility in the manipu-
lation of the temporally nonlinear adsorption term. We
generate numerical solutions utilizing high-level software
such as the FreeFEM, FEniCSx, and deal.ii environments.
Further, nonlinear solution strategies are implemented in
tandem with these time-integration schemes, incorporat-
ing the PETSc SNES and SUNDIALS KINSOL libraries.
Lastly, a parameter sweep is performed, analyzing the per-
formance of these methods for the space of feasible adsorp-
tion parameters.
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PP1

GPU Acceleration with the Fortran Standard Lan-
guage

GPUs have become widespread in high performance com-
puting (HPC) applications as they can often provide higher
FLOP/s, memory bandwidth, and power efficiency com-
pared to CPUs. However, developing HPC codes (new and
legacy) to run effectively on GPUs has been challenging,
as the standard programming languages have not directly
supported GPU offload. This has led to the development
of several external/extended language APIs with varying
levels of portability and learning curves. In an attempt
to improve portability and productivity for domain sci-
entists, compiler/GPU vendors have recently started sup-
porting GPU offload using preexisting standard language
constructs in Fortran, C++, and Python. In Fortran,
the ‘do concurrent’ loop syntax introduced in the Fortran
2008 standard has now been leveraged to support GPU-
acceleration on NVIDIA, Intel, and AMD GPUs. In this
presentation, we demonstrate this support using two pro-
duction multi-GPU applications in heliophysics. We show
the performance and portability of ‘do concurrent’ for GPU
computing across vendors, noting when and where lim-
ited use of external APIs (e.g. OpenMP/OpenACC) are
still needed/desired for compatibility and/or optimal per-
formance.
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PP1

Solution Methodology for Nonlinear Eigenvalue
Problems from Plasma Instabilities

Stability analysis of electron shear-flow in a crossed-field

diode yields an eigenvalue problem, where the perturbation
electric field amplitude and frequency represent the sys-
tems eigenvector and eigenvalue, respectively [Phys. Flu-
ids 27, 2332-2345 (1984)]. This eigenproblem is expressed
as a homogeneous two-point boundary value problem that
is solved using shooting method to determine the disper-
sion relation for the plasma instability [Phys. Plasmas 18,
033108 (2011)]. In this work, we propose a reformulation
that transforms the original eigenvalue equation into a gen-
eralized nonlinear eigenvalue problem to quantify electron
shear-flow instability when the boundary value problem
is singular. A polynomial representation of the resulting
eigenproblem for the electrostatic and electromagnetic as-
sumptions is shown to be of degree 9 and 15, respectively,
which makes the use of direct methods computationally
expensive. The present works investigates the use of iter-
ative techniques based on the Krylov and rational Krylov
methods [SIAM J. Sci. Comput. 36, A2842-A2864 (2014)]
for solving these nonlinear eigenproblems with the aim of
identifying the most advantageous computational formula-
tion and solution methodology in terms of computational
efficiency and favorable comparison with direct methods.
This work is supported by the DOE NNSA LRGF under
cooperative agreement DE-NA0003960. SNL is managed
and operated by NTESS under DOE NNSA contract DE-
NA0003525
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PP1

Inverse Parameter and Shape Problem for an
Isotropic Scatterer with Conductivity Coefficients

We investigate the direct and inverse problems for isotropic
scatterers with two types of conductive boundary condi-
tions. The study establishes the uniqueness of recovering
coefficients from known far-field data at a fixed incident di-
rection across multiple frequencies. Additionally, we con-
sider the inverse shape problem, demonstrating the recov-
ery of the scatterer’s shape from far-field measurements at
a single fixed frequency. We explore the direct sampling
method for scatterer recovery, focusing on the factoriza-
tion of the far-field operator. Our findings highlight the
method’s stability in the presence of noisy data and its ap-
plicability to two-dimensional partial aperture data. The
theoretical results are verified with numerical examples, il-
lustrating the performance of the direct sampling method.
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PP1

Adaptive Safeguarded Newton-Anderson at Singu-
lar and Nonsingular Points

We present an adaptive safeguarding scheme with a tun-
able parameter, which we call adaptive γ-safeguarding,
that one can use in tandem with Anderson acceleration to
improve the performance of Newtons method when solv-
ing problems at or near singular points. Newton-Anderson
with adaptive γ-safeguarding converges locally for singu-
lar problems; it detects nonsingular problems automati-
cally and responds by scaling the iterates towards standard
Newton asymptotically. The result is a flexible algorithm
that performs well for singular and nonsingular problems
and can recover convergence from both standard Newton
and Newton-Anderson with the right parameter choice. We
will discuss three strategies one can use when implementing
Newton-Anderson and γ-safeguarded Newton-Anderson to
solve parameter-dependent problems near singular points.
These strategies are demonstrated with two incompressible
flow problems near bifurcation points.
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PP1

Advancements in GPU-accelerated PIC Simula-
tions with iPIC3D

Particle-in-cell simulations are essential for studying
kinetic-scale plasma behaviour in laboratory settings, such
as Tokamaks and stellarators, and astrophysical environ-
ments where phenomena like magnetic reconnection and
shocks can accelerate particles to very high energies. We
present the recent developments in the iPIC3D code, fo-
cusing on porting its two most computationally intensive
modules, the particle mover and moment gatherer, to GPU
architectures using CUDA. Initial comparisons with the
CPU version of the code show a factor of 40 improvement
in computational speed. Furthermore, we incorporate the
exact energy-conserving semi-implicit method and the rela-
tivistic semi-implicit method, that enable energy conserva-
tion up to machine precision. In certain physical scenarios,
this may be crucial to avoid artificial growth of energy of
the system over long time scales and obtain physically vi-
able results. We show excellent strong and weak scaling
of iPIC3D on up to 1000 GPUs. Ongoing work is focused
on enabling simulations across several thousands of GPUs,
paving the way for exascale plasma simulations.
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PP1

Dynamically Regularized Lagrange Multiplier
Methods for the Cahn-Hilliard-Navier-Stokes Sys-
tem

We present efficient and accurate numerical schemes for
the Cahn-Hilliard-Navier-Stokes phase field model of bi-
nary immiscible fluids. By introducing two Lagrange mul-
tipliers and their dynamic equations, we reformulate the
original model problem into an equivalent system that
incorporates the energy evolution process. First- and
second-order dynamically regularized Lagrange multiplier
(DRLM) schemes are derived based on backward differenti-
ation formulas, in which all nonlinear terms are treated ex-
plicitly and no stabilization term is imposed. These meth-
ods are mass conserving, unconditionally energy stable
with respect to the original variables, and fully decoupled
(requiring the solution of two biharmonic-type equations
and two generalized Stokes systems, together with two non-
linear scalar equations at each time step). Both theoretical
results and numerical performance of the DRLM schemes
will be presented.
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PP1

Identifiability Analysis of Cancer Growth Models
from Dose Response Curves

Often when a new cancer drug is tested, the researchers
publish dose-response curves. These are measured by look-
ing at cell viability at a specific time as a function of
dose. Unfortunately, mathematical models are often pa-
rameterized using longitudinal data. In this study, we
examine whether it is possible to accurately identify any
cancer growth model parameters and drug efficacy param-
eters from dose response curves. This would allow us to
use dose response curves to construct mathematical mod-
els to predict the effect of different dosing regimens. We
use mathematical analysis as well as computer simulations
to determine identifiability of different model parameters.
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Waves in Black Hole Geometries: An Energy-
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Based Discontinuous Galerkin Method

We are interested in the behavior of waves in the vicinity of
black holes, strongly influenced by the curvature of space-
time. We highlight the special case of a scalar wave equa-
tion in the vicinity of a rotating, uncharged (Kerr) black
hole, on a domain that is partially contained within the
event horizon. We present an energy-based discontinuous
Galerkin method (EDG-GR) for the simulation of waves
in black hole geometries, distinguished in that (1) it is lo-
calized, making it efficient and parallelizable; (2) accurate
radiation conditions allow simulation over a smaller region
while preserving accuracy, and (3) the choice of a first-order
time, second-order space (FOTSOS) form greatly reduces
the number of fields to be evolved.
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PP1

An Einsum-Inspired Tensor Contraction Engine

The Einstein summation convention (einsum) allows to
define complex linear algebra expressions using a concise
and expressive notation. We have developed a new en-
gine for efficient evaluation of einsum expressions. The
engine achieves performance portability by relying on just-
in-time generated computational primitives and optimized
data layouts for intermediate tensors. This poster presents
a new packing strategy for binary tensor contractions that
targets high cache reuse. We also present a new memory
manager for intermediate data. Through a stack-based al-
location approach, our memory manager minimizes mem-
ory fragmentation and the overall memory footprint. We
demonstrate the performance portability of our approach
by evaluating our engine on NVIDIA Grace, AMD Ryzen,
and Intel Xeon CPUs. We show that our backend achieves
peak utilization of up to 70% for a set of demanding ein-
sum expressions, while the memory manager reduces the
memory footprint of intermediate data by up to 69%.
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PP1

Improving Ocean State Estimation with Underwa-
ter Acoustics

Informed ocean state estimation is vital for understand-
ing dynamic processes of Earths climate, yet traditional
observing systems remain sparse and struggle in accessing
changes of the oceans interior. Acoustic tomography of-
fers a computationally robust approach to overcome these
limitations by inferring the oceanic state on regional to

basin scales through propagation of sound. This presen-
tation describes the governing equations that define ocean
dynamics and underwater acoustic propagation, emphasiz-
ing the mathematical formulation of predicted sound travel
times. A 4-dimensional variational method now incorpo-
rates these travel times as a novel observational constraint.
We show model-data misfit accumulation within a regional
model, enhancing its ability to adjust oceanic conditions.
The framework is applied to analyze the sensitivity of hy-
drographic states to acoustic measurements, demonstrat-
ing the potential of this approach for improving ocean state
estimation.
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PP1

Event-Based Eligibility Propagation with Addi-
tional Biologically Inspired Features

Understanding how circuits of neurons learn is crucial for
advancements in both neuroscience and artificial intelli-
gence. Traditional methods like backpropagation through
time (BPTT) are commonly used to study neural learning
processes; however, they lack biological plausibility. Eligi-
bility propagation (e-prop), a biologically inspired alterna-
tive proposed by Bellec et al. [Bellec et al., A solution to
the learning dilemma for recurrent networks of spiking neu-
rons, 2020], simulates learning mechanisms akin to those in
animal brains. We introduce bio-inspired modifications to
the e-prop algorithm that maintain learning performance
while enhancing biological accuracy. We also reformulate
the original model’s time-driven update routine. Instead
of updating synaptic states at every time step, our event-
driven approach updates them only when a spike is trans-
mitted, which improves computational efficiency. This is
particularly effective in simulations of biologically realistic,
sparsely connected spiking neural networks (SNNs). Our
modifications, implemented within NESTa leading simu-
lator for large-scale SNNsdemonstrate robust scalability in
extensive network simulations. These advancements bridge
the gap between computational efficiency and biological
realism, significantly enhancing e-prop’s applicability in
large-scale and biologically faithful spiking neural network
simulations.
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PP1

3D Cardiac Strain Imaging of Left Ventricle

Human heart is a vital focus in medical diagnosis and sci-
entific research, with cardiac strain imaging being a fun-
damental tool, particularly for the left ventricle, a critical
component of the human heart. Abnormal strain patterns
in specific areas of the left ventricle can indicate various
health issues. While advancements in probe design and
manufacturing have significantly refined 2D strain imag-
ing, 3D cardiac strain imaging is gaining increased atten-
tion due to its enhanced research potential. Calculating
3D strain directly from 3D heart imaging data is time-
consuming and challenging, particularly when converting
3D strain results into specific models. In this study, we ap-
plied a classic speckle tracking algorithm integrated with
principal component analysis to calculate smoother 2D car-
diac strain. Additionally, we developed a unique and intu-
itive method to transform 2D strain data into a 3D model,
which is both highly convenient for visualization and uni-
versally applicable to strain data from any subject. To ver-
ify the accuracy of our approach, we conducted a phantom
experiment that demonstrated an accuracy rate exceeding
90%. The entire process involves streaming data from a
3D probe, decomposing the data into 2D segments, and
reconstructing the results into a comprehensive 3D model.
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PP1

Performance Evaluation of Algorithms for Tall-
Skinny QR Factorization on Recent Computer Sys-

tems

QR factorization of tall and skinny matrices is a funda-
mental matrix computation that has several applications
including the calculation of an orthogonal basis in numeri-
cal methods for solving linear systems and eigenvalue prob-
lems. Traditional algorithms like the Gram-Schmidt and
Householder algorithms have been widely known and used
in practical applications. On the other hand, new algo-
rithms such as the TSQR and CholeskyQR algorithms have
been developed to exploit the capabilities of modern com-
puter systems. In this poster, we provide a brief overview of
these QR factorization algorithms with highlighting their
characteristics and present their performance results, mea-
sured on recent computer systems. Although our focus is
on deterministic algorithms, we will also discuss potential
future comparisons with randomized algorithms actively
developed in the community of numerical linear algebra
and high-performance computing.
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Quantifying Spatial Heterogeneity of Syncytial
Cells Using Alpha Shapes

We introduce a structural method used for quantifying the
spatial heterogeneity(or clumpiness) of viral syncytial cells
in a transfected bioassay. The solution lies in an inter-
disciplinary process based on simplicial topology being ap-
plied to a biological system. Our method revolves around
using topological theories including Delaunay Tessellations
and Voronoi Graphs to signify cell-cell interaction proba-
bility. The main emphasis is the subset of Delaunay Tessel-
lation called Alpha Shapes. By applying a filtration to the
overall Delaunay Tessellation, we can obtain unique Alpha
Shapes that have cell-cell interactions removed. The em-
phasis of the filtration is to find the correct shape where
there were no connection crossing syncytia, only between
healthy neighborhoods of cells. The process allows for the
associated alpha number to be assigned to the clumpi-
ness. Alpha numbers can then be used to separate different
bioassays, or quantify temporal changes found in a single
viral transfection due to syncytia.
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PP1

Cross Interpolation for Solving High-Dimensional
Tensor Differential Equations on Low-Rank Tensor
Train and Tucker Manifolds

We present a novel algorithm for the time integration of
nonlinear tensor differential equations (TDEs) on the ten-
sor train and Tucker tensor low-rank manifolds. The pre-
sented methodology offers multiple advantages: (i) It of-
fers near-optimal computational savings in terms of mem-
ory and floating-point operations by leveraging cross al-
gorithms based on the discrete empirical interpolation
method. (ii) It is robust against small singular values
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and high-order explicit Runge-Kutta schemes are devel-
oped. (iii) The algorithm is easy to implement, and it does
not use tangent space projections, whose implementation is
intrusive. The efficiency is demonstrated in several cases,
including a nonlinear 100-dimensional TDE.
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PP1

A High Order Finite Difference-Discontinuous
Galerkin Method for the Elastic Wave Equation

We propose a versatile and efficient hybrid framework for
solving the elastic wave equation in a two-dimensional dis-
continuous medium. We employ the high-order discontin-
uous Galerkin method within a limited portion of the do-
main in proximity to complex geometric features. Mean-
while, we utilize the computationally efficient summation-
by-parts finite difference method in a majority of the do-
main. To couple the two discretizations, we construct and
optimize a set of accuracy and stability preserving projec-
tion operators. The overall discretization satisfies a dis-
crete energy estimate and converges to optimal order of
accuracy.
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PP1

A New Radiosity Method for Occluded Global Il-
lumination

The radiosity method is an approach to simulate
viewpoint-independent global illumination in contrast to
viewpoint-dependent methods like ray tracing. Radiosity
works by expressing the pairwise light transfer between
surface patches in a scene as an integral and postulating
strict local radiation balance. This leads to a Fredholm
integral equation of the second kind, which is numerically
solved to obtain the global equilibrium. The algorithmi-
cally and mathematically most challenging aspect of the
radiosity method is to handle occlusion. Occlusion cal-
culations are algorithmically demanding since every patch
in a given scene is a potential occluder for every pair of
patches in the scene. Mathematically, the occlusion in-
troduces a problematic decrease of kernel regularity in the
radiosity integral equation due to kernel discontinuities de-
pending on the whole scene. We present a reformulation
of the radiosity equation as a system of coupled integral
equations that do not require explicit occlusion detection.
Then we use the improved regularity to solve the system
of integral equations using a fast multipole type method
that we tailor to the given system. We hereby aim to
achieve a linear runtime and memory complexity. We show
practical results of our current shared-memory parallelized
implementation, which is an intermediate step towards a
high performance computing implementation employing a
distributed-memory parallelism.
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PP1

Optimizing Heterogeneous Porous Media Flow
Simulations with Mrcm-O Preconditioning

The development of efficient and accurate solvers for large-
scale porous media flow problems is of paramount impor-
tance to the industry, particularly in heterogeneous for-
mations. Recent advances in multiscale mixed methods,
specifically those based on domain decomposition tech-
niques, have shown promise due to their natural paralleliz-
ability and effectiveness in handling complex problems. In
this work, we extend these methods by utilizing the Multi-
scale Robin Coupled Method with Oversampling (MRCM-
O) as a preconditioner for challenging industry-relevant
problems. Our approach leverages the MRCM-Os iterative
method with oversampling and smoothing techniques, pre-
viously demonstrated to achieve flux accuracy on the order
of 1e-10 within approximately 10 iterations when tested on
the SPE10 benchmark, a standard for evaluating numerical
methods in porous media. This demonstrates the meth-
ods capability to handle intricate permeability variations,
including high-contrast and channelized formations. We
focus on the practical implementation of these advanced
preconditioning techniques in real-world scenarios, empha-
sizing the scalability and robustness of the solver. Prelimi-
nary applications suggest that the MRCM-O-based precon-
ditioning approach holds significant potential for improv-
ing the efficiency and accuracy of numerical solutions in
industry-relevant porous media flow simulations. Ongoing
work aims to further validate these findings.
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PP1

An Interior-Point Multigrid-Based Approach for
Scalable Computational Contact Mechanics

A critical aspect of modeling complex engineering systems
is the interaction of physical bodies in contact. Friction-
less contact problems are modeled so that the state is the
minimizes an energy functional. However, generally such
problems are: nonlinear, nonconvex and contain an opti-
mization variable whose dimension is unbounded with re-
spect to mesh refinement. We focus on the scalable solution
of such large-scale contact mechanics problems on high-
performance computing systems. We employ a Newton-
based interior-point filter line-search method, that is one
of the most robust methods for nonlinear nonconvex con-
strained optimization, to computationally estimate mini-
mizers of such large-scale constrained optimization prob-
lems. The outer Newton-based interior-point loop con-
verges rapidly; however, each step requires the solution of
a large saddle-point linear system. A major challenge with
the inner interior-point Newton-based linear system is that,
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in addition to the general challenges of solving large-scale
linear systems, it can become arbitrarily ill-conditioned as
the optimizer estimate approaches the optimal point. In
this talk, we detail an interior-point multigrid-based ap-
proach for solving such problems and present scaling re-
sults obtained from an implementation of said framework
on a few contact mechanics example problems. The results
show that the solution of various contact mechanics prob-
lems can be achieved in a manner that scales well in the
large-scale regime.
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Data-Assimilated Time and Space Dependent Dif-
fusion Coefficient Estimation in Marine Lakes

Marine lakes, located near the sea, present unique envi-
ronments characterized by limited exchanges between the
lake and the nearby sea. Understanding the dynamics of
these exchanges, particularly the temporally and spatially
varying diffusion coefficient, D, is crucial for modeling and
predicting the lake’s behavior. This poster presents an ap-
proach to estimate a time and depth dependent D. We
formulated this inverse problem as an optimization prob-
lem governed by a linear reaction-diffusion equation and
solved it using inexact Newton-CG. The first and second-
order derivatives are obtained via adjoint calculus. Our
partial differential equation (PDE) constraint is modeled
using a linear reaction-diffusion equation that captures the
distinct characteristics of marine lakes, including subter-
ranean water exchanges and the absorption of solar heat by
algal layers. Through empirical investigation, we demon-
strate the computational trade-offs of utilizing one versus
two sets of data and compare our method’s performance
to Physics-Informed Neural Networks (PINNs). The re-
sults reveal that the proposed method outperforms PINNs
when data are scarce and the parameter-to-observation dif-
ferential operator is nonlinear, making it particularly well-
suited for understanding marine ecosystems but also holds
promise for broader applications.
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Structure-Preserving Finite Element Schemes for
the Euler-Poisson Equations

We present a structure-preserving numerical discretization
for the repulsive and attractive Euler-Poisson equations
that find applications in fluid-plasma and self-gravitation

modeling. The scheme is fully discrete and structure-
preserving in the sense that it maintains a discrete energy
law as well as hyperbolic invariant domain properties such
as positivity of density and a minimum principle on the
specific entropy. We discuss the algorithmic details of the
scheme and present numerical experiments that demon-
strate the performance of the method.
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Developing K-Core and K-Truss Algorithms in
Large Dynamic Graph

K-core and K-truss decomposition identify tightly con-
nected components in networks, offering insights into their
structure, dynamics, and resilience. These tools help in
understanding network stability by focusing on the most
cohesive and robust substructures. Dynamic networks are
crucial for understanding real-world systems that evolve
over time, such as social, biological, and communication
networks. They allow for the analysis of temporal pat-
terns, predictive modeling, and the assessment of resilience
and stability. By capturing the changing nature of interac-
tions, dynamic networks provide deeper insights into sys-
tem behavior, aiding in more effective decision-making and
adaptation. In this poster, I will present a novel parallel al-
gorithm for computing K-core and K-truss decomposition
in large dynamic graphs. Our algorithm leverages the dis-
tinct structural properties of the graphs, including whether
they are perfect, chordal, etc. By utilizing these properties,
our algorithm demonstrates significant improvements over
state-of-the-art algorithms, advancing the field of dynamic
graph analysis.
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Mathematical Models of the Zebrafish Segmenta-
tion Clock: Notch Signaling and Traveling Waves

The segmentation clock is a gene expression oscillator con-
trolling rhythmic segmentation of the vertebral column
during embryonic development. In zebrafish, Her1 and
Her7 proteins generate oscillatory gene expression with a
period of 30 minutes. These oscillations are synchronized
in pre-somitic mesoderm (PSM) via Delta-Notch signaling.
The period of oscillations lengthens as cells move from pos-
terior to anterior PSM, creating traveling waves of clock
gene expression. Here, we present two models to eluci-
date the underlying dynamics of the segmentation clock
and traveling waves. The first differential equation model
explores Delta proteins roles in synchronizing oscillations.
Through pseudo-stochastic simulations and Genetic Algo-
rithm optimization, this model replicates experimental ob-
servations and differentiates DeltaC and DeltaD roles. Our
model reveals DeltaC protein is key for synchronizing clock
oscillations, and the newly discovered positive feedback
loop through the deltaC gene enhances the robustness of
clock oscillations. The second model incorporates ppErk
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and Dusp proteins to study traveling waves. Model sim-
ulations with 200 cells accurately capture traveling wave
dynamics, including a 17-minute cycle shift for ppErk mu-
tants. This work highlights the power of mathematical
modeling, parameter estimation, and computational simu-
lations in advancing our understanding of complex biolog-
ical processes.
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PP1

Acceleration of Approximate Maps for Matrices
Arising in Discretized PDEs

Generally, discretization of partial differential equations
(PDEs) creates a sequence of linear systems Akxk =
bk, k = 1, 2, ..., N with well-known and structured spar-
sity patterns. For solving closely related systems in se-
quence, we can use preconditioner updates such as Sparse
Approximate Map (SAM) instead of computing a precon-
ditioner for each system from scratch. A SAM acts as a
map from one matrix in the sequence to another nearby
one for which we have an effective preconditioner. We seek
to compute an optimal sparsity pattern to efficiently com-
pute an effective SAM update. In this poster, we examine
several sparsity patterns for computing the SAM update in
an effort to characterize optimal or near-optimal sparsity
patterns for linear systems arising from discretized PDEs.
The allowable number of nonzeros in the sparsity pattern
should strike a balance between the accuracy of the map
and the cost to apply it in the iterative solver. We can
show that the sparsity pattern of the exact map is a subset
of the sparsity pattern of the transitive closure of a graph
representation of Ak, G(Ak). Additionally, we make use
of the heterogeneous computing environment to accelerate
the computation of the SAM. The inherently parallel na-
ture of the SAM algorithm naturally lends itself towards
efficient implementation in GPU and distributed comput-
ing systems. We present preliminary results in this area.
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PP1

Managing and Analyzing Large-Scale Seismic Data
Using Array Coherence

As sensor technologies advance, the need to efficiently man-
age and interactively query vast datasets for further analy-
sis becomes increasingly critical. Emerging seismic sensing
technologies, such as distributed acoustic sensing (DAS)
and low-cost accelerometer nodes, have made it easier than
ever to continuously collect high-resolution, large-scale
seismic data. However, public seismology data archives are
struggling to accommodate these massive datasets, and re-
search teams face significant challenges in exploring, trans-
ferring, visualizing, and rapidly interpreting such large vol-
umes of data. In this study, we demonstrate how array
coherence can be leveraged to effectively manage the sur-
plus of data, serving as a robust method for signal detec-
tion and identifying regions of interest for further analysis.
Array coherence, which measures the similarity between
sensor pairs within an array, has proven to be particularly
effective in enhancing the detection of weak or emergent
signals in noisy environments. We explore the parallels be-
tween array coherence analysis and principal component
analysis, identifying computational efficiencies that can be
transferred between these methods. Additionally, we inves-
tigate the use of QR decomposition to improve the localiza-
tion of signals detected through array coherence, offering a
more precise approach to signal detection and analysis in
large-scale seismic datasets.
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PP1

Masking Satellite Trails in Astronomical Images

The Condor Array Telescope is an astronomical telescope
made up of an array of six refracting telescopes, opti-
mized for the detection of low-surface-brightness features
and point sources. The telescope is capable of taking astro-
nomical images at a very rapid cadence, such as 60 seconds
or even less with a limited amount of sky-noise. Sky-noise
can be described by any type of contaminants in astropho-
tography, such as hot/bad pixels, tracking errors, satellite
trials and any other interferences. Though Condor has im-
plemented software to minimize the amount of errors in
the images it captures, there remains some contaminants
in some of its images. One of the most frequent ones that
remain are satellite trails, described by a thin line of pix-
els that stretch across the image. In order to maximize
the amount of data gained from the images, our goal is to
identify and track these satellites, calculating their trajec-
tories and matching up the trail to the trajectory. Using
a list of TLEs, two-line element sets that describe Earths
orbital elements at a given time, or epoch, we can gather
data about each satellite, getting its right ascension and
declination and matching it up with the trail in the image.
We wish to work further on this to mask over the satellite
trail pixels in the image using the calculated trajectory and
making this entire process autonomous.

Mandy D. Joseph, Mandy D. Joseph
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Using Low-Rank Methods and the Operator
Fourier Transform to Simulate Waves

This poster considers low-rank techniques for evalua-
tion of the operator Fourier transform (OFT). The
OFT was recently introduced by Cubillos and Jimenez
(arXiv:2407.09436) as a building block for fast, direct so-
lution algorithms for the Helmholtz equation in one, two
and three-dimensional inhomogeneous unbounded media.
A crucial aspect of our methodology is low-rank step trun-
cation, which optimizes the computational process by se-
lectively truncating less significant solution components.
This ensures that, for certain problems, the computational
load is small without sacrificing accuracy. We also ex-
plore the use of different contours for inversion and how
they affect the overall accuracy and cost. Throughout we
use Summation-By-Parts (SBP) discretization, a technique
that ensures numerical stability and accuracy in the dis-
cretization of differential operators. We explore the advan-
tages and disadvantages, when using low-rank techniques,
of imposing boundary conditions through the so-called si-
multaneous approximation technique and the projection
method.
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Stabilizing Physics-Informed Neural Networks for
Stiff Differential Equations: Re-Spacing Layer

Approximating solutions for stiff differential equations,
which exhibit abrupt changes in specific regions, using
physics-informed neural networks (PINNs) is a challenging
task. Typically, PINN training involves using a higher den-
sity of samples concentrated around areas of rapid change
to capture the sharp gradients. However, this approach of-
ten leads to data imbalance, which in turn causes slower
convergence and diminishes the prediction performance.
To address these issues, we introduce Re-spacing layer (RS-
layer), a pre-trained encoding layer designed to map the
skewed distribution of sampling points onto a uniform dis-
tribution while preserving desirable statistical character-
istics of the input data for more effective PINN training.
We demonstrate that RS-layer enhances PINN training by
regularizing the solution gradient in the transformed space.
Our numerical experiments validate the effectiveness of our
approach, showing that RS-layer not only speeds up con-
vergence but also improves accuracy.
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Layer Potential Methods for Harmonic Functions

on Finitely-Connected Tori

We develop layer potential methods to represent harmonic
functions on finitely-connected tori. Extending the re-
sults for Euclidean domains, we represent the doubly-
periodic Green’s function using the Jacobi theta function
and analyze the resulting single- and double-layer poten-
tials. The cases where the boundary has one connected
component and multiple connected components are han-
dled separately. We apply our developed theory to approx-
imate solutions of the Dirichlet and Neumann boundary
value problems, as well as the Steklov eigenvalue problem.
We implement the developed methods and demonstrate the
theory with several numerical examples.
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Evaluating and Mapping Demographic Disparities
with Traffic Stop Data

According to the Stanford Open Policing Project (SOPP),
there are over 50,000 traffic stops conducted in the United
States on an average day, yet there is no prescribed means
to record and report those stops. This prevents the contex-
tualization of news-worthy events pursuant to traffic stops,
such as police violence, within the broader scope of regional
and national averages and trends. It also prevents analy-
sis that could either improve trust in public institutions or
highlight areas for improvement of policing activities. To
help bridge this gap, we use traffic stop records collected
by the SOPP along with census records, geospatial data,
and traffic measurements to model the number and demo-
graphic composition of annual traffic stops at the county
level across the U.S. We then use this model to conduct
a rolling geographic analysis of expected traffic stops by
region in order to identify outliers with respect to both the
regional population and incidents of police violence pur-
suant to traffic stops within the region.
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Compiling Einsum Trees for GPUs

The Einstein summation convention (einsum) encodes op-
erations on one or more input tensors. In practice, given
a suitable contraction path, einsums are evaluated in a bi-
nary fashion, computing the contraction of two tensors at
a time. In contrast to matrix multiplications, general bi-
nary tensor contractions that appear in the evaluation of
einsum must address high-dimensional data layouts. This
work presents a compilation approach for the fast evalua-
tion of einsum trees on GPUs. We show that it is crucial to
optimize the data layout of the binary contractions’ output
tensors, which in turn form the input for subsequent con-
tractions. Furthermore, we use the Triton language and
compiler to define and generate tensor contraction kernels.
The poster concludes with a presentation of the through-
put of our GPU-accelerated einsum tree approach and a
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comparison of the obtained runtimes with state-of-the-art
tensor contraction routines.
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Fast and Accurate Continuous Fmm Stray Field
Evaluation for Fem Micromagnetics

Micromagnetic simulation is an indispensable tool for de-
veloping novel magnetic materials and devices. As appli-
cations increase in complexity, simulation meshes increase
in size leading to extremely long runtimes. The main bot-
tleneck is the stray field interaction, whose direct evalu-
ation cost scales O(N2) with the mesh size N , although
specialized algorithms generally achieve O(N logN) scal-
ing [Abert, Micromagnetics and spintronics: models and
numerical methods, 2019]. For very large meshes, the Fast
Multipole Method (FMM) [Greengard, A fast algorithm for
particle simulations, 1987] with O(N) scaling promises un-
paralleled performance, also due to the fact that it has been
implemented efficiently on GPUs [Gumerov, Fast multipole
methods on graphics processors, 2008]. In this work, we
aim to implement a high performance stray field evaluation
routine on GPUs for use in our finite-element micromag-
netic simulation package magnum.pi [Abert, magnum.fe:
A micromagnetic finite-element simulation code based on
FEniCS, 2013]. As opposed to other works [Kritsikis, Be-
yond first-order finite element schemes in micromagnetics,
2014], we compute multipole coefficients directly from the
mesh geometry, without introducing point charges. Re-
cently, we completed a CPU implementation which already
speeds up simulations in magnum.pi significantly. With
GPU parallelism and further optimizations in the future,
this will enable simulations of much larger systems than
previously possible.
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A Study on the Effect of Graph Structure Versus
Feature Quality for GCN

Graph Convolution Networks (GCN) have become increas-
ingly popular too for node classification. In a GCN the
input includes both a graph, which is on a non-Euclidean
space and a list of features associated with each node. We
investigate which of these two inputs has the most effect
on the accuracy of the results. Our experiments on syn-
thetic and real-world graphs demonstrate that the align-

ment of the graph structure with the distribution of classes
is the strongest factor in determining the accuracy of the
classification. Based on these observations we provide two
complementary algorithms to improve the accuracy (i) by
rewiring the graph to match the structure with the distri-
bution of classes, and (ii) by creating a similarity graph
using the feature vectors that can be combined with the
original graph to increase the effect of the features. Our
results show that by combining these two corrections the
classification results can significantly improve over state-
of-the-art GCN methods. This research will not only help
to improve accuracy of any GNN model but also help to
alleviate the problem of training of small, noisy datasets
by building an effective graph structure for the input data.
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Unifying Nonlinearly Constrained Optimization

Nonlinearly constrained optimization problems arise in a
broad rage of applications, including optimal experimen-
tal design, the control and operation of the power-grid,
and the analysis of experimental campaigns. We introduce
the basic building block of iterative solvers for nonlinearly
constrained optimization problems. We show that these
building blocks can be presented as a double loop frame-
work that allows us to express a broad range of state-of-
the-art nonlinear optimization solvers within a common
framework. We have implemented this framework in Uno,
a modern, lightweight and extensible C++ solver that uni-
fies the workflow of most derivative-based iterative non-
linear optimization solvers. Uno is meant to enable re-
searchers to experiment with novel optimization strategies
while leveraging established subproblem solvers and inter-
faces to modeling languages.
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Tail Behavior-Aware Reduced Order Models for
Reservoir Simulation

Over-pressurization in subsurface reservoirs increases the
risk of leakage and induced seismicity. Standard reduced
order models (ROMs) aim to accurately resolve the mean
model behavior, but may be inaccurate for distribution
tails corresponding to extreme (but important) model be-
havior. We develop ROM methods capable of captur-
ing such tail behavior. To achieve satisfactory accuracy
for distribution tails using the standard proper orthogonal
decomposition (POD) requires that tail samples are con-
tained in the snapshots, and that a large number of POD
modes is used. We propose two changes to the standard
POD by i) using a weighted inner product that emphasizes
relevant tail samples; (ii) generating extreme samples to be
added as snapshots.
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Data-Driven Solver Selection for Sparse Linear Ma-
trices

Sparse linear systems sit at the core of many computational
problems, and their solution strongly correlates to overall
execution time and solution quality. However, with the
constant increase of the number of linear solver and pre-
conditioner implementations available across a plethora of
numerical libraries, choosing the most efficient combination
for a given problem (in terms of time-to-solution or another
problem-dependent metric) is a challenging task. Indeed,
even selecting a numerically stable combination may seem
to be an unsurmountable endeavor, especially for a novice
user. In this work, we compare classic machine learning
approaches to the solver-preconditioner selection problem
and develop a novel pipeline through a combination of em-
bedding and linear modelling techniques. We then apply
the developed model to choose optimal solvers for a given
input matrix across a selection of Krylov solver implemen-
tations and preconditioners from the PETSc framework
over different datasets. We then use different metrics to
analyze the results, since the raw accuracy value can be
misleading, given the imbalance in the data. Current re-
sults show similar or up to ca. 15% better performance
in the NDCG score, as well as reduced variance across the
different metrics vs. top black-box approaches on a broad
range of systems.
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Optimal Experiment Design and Image Recon-
struction Using Generative Methods

Reconstructing images from noisy and indirect measure-
ments is an ill-posed inverse problem critical for many med-
ical and geophysical imaging applications. Optimizing the
experiment design through slight improvements in the in-
formation content or small reductions in the measurement
costs is beneficial in many applications. As such, opti-
mizing the measurement process by finding the best mea-
surements is often desirable, though this presents a diffi-
cult and intractable problem. As a possible approach, this
project investigates the potential of a conditional contin-
uous normalizing flow (CCNF) and learned binary mask
model to reconstruct images from noisy, indirect, and opti-
mized measurements. We simulated the process of taking
noisy and indirect measurements using the MNIST dataset
as a proxy for MRI brain scans due to the comparatively
small image sizes of the MNIST dataset. The measurement
optimization was performed by applying a learned binary
mask to the images. Our model approach used CCNF,
in conjunction with an encoder/decoder framework, to re-
construct the original images in the data space and by pro-

cessing the noisy measurements and conditionals (original
quality images) from the latent space. The model produced
semi-legible reconstructed images, indicating that while the
approach holds potential, the results also highlighted the
need for further refinement of the model to improve the
quality of image reconstructions.
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Jexpresso: a General Purpose, Julia Package to
Solve Arbitrary Systems of PDEs with Minimal
User Intervention

Jexpresso is a new multi-physics, general-purpose solver
designed to numerically tackle arbitrary systems of PDEs
while streamlining the setup process for users specific phys-
ical problems. Although the beta-version presented in the
poster primarily employs spectral elements and finite differ-
ences, its architecture is designed so that users can incor-
porate additional grid-based numerical methods without
modifying the existing code framework. Jexpresso runs on
CPUs and GPUs. It relies on MPI.jl for paralellization and
P4est.jl for grid partitioning, load balancing, and adaptive
mesh refinement. The user can define a system of PDEs by
specifying the vectors of the unknowns, fluxes, and sources;
when necessary, incorporating a constitutive law (e.g., an
ideal gas equation of state). If the equations are formulated
in flux form, then nothing else than the above vectors are
necessary from the users perspective. Otherwise, if the
equations are expressed in advective form, the user is also
required to provide the non-constant matrix of coefficients.
The user provides a boundary conditions file specifying the
conditions exactly as they might be written on paper; how-
ever, the underlying code that processes them remains hid-
den from view. Standard benchmarks and performance re-
sults are shown in the poster. The source code is available
on Github at https://github.com/smarras79/Jexpresso.
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Dimensionality Reduction of Large Network
Datasets Using Parallel Tempering

Networks play a crucial role in agent-based modeling and in
the study of epidemics, critical infrastructure, and various
other fields. Recent improvements in data collection have
led to an exponential increase in the size and complexity of
network datasets. This trend, combined with growing in-
terest in high-fidelity data, poses significant computational
challenges for analytics and simulation at large-scales. To
overcome these challenges, researchers often use smaller
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synthetic datasets. The networks in these datasets are
typically generated using random graph models like Er-
dosRnyi, BarabsiAlbert and Watts-Strogatz, or by apply-
ing various dimensionality reduction techniques. However,
these methods often fail to replicate the intricate topolo-
gies of real-world networks, leading to inaccuracies in sim-
ulation results. We propose a graph generating procedure
that can produce graphs with specified metrics. Starting
with a smaller, randomly generated seed graph, our method
applies an algorithm based on parallel tempering to itera-
tively make modifications to match the desired properties
of a real-world target graph. We validate our approach on
large-scale network datasets, comparing the effectiveness
and computational efficiency of our procedure with other
dimensionality reduction methods. Additionally, we exam-
ine and assess the dynamics of models simulated on both
original networks and their miniatures.
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Structural and Practical Identifiability Analysis of
Models for Syncytia Growth

Syncytia are multinucleated cells that can occur due to
virus infection of cells. Mathematical models in the form of
ordinary differential equations can be used to simulate the
growth syncytia. Several novel ODE models can explain
syncytia growth. Before employing these models on actual
data, it is essential to analyze their structural(theoretical)
and practical identifiability. Structural identifiability is an
inherent property of each model and its parameters, refer-
ring to our ability to determine parameter values for the
model. Practical Identifiability analysis of a model is con-
cerned with accurately determining parameter values given
experimental error. Obtaining accurate parameter values
allows us to make conclusions about our data within the
context of our model that can provide insight into the na-
ture of the spread of syncytia. These two techniques allow
us to determine whether or not the parameters of a model
are identifiable with the data we plan to collect. Con-
sequentially, we can plan experiments adequately to truly
parameterize the data in the contexts of our models to help
make better conclusions.
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Applications of the Local Macroscopic Conserva-
tive (LoMaC) Low Rank Tensor Method to Colli-
sional Vlasov Dynamics

Numerical simulations of the Vlasov-Poisson system plays a
fundamental role in understanding the dynamics of plasma
in many applications of science. However, many numeri-
cal simulations of the system are often infeasible due to
high-resolution requirements and the exponential scaling of
computational cost with respect to dimension, while pre-
serving physical invariants of the equation. Our project
aims to simulate the Vlasov-Poisson system with collision
using the Local Macroscopic Conservative (LoMaC) low
rank tensor method which alleviates these challenges of
the system. Recently, the LoMaC method [Wei Guo, A
Local Macroscopic Conservative (LoMaC) low rank tensor
method with the discontinuous Galerkin method for the
Vlasov dynamics] was introduced to simulate the Vlasov-
Poisson system. In the method, the macroscopic system of
the conservation laws are simultaneously evolved using the
kinetic flux vector splitting. Then, the low rank solution
is projected onto a subspace shared with the macroscopic
observables. This method was used to simulate collision-
less plasma under the effects of Landau damping. In our
project, we will investigate the capabilities of the LoMaC
method in simulating the VP system with collision. In this
project, we will use the method to observe the VP system
(with Landau damping) with three different collision op-
erators: the Bhatnagar-Gross-Krook (BGK) operator, the
linear Fokker-Planck operator, and the Landau collision
operator.
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Exploring Sensitivity to Uncertainty in Nonlinear
Debye Media

We present a study on the time-domain propagation of
electromagnetic waves in dielectric materials modeled by
a nonlinear Debye medium with random perturbations.
Polynomial Chaos Expansions are employed to transform
the random nonlinear Debye polarization model into a de-
terministic framework. We investigate the sensitivity of
nonlinear properties to uncertainty, particularly when the
amplitude of the input signal is large. Given the challenges
in manufacturing where uncertainties can cause optimal
parameters to vary and potentially disrupt nonlinear ef-
fects, our approach incorporates these uncertainties within
the simulation. This can enable the model-based design
identification of realizable materials that maintain their
desired effects despite variations. The findings from this
study contribute to a deeper understanding of wave prop-
agation in complex media, with potential implications for
applications in optical communications, material science,
and electromagnetic wave control.
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Separable Physics-Informed Neural Networks for
Solving the BGK Model of the Boltzmann Equa-
tion

In this study, we introduce Separable Physics-informed
Neural Networks (SPINNs) as a new method for effectively
solving the BGK model of the Boltzmann equation. While
the mesh-free nature of Physics-informed Neural Networks
(PINNs) offers significant advantages for handling high-
dimensional partial differential equations (PDEs), apply-
ing quadrature rules for accurate integral evaluation in the
BGK operator can compromise these benefits and increase
computational costs. To address this issue, we leverage
the canonical polyadic decomposition structure of SPINNs
and the linear nature of moment calculation to significantly
reduce the computational expense associated with quadra-
ture rules. However, the multi-scale nature of the parti-
cle density function poses challenges for precisely approx-
imating macroscopic moments using neural networks. To
overcome this, we fuses SPINNs with Gaussian functions
and utilizes a relative loss approach. This modification
enables SPINNs to decay as rapidly as Maxwellian distri-
butions, enhancing the accuracy of macroscopic moment
approximations. The relative loss design ensures that both
large and small-scale features are effectively captured by
the SPINNs. The effectiveness of our approach is validated
through six numerical experiments, including a complex 3D
Riemann problem. These experiments demonstrate the po-
tential of our method to efficiently and accurately tackle
challenges in computational physics.
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Mixed Precision Iterative Refinement for Linear
Inverse Problems

Many problems in science and engineering give rise to lin-
ear systems of equations that are commonly referred to
as large-scale linear discrete ill-posed problems. The ma-
trices that define these problems are typically severely ill-
conditioned and may be rank deficient. Because of this, the
solution of linear discrete ill-posed problems may not exist

or be extremely sensitive to perturbations caused by er-
ror in the available data. These difficulties can be reduced
by applying regularization. We explore the connections
between iterated Tikhonov regularization and iterative re-
finement on the Tikhonov problem in mixed precision using
a filter factor analysis.
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The Better Scientific Software Fellowship Program

As high-performance computers advance, scientists and en-
gineers face increasing complexity in computational mod-
els, computer architectures and emerging workflows. In
order to succeed now and into the future, software devel-
opers need a community where information on the best
practices for all aspects of software development flow freely.
With this vision, the Better Scientific Software (BSSw) Fel-
lowship Program (https://bssw.io/fellowship) launched in
2018. The BSSw Fellowship Program fosters and promotes
practices, processes and tools to improve productivity and
software sustainability of scientific codes. Each year, a
new class of fellows and honorable mentions are chosen to
seed this community of like-minded individuals and high-
light their contributions. Our Fellowship alumni serve as
leaders, mentors and consultants who share best practices
for computational software development and sustainabil-
ity. This poster highlights the programs current and past
Fellows to encourage viewers to benefit from our resources
and join in our efforts.
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Comparative Analysis of Prominent Ai Models for
Enhanced Diabetes Diagnosis Prediction

With a 700% rise in diabetes among youth in the next
35 years predicted, the escalating prevalence of diabetes
worldwide calls for modern research methodologies and
techniques within the field - specifically, implementing Ar-
tificial Intelligence and Machine Learning for diabetes pre-
diction. This research project explores multiple advanced
algorithms to predict diabetes, leveraging data analysis
using Python libraries to conduct a comparative analy-
sis of seven different algorithmic models: Artificial Neu-
ral Network (ANN), Support Vector Machine (SVM), K-
Nearest Neighbors (KNN), Decision Tree, Random Forest,
XGBoost, and Gaussian Classifier. The objective of this
project is to find the most effective AI model for predict-
ing diabetes and to identify the specific health features
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that play a pivotal role in its diagnosis. Data was drawn
from the Center for Disease Control (CDC), utilizing a
pre-balanced dataset composed of nutritional and demo-
graphic variables. The analysis focused on metrics such as
precision, recall, and accuracy to determine each model’s
performance - ultimately revealing that the XGBoost and
Random Forest models displayed superior performance in
terms of accuracy with 4% higher accuracy than other
models. With AI being the future of medical care, this re-
search offers insights into the potential for AI-driven tools
to enhance predictive diagnostics for patient care.
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Uncertainty Quantification in Data Fusion of Ra-
diograph Diagnostics

The reconstruction of density from radiographic diagnos-
tics is an ill-posed inverse problem, characterized by insta-
bility in the transformation processes. This presentation
introduces a Bayesian approach that provides a frame-
work for both accurate mean reconstruction and uncer-
tainty quantification. Additionally, we will explore how
incorporating high-accuracy or known data points can fur-
ther improve the numerical results, ultimately enhancing
both the accuracy and credibility of radiographic diagnos-
tics.
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Approximation of the Compressible Euler Equa-
tions in the Low Mach Limit

We study a second order, invariant domain preserving ap-
proximation of the compressible Euler equations in the low
Mach Regime. This approximation gives rise to an explicit,
consistent, and conservative scheme that satisfies the nec-
essary entropy inequalities to have physically relevant so-
lutions. The scheme works well in the supersonic regime
but suffers in the low Mach regime where stiffness in the
pressure term results in a very restrictive cfl condition. We
see that as the Mach number decreases, the number of time
steps required to reach a target time drastically increases.
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Real-Time Aerodynamic Sensing for Hypersonics
Via Strain-Based Inverse Maps with Optimal Sen-
sor Placement

We develop a real-time sensing strategy to infer aerody-
namic surface loads from sparse measurements of the struc-
tural strain. This approach targets hypersonic flight con-
ditions, where the harsh aerothermal environment inhibits
direct measurement of the aerodynamic quantities neces-
sary for guidance, navigation, and control. The inference
problem is formulated as a least-squares problem with a
linear constraint arising from the discretization of the gov-
erning elasticity partial differential equation. The resulting

inverse map, or estimator, can be pre-computed to enable
real-time estimates of the surface pressure and correspond-
ing integrated quantities. This inverse approach enables
explicit uncertainty quantification, which provides insights
for optimal sensor placement. For a limited number of spa-
tially distributed strain sensors, we seek to minimize the
uncertainty in the estimated quantities of interest in the
presence of sensor noise. Specifically, we formulate an op-
timization problem to identify the sensor configuration that
minimizes the desired information criteria of the estimator
covariance matrix. We additionally propose sensor selec-
tions considering robustness to sensor failures. Numerical
studies demonstrate the estimator performance and sen-
sor selection for the Initial Concept 3.X (IC3X) conceptual
hypersonic vehicle.
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PP1

Simulating Subsurface Flow with Differentiable
Programming

Differentiable programming is a computational approach
that enables automatic differentiation, a crucial piece of
machine learning on more general computer codes, includ-
ing physics simulators. Unfortunately, current differen-
tiable programming codes are limited to single-machine
programming and do not scale to parallel computing on
high-performance architectures. We have developed a dif-
ferentiable programming framework for extreme-scale sci-
entific computing in the Julia ecosystem with a focus on
geophysics applications such as subsurface flow and trans-
port, reservoir pressure management, and carbon seques-
tration. This Julia framework combined with MPI and
PETSc enables a seamless integration of huge, complex
scientific simulations with machine learning tools. Be-
yond our machine learning goals, this project will dramat-
ically lower the barrier for entry to use advanced high-
performance computing methods for, e.g., inverse analysis
and uncertainly quantification that rely on adjoint meth-
ods, opening new doors for carbon sequestration decision
support. Doing so will open new doors at the intersec-
tion of differentiable programming and massively parallel
partial differential equation solvers.
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PP1

Sensitivity Analysis for Storm Surge Modeling and
Prediction

Predicting storm surge elevation and velocity with cer-
tainty is crucial for assessing coastal hazards and under-
standing potential impacts of climate change. The accu-
racy of said predictions is influenced by a number of inputs
that can vary spatially and temporally, such as sea surface
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height, bottom surface roughness, and wind surface stress.
Understanding uncertainties associated with these inputs
is critical for making accurate forecasts and can help mod-
els better estimate storm surge. Sensitivity analysis is an
important first step toward elucidating how predictions are
impacted by input uncertainties and reducing uncertainty
in surge models overall. Here, we explore sensitivity anal-
ysis methods and how they can serve to improve computa-
tional modeling of storm surges.
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An Optimal O(N) Helmholtz Solver for Complex
Geometry Using WaveHoltz and Overset Grids

An efficient and high-order accurate solver for Helmholtz
problems on complex geometry is described. The scheme is
based on the WaveHoltz algorithm which computes time-
harmonic solutions of the Helmholtz equation by time-
filtering solutions of an associated initial-boundary-value
problem for wave equation. Problem domains with com-
plex geometric configurations are treated with overset
grids. The wave equation is solved efficiently with implicit
time-stepping using as few as five time-steps per period,
independent of the mesh size. When multigrid is used to
solve the implicit time-stepping equations, the cost of the
resulting WaveHoltz scheme for overset grids scales linearly
with the number of grid points N (at fixed frequency) and is
thus optimal in CPU-time and memory usage as the mesh
is refined. Numerical results are given for problems in two
and three space dimensions, and using second and fourth-
order accuracy in space, and they show the potential of the
approach to solve a wide range of large-scale problems.
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PP1

A Kernel Based SIR Model for Infectious Spread
in Space and Time

In this study, we consider an integro-differential model de-
signed to describe the spatial spread of an epidemic. Build-
ing on the classical SIR model, our approach leverages sim-
ilar probabilistic arguments to define infection rates while
still producing a diffusive-like spread. A key feature of the
model is the flexibility it offers through the selection of dif-
ferent kernels, enabling precise control over the dynamics
of disease propagation. Like a generalized elliptic operator,
the kernel can generate anisotropic spread and is allowed
to vary through space and time. Through simulations, we
illustrate various infection spread patterns and explore the
qualitative behavior of the model under different scenarios.
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Analyzing Dynamical Differences Between Vacci-
nated and Unvaccinated Rsv Patients

Abstract: Respiratory Syncytial Virus (RSV) is a com-
mon respiratory virus that can cause serious illness in in-
fants and the elderly. Vaccines for RSV have recently been
introduced and have been shown to reduce the severity of
the disease, although there has been limited examination
of how viral dynamics differ between vaccinated and unvac-
cinated individuals. Here, we use data from the MVA-BN-
RSV Phase II vaccine study to quantify the differences in
dynamics between those who have been vaccinated versus
those who were unvaccinated. We use an ordinary differ-
ential equation model to fit the data, finding that vacci-
nated patients experience a higher variance in response as
compared to the placebo group. This result could have
implications for the use of MVA-BN-RSV in vaccination.
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PP1

Examining Complex Disease Spread Dynamics in
Schools and Workplaces Using An Exascale Agent-
Based Framework

Schools often serve as critical hubs for the spread of infec-
tious diseases, with children acting as transmission vec-
tors. Epidemiological models are indispensable for un-
derstanding disease dynamics within these environments
and informing effective public health decisions. To exam-
ine critical factors affecting disease propagation in schools,
we use ExaEpi, a high-performance agent-based simula-
tion framework for exascale computing. Built on AM-
ReX, a scientific computing library tailored for solving
Eulerian and particle-based models on heterogeneous ar-
chitectures, ExaEpi enables the incorporation of intricate
interactions within schools (e.g., teacher-student) or work-
places (e.g., sub-department) across extensive populations
and regions, such as California. It also features a range
of public health interventions, including quarantines, re-
mote working, and school dismissals, allowing for a de-
tailed examination of how closures can significantly alter
transmission patterns. Additionally, ExaEpi models mul-
tiple diseases concurrently, offering insights into how agent
behavior adapts to threats and impacts transmission pat-
terns. By simulating concurrent outbreaks and evaluat-
ing interventions, ExaEpi helps officials develop adaptive
strategies, refine measures, and optimize resources. Its a
powerful tool for public health planning, especially in man-
aging complex disease scenarios. Prepared by LLNL under
contract DE-AC52-07NA27344. LLNL-ABS-868593
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PP1

Daggermpi: A Straight-Forward Approach to the
Mpi Standard with Data Dependencies in Julia

The poster will present an implementation of the MPI ex-
tension for the Julia package Dagger, focused on optimiz-
ing dense linear algebra computations through a tile-based
approach. Dagger is a task-based native runtime system
that transparently manages task execution and communi-
cation, offering an unified Application Programming In-
terface (API) across distributed environments and archi-
tectures without requiring modifications to user code. By
leveraging Dagger’s capabilities, our implementation effi-
ciently handles the inherent complexities of task scheduling
and data movement. The poster will highlight the advan-
tages of using Dagger for tile-based algorithms, empha-
sizing its ease of use and flexibility in diverse computing
environments. Through benchmark comparisons and case
studies, we demonstrate how this approach achieves high
performance and scalability, making it an ideal solution
for modern computational challenges in scientific and en-
gineering applications. The main goal of the poster is to
show how the abstraction layer, called datadeps, enables
the user to leverage the MPI standard seamlessly by just
annotating the data dependencies of function arguments,
never having to call MPI routines directly.
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PP1

A Time-Frequency Method for the Acoustic Wave
Equation

Time-frequency methods for solving the acoustic wave
equation on an exterior domain have many advantages
over alternative direct-in-time approaches. However, these
methods can be expensive and challenging to use in do-
mains with trapping regions. The slow decay of the trapped
waves severely reduces the region of analyticity of the so-
lution in frequency space while simultaneously making the
inverse Fourier transform integral highly oscillatory. Our
approach improves analyticity properties through a com-
plex deformation. Afterwards, the resulting oscillatory in-
tegral is handled through a fast sinc transform method.
This combination results in a highly accurate and compu-
tationally efficient method for solving the wave equation,
even when decay over time is slow.
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PP1

Multiscale Neural Networks for Approximating
Green’s Functions

Solving Partial Differential Equations (PDEs) using neural
networks has been widely applied in the fields of physics,
biology, and engineering. Learning Green’s functions is an
effective method for solving PDEs with the same differen-
tial operator. However, Green’s functions are challenging
to learn due to their poor regularity, which necessitates
larger neural network sizes and longer training times. In
this poster, we focus on learning Green’s functions using
multiscale neural networks. Based on theoretical analysis
and experiments, we find that the multiscale approach can
reduce the required neural network size and increase the
training speed.
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PP1

Block-Structured Operator Inference for Coupled
Multiphysics Model Reduction

We present a block-structured extension of the operator
inference model reduction method. The governing equa-
tions for coupled dynamical systems often exhibit a block
structure that can be exploited by separating operator
inferences least squares inference step into subproblems,
enabling the imposition of distinct model forms for each
physics regime. This separation also permits us to tai-
lor the regularization of each operator block independently
where necessary. Block-structured reduced-order models
thus provide the potential for computational savings in
both the offline learning and online prediction phases, along
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with improved robustness of the least squares calculations.
Numerical experiments for high-fidelity coupled aerostruc-
tural dynamics demonstrate that block-structured operator
inference can improve online prediction time while preserv-
ing comparable accuracy to monolithic operator inference.
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Boosting the Efficiency of the Differential Algebra-
Based Fast Multipole Method Operators Using
Symbolic Calculation

The Fast Multipole Method (FMM) calculates the pair-
wise interaction between particles with an efficiency that
scales linearly with the number of particles. The strat-
egy involves grouping particles based on their location and
density and approximating interactions using expansions.
Differential Algebra (DA) calculates the high-order deriva-
tives of a function at a given point, providing a convenient
way to construct expansions in the FMM. However, DA-
based FMM operators have relatively low efficiency com-
pared to their peers using other mathematical techniques.
In this report, we demonstrate that the efficiency of DA-
based FMM operators can be significantly improved using
symbolic calculation. To construct an FMM operator, the
same process that consists of a series of DA calculations
needs to be repeated numerous times for different initial
conditions. In numerical calculations, the initial conditions
are often lost in the obtained operator. Using symbolic
calculation, we derive explicit expressions that show how
the operator depends on the initial conditions by perform-
ing the process once. These expressions can then be used
to construct the operator for different initial conditions,
avoiding time-consuming DA calculations. We have devel-
oped a C++ library for symbolic DA calculation. We will
present how we obtain the symbolic DA-based FMM op-
erators and the extent to which efficiency is boosted with
numerical examples.
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Persistent Directed Flag Laplacian (pdfl)-Based
Machine Learning for ProteinLigand Binding Affin-
ity Prediction

Directionality in molecular and biomolecular networks
plays a significant role in the accurate representation of
the complex, dynamic, and asymmetrical nature of inter-
actions present in protein-ligand binding, signal transduc-
tion, and biological pathways. Most traditional techniques
of topological data analysis (TDA), such as persistent ho-
mology (PH) and persistent Laplacian (PL), overlook this
aspect in their standard form. To address this, we present
the persistent directed flag Laplacian (PDFL), which in-

corporates directed flag complexes to account for edges
with directionality originated from polarization, gene reg-
ulation, heterogeneous interactions, etc. This study marks
the first application of the PDFL, providing an in-depth
analysis of spectral graph theory combined with machine
learning. Besides its superior accuracy and reliability, the
PDFL model offers simplicity by requiring only raw inputs
without complex data processing. The multi-kernel PDFL
model was validated for its scoring power against other
state-of-art methods on three popular benchmarks, namely
PDBBind v2007, v2013, and v2016. Computational re-
sults indicate that the proposed PDFL model outperforms
competitors in protein-ligand binding affinity predictions,
indicating that PDFL is a promising tool for protein engi-
neering, drug discovery, and general applications in science
and engineering.
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