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ABSTRACT. The Randomized Gauss-Seidel Method (RGS) is an iterative algorithm that solves
large-scale systems of linear equations Ax = b. This paper studies a block version of the RGS
method, the Randomized Block Gauss-Seidel Method (RBGS). At each step, the algorithm greed-
ily minimizes the objective function L(x) = | Ax— bllg with respect to a subset of coordinates. This
paper describes the RBGS method, which uses a randomized control method to choose a subset
of columns of A at each step. We show this method exhibits an expected linear convergence
rate that can be described by the properties of the matrix A and its column submatrices. The
analysis demonstrates that convergence of RBGS improves upon RGS when given an appropriate
column-paving of the matrix, a partition of the columns into well-conditioned blocks. The main
result yields a RBGS method that is more efficient than the classical RGS method, and bridges
existing theory on the related block Kaczmarz method and the convergence analysis of classical
RGS.

1. INTRODUCTION

The Randomized Gauss-Seidel Method (RGS) [LL10, MNRI15] is an iterative algorithm for
solving large-scale linear systems of equations. This approach has gained recent attention
in applications like digital image and signal processing due to its simplicity of implementa-
tion and its ability to find the solution without needing access to the entire system at once
[Xul8, HNR17, MNR15, Nat01, GBH70, CZ97]. In the RGS method, each iteration greedily min-
imizes the objective function L(x) = ||[Ax — bll% with respect to a selected coordinate, and the
results converge to the least-squares solution at a linear rate. Another algorithm widely used for
solving linear systems of equations is the Randomized Kaczmarz method (RK) [Kac37, SV09]. In
RK, each iteration projects the estimate from one equation’s solution space (hyperplane) to the
other, converging to the solution of a consistent system (or close to the solution of an inconsis-
tent system [NeelO]) at a linear rate. The block version of the RK algorithm [EIf80] was analyzed
in [NT13], utilizing a row-pavingof the matrix, which is a partition of the matrix into blocks
of rows such that each block submatrix has bounded singular values. With this assumption,
linear convergence with improved computational complexity was possible. While the simple
Kaczmarz algorithm enforces one single constraint at each iteration, the block update enforces
multiple constraints simultaneously at each iteration. The row-paving of the matrix guarantees
that each subset of constraints yields a well-conditioned system.

Contribution. Inspired by the block Kaczmarz algorithm, this paper demonstrates that the
block approach can also be applied to the Randomized Gauss-Seidel Method to improve the
convergence. We view our work as a bridge between the convergence results for the block RK
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method [NT13] and for the classical RGS method [MNR15]. The latter work analyzes the Gauss-
Seidel method in parallel to the Kaczmarz method, proving convergence bounds and compar-
ing the two approaches in various settings. We view our work as completing the convergence
framework for these approaches.

1.1. Model and Notation. The ¢, vector norm for p € [1,00] is denoted | - ||, and the usual
inner (dot) product by (-,-). For matrices, |- || denotes the spectral norm and | - ||z denotes
the Frobenius norm. The set of columns of A is denoted {A!, A%,..., A"}, and the set of rows
is denoted {A;, As,..., A;;}. For a set of row indices 7, A; denotes the submatrix of A indexed
by a set 7 (for which we will always use Greek letters and should be clear from context). In
block RK, A; denotes the row submatrix and in RBGS, A; denotes the column submatrix; the
distinction should be clear from context. For a Hermitian (self-adjoint) matrix, Ay and Apax
are the algebraic minimum and maximum eigenvalues. For an m x n matrix A, the singular
values are arranged such that

Omax(A) :=01(A) 2 02(A) = ... =Z Omingm,ny (A) =: Omin(A). (1)

We also define the condition number x (A) := 0 max(A)/ 0 min (A) and the scaled condition num-
ber K(A) := || Allr/ 0 min(A). Note that k (A) < K(A). The adjoint (transpose) of a matrix or vector
A is denoted A*. The Moore-Penrose pseudoinverse of matrix A is denoted AT. When matrix A
has linearly independent columns, the pseudoinverse A" = (A* A)~! A*. Lastly, we write e j for
the jth coordinate basis column vector, which has a 1 in the jth position and 0 in the rest of the
entries.

Consider a system of linear equations

Ax=b, 2)

where A is a real m x n matrix'. We consider the interesting case when the system is overdeter-
mined (m = n) and we seek the least squares solution:

argmin || Ax — bllg. (3)
X

For convenience, we assume that A is standardized, in other words each row A; of A has

lA;llo=1foreachi=1,..., m.
In the following discussion, we will utilize the following convention.

Definition 1. Define the unique minimizer of (3), x.. We also introduce the residual vector r, :=
Ax. —b. Subsequently, b= Ax, — 1.

1.2. Organization. The next subsection discusses related work and introduces the relevant it-
erative methods. Section 1.4 derives our formulation of a block RGS method. Section 2 lays out
the main theorem concerning the convergence rate and the expected error bound, followed by
a detailed proof and an analysis of the result. Section 3 analyzes the results of the experiments
comparing RBGS with different sizes of partitions applied to both consistent and inconsistent
systems and synthetic and real data. Section 4 concludes the paper and indicates future direc-
tions of work.

1.3. Related Works.

IThere is nothing preventing the use of complex-valued matrices, we simply use real matrices for simplicity of
presentation.
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1.3.1. The Randomized Gauss-Seidel Method (RGS). Taking A, b as input and beginning from
an arbitrarily chosen xy, the RGS Method, also known as the Randomized Coordinate Descent
Method, repeats the following in each iteration.
First, a column j € {1, ..., n} is selected at random with probability proportional to the square
of its Euclidean norm: )
N U P
Pr(column = j) = ——=. (4)
A2
We then minimize L(x) = %Hb - Axll% (equivalent to minimizing (3)) with respect to the se-
lected coordinate to get
(A7)" (b- Axi-1)
IAT |2
where e(j) is the coordinate vector defined above. The method continues with these updates,
where in each iteration a new column index j is selected at random (typically uniformly at
random, with replacement). This method is described in Algorithm 1 below. Leventhal and
Lewis [LL10] show that this algorithm has an expected linear convergence rate, as given by the
following theorem.

Xpi=Xp1+ e(j) 5)

Algorithm 1 The Randomized Gauss-Seidel (RGS)

1: procedure (A, b, T,h) > m x n matrix A, b € C"", maximum iterations h
2 Initialize xo =0, ro=b— Axyg
3: fort=1,2,..,hdo
4 Choose j uniformly from {1,..., n}.
N (p—
5 Set x,:xt_1+(A)”(Al?—j”/§xt*1)e(j)
6 Update r; = b— Ax;.
7: end for
8 Output x;
9: end procedure

Theorem 1 (from [LL10]). Given any linear system Ax = b, where the matrix A is a non-zero
m x n matrix, define the least-squares residual and the error by

L(x):%nAx—bug and &(x) = L(x) — L(x,),

where x. is a least-squares solution. Then the iterates described by (5) converge linearly in expec-
tation to a least-squares solution for the system: for each iterationt =0,1,...,

2
1-— Umin(

2

I AIZ
where the expectation is taken with respect to the i.i.d. uniform at random selection of the column
indices j.

E[6(x0)] = 6(xs-1),

Notice that when the system Ax = b is consistent, b = Ax, and L(x,) = 0. The above inequal-
ity can be reinterpreted as

E[IlAx, — Ax.ll5] < A=y | Axo — Ax.ll5, (6)

2
0% (A)
where y; = ﬁ“;;‘llz .
F
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1.3.2. The Randomized Kaczmarz Method (RK). The RK method we discuss here was first an-
alyzed in [SV09]. At each iteration, the RK method projects the current estimate orthogonally
onto the solution hyperplane (A;, x) = b;. The algorithm is described as

b, _ A.’
i—« zzxt> A, %
I Aill5

Xt+1 = X¢ +
where A; denotes the ith row of matrix A and each row is selected with probability propor-
tional to its Euclidean norm. When we assume a standardized matrix A, each row is selected
uniformly at random. Vershynin and Strohmer [SV09] proved a linear rate of convergence that
only depends on the scaled condition number of A but not on the number of equations in the
system. Given any initial estimate x,

t
2
X0 — x4 I5.

Ellx; — x5 < [1—

K(A)?

1.3.3. The Block Randomized Kaczmarz with row-paving condition. Elfvingand Eggermont [E1f80]
first proposed a block RK method. The method we consider here first partitions the rows {1, ..., m}
into N blocks, and the partition is denoted 71, ;. At each iteration, a block 7; is uniformly se-
lected at random, and the current estimate is projected orthogonally onto the solution space
Az, x = by;. The algorithm is described as

X141 = Xp+ (Ar) (br, — Ar, %), (8)

where A;; and by, respectively denote the row submatrix and the subvector of b indexed by 7;.
To prove convergence, Needell and Tropp [NT13] utilized a row-paving. A row-paving with
parameters (s, a, B) is defined as a partition P = 7y;, g such that

@ < Amin(A7 A7) and Apax(A; A7) < fforeach T € P

In other words, s determines the size of the partition, and a and S restrict the lower and
upper bound of the singular values of the partitioned submatrices. As a simple but illustrative
example, consider the 40 x 10 matrix that consists of four copies of the identity matrix stacked on
top of each other. Then a row-paving of this matrix with s = 4 might correspond to the partition
71 =11,...10}, 75 = {11,...20}, T3 = {21,...30}, and 74 = {31,...40}. Then since each block in the
partition consists of a single copy of the 10 x 10 identity matrix, the singular values of each block
are all 1. Thus we have a = =1 in this case.

Now consider the least-squares problem (3) when a row-paving P = (s, &, B) is applied to ma-
trix A with full column rank. We have the expected error bound

2 t 2
o . (A) 7l
1- 22— [lxo - x. ||§+E2—2,
pm Ohin(A)
where x, and r, are defined in Section 1.1.
[NT13] also cites [Ver06] and [Tro09] to demonstrate that every standardized matrix has a
good row-paving.

2
Ellx; — x5 =

1.4. The Randomized Block Gauss-Seidel (RBGS).
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1.4.1. Deriving the Algorithm. Our goal here is to utilize a paving in order to analyze a block
variant of RGS. However, contrary to RK, which projects the current state onto a row plane or
space, RGS selects one coordinate (one column) at each iteration. As a result, we partition the
columns, not the rows, for RGS. At each iteration, the objective L(x) = %II b— AxII% will be min-
imized with respect to all the coordinates represented in the selected partition, thereby mini-
mizing through multiple directions at the same time.

Given the system (2) and ablock 7 € P = 1y, g, we want to minimize L(x;4+1) = %H b—Ax; 1 ||§
given x; and the residual vector r; = b — Ax;. Inspired by the classical RGS method, we presup-

pose
T

Xer1=Xe+ ) Qgeg, 9)
k=1

where T is the number of coordinates included in the selected T. We write the set T = {c1, ¢, ..., T},
where c; is a column index for the subset. The set {ej,es,...,er} is one-to-one with the set
7, where Vi € {1,2,..., T}, e; is the ¢;th coordinate basis column vector (e; = e.;). The set
{ay,...,at} is the set of constants which minimizes L(x;+1) given x;.

To find {a1, ..., @}, we want to minimize L(x;+1) = 311b — Axz4113,

2

m T
and minal,“”aTL(le) = minal,...,aT E ;(Aiy X+ kz:l aer) — bi . (10)
1= =

Taking the derivative of L(x;+;) with respect to a, and setting it to zero, we find that

T
0=l A0y, +(r, A% = Y ap(AF, A%).
k#u

To solve (10), we now have to solve the system of equations

T .
VYue{l,.,T}, > a;i(A% A" =(r, A"). (11)
i=1
With some close observation, the above system is actually equivalent to

AT Ara” = (rf AT, (12)
where a denotes the vector (ay,...,ar), and A; recall denotes the column submatrix of A in-
dexed by 7. We can solve (12) and get

a’ = (A:AT)_I(r;‘AT)* = (A:AT)_IA;‘rt:AIr[. (13)

Next, to fully determine a block Gauss-Seidel algorithm, we must decide on what blocks of

indices are acceptable. We propose a selection method by two design decisions. First, inspired

by [NT13], we define a column-paving of A as row-paving of A". We again define the row-paving
of AT with (s, a, p) as a partition P=1y;, 5 on A" such that

a < Amin(AT A7) =02 (AT) and 02 (A) = Amax (AT AT*) < Bforeach T € P, (14)

min
where s is called the size of the partition, and @ and  determine the lower and upper bound.
Notice that @ = 0 unless AI is a “fat" submatrix which has more columns than rows. The row
paving guarantees that each block is well-conditioned, so that when we project onto that block’s
solution space, we make substantial progress toward the solution of the overall system. Indeed,
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in the proof of our main result we will see that these bounds on the singular values are crucial
in order to bound the improvement in the solution error.

Secondly, at each iteration, independent of all previous choices, we select a block 7 uniformly
at random from the partition P. These two decisions lead to Algorithm 2 described below. Sim-
ilar to the RGS method (Algorithm 1), the RBGS Method iteratively improves the approximation
by adjusting the value of multiple coordinates (adding the vector a to the current estimate),
which finally converges to the least-squares solution x..

Algorithm 2 The Randomized Block Gauss-Seidel (RBGS)

1: procedure (A, b, T,h) > m x nmatrix A, be C™, T = 2 the number of coordinates in each

block 7, maximum iterations / )
Initialize xy =0, ro = b— Axy
fort=1,2,..,hdo
Choose 7 uniformly from partition P = 7y, g, assume 7 = {cy, ..., CT}.
Create a block of A, A; containing columns of A indexed by 7.
Generate E, an n x T matrix. Vi € {1,..., T}, the ith column of E, E’, has all zeros with
a 1 in the c;th position, where c; is the ith entry in the selected 1 as indicated above.
Set x;=x;-1 + EAI re—1
Update r; = b— Ax;.
9: end for
10: Output x;
11: end procedure

@ 9w w

2. ANALYSIS OF THE RANDOMIZED BLOCK GAUSS-SEIDEL METHOD

This section states our main result, which gives linear convergence for the RBGS Method
described in Algorithm 1. The proof itself is inspired by [NT13] on the linear convergence of the
block RK method and by [MNR15] on the linear convergence of the RGS method.

2.1. Main result.

Theorem 2. Given a standardized real m x n matrix A and an m x 1 vector b, let P be a column
partition (s, «, §) as defined in (14). Consider the least-squares problem

minimize | Ax — bl|5.

Let x.. be the unique minimizer, and define the residual r. := Ax. — b. For any initial estimate
Xo, the Randomized Block Gauss-Seidel Method (RBGS) described in Algorithm 1 produces a se-
quence {x; : t = 0} of iterates that satisfies:

Ellx, — x5 < 5 (A)y 100 — 2. 15, (15)
ao? . (4) . .
wherey =1 — —22— and x (A) is the condition number.
Before we prove the main result, we prove three lemmas.

Lemma 1. A(x;—x;—1) and A(x;— x.) areorthogonal.
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Proof:
According to the update rule in Algorithm 1,

Xt = X¢— 1+EA Ti—1

where E is a n x T matrix. In addition, Vi € {1,2, ..., T}, the ith column of E has all zeros with a 1

in the c;th position when 7 = {c,...cr}and T = Z.

Multiplying both sides of the above equation with A, we get

Ax;—x;1) = AEATr, 1= A, Alr, .
Now note that classical analyses (e.g. [MNR15]) observe that when only selecting one column
j atatime, A(x; — x;_1) is parallel to A’. Since Vj € 1, A(x; — x;_1) is parallel to A/, A(x;— x¢-1)
is “parallel” to the column space of A;.
AL(xy)

By the way we derive our algorithm in (10), Vu € 1, BA = 0. Since u is chosen arbitrarily,

aL(x’) =0, so A(x;—x.) is orthogonal to the column space of A;. Then A(x;— x;_;) is orthogonal

to A(xt Xi).

[ ]
2
Lemma 2. For any vector u, [EIIATAIuH% > L|| u||2
Proof: First, we have
1
EllA;v))5 = Z 1Az )5 = —||Av||2 > g% (A5
TEP S
Now take v = Al u. Then
1
EllA; AT ul? = Eafnm(A)[EllAIullﬁ
Lo2 (AE Al > A
_S 0 in(4) [Umm( )Ilullgl — mln( )llu”g
[ ]

Lemma 3. We have AJTr r. =0.

Proof: Recall that the residual error r, = Ax, — b is orthogonal to every column of A. V column
Alin A, (A, 1) =0,80 Afry =0.
Then
Alr, =(A*A) AN, =00

The proof for the main result follows directly from the above three lemmas.
Proof (of Theorem 2):
According to Lemma 1,

2 2 2
|Ax; — Axlls = |AX—1 — AXs |5 — | AXr — AX1 5.

At each iteration, the expected value is taken conditional on the first £ — 1 iterations, so we have

Ell Axe = Axcll3 = 1 Axe—1 = Axoll3 ~El Axe = Axe-1 - (16)
By the definition of the algorithm estimate,

xi =% 1 +EATr = x, 1 + EAY(b— Ax;_1) = x,_1 + EAL(AX. — 1e — AXy1),
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where the third equation is based upon Definition 1.
We then apply Lemma 3 to get that

Alxy—x1) = Ar AT (Ax, — Ax; 1 — 1)
= A AL (Ax, — Axi ) - A Al
= A, Al (Ax, — Ax;_1),
and
E(IACe; = xe-D115) = E(l Ar A (Ax. = Axi-1)l3 (17)
If we combine (16) and (17), we have
Ell Ax; — Ax. I3 = [ Ax;-1 — Ax. 13~ E (11 47 Al (Ax. — Ax, 1)13). (18)
Now according to Lemma 2, plug in u = Ax, — Ax;_; to the inequality, we have

2
aoc< . (A)
Ell Ar AT (Ax, = Axp1) 3 = — 22— [l Ax, = Ax 3. (19)

Now plugin (19) to (18), we have

2
ao” . (A)
Ell Ax; — Ax. 15 < | Axy—y — Ax. |15 - — =l Ax, - Axiy 15

[ a0?u(A)
=] —mm -

2
s |Axs — Axp-1ll5.

Finally, notice that
e = xoll3 = 1AT AGe, = x)15 < IATIZ N AGe, — x)113.
Then,
Ellx — .15 < ENATIZ N AGe, — )15 < IATIPEN Ax — Ax, 113

2
ao?..
< 02 (AN | 1= —2 A2 o, — X 13
2 Ty 2 aafnin 2
02 (A ao? . (A) ,
== - X — X115
Umin(A)
2
aoc<.. (A)
=x%(A) |1 - —2 | flx, — X0 115,

where x (A) is the condition number of A.

2
. . . (A
By iterating the above result and takingy =1 — ‘w%“(), we have

2 2 t 2
Ellxy — x«ll5 = x“(A)y | x4 — x0ll5,

and we have proved our main result.
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2.2. Interpreting the Result. First, we compare RBGS Method with the block RK Method. When
k(A) is a constant, the convergence rate of RBGS only depends on the size and lower bound of
the partition. At the same time, even when the system is inconsistent, there is no “conver-
gence horizon” in the result; RBGS will always converge to the solution to the least-squares
problem of the system (3). On the other hand, the block RK Method will experience a conver-
gence horizon. This is intuitive by the geometry of the RK approaches, which projects iterates
onto hyperplanes, never allowing the method to converge to a least-squares solution [Neel0O]
(note however, that properly chosen step sizes or residual projections can alleviate this issue
[CEG83, HN90, Tan71, WM67, Pop98, ZF13]). When restricting the partition, we want a small
s and a large a for a fast convergence rate. In addition, regardless of the characteristics of the
partition, RBGS performs especially well when the condition number of A is relatively small.

Second, we compare Theorem 2 with the results of classical RGS, Theorem 1. To better com-
pare Theorem 1 with the main result from Theorem 2, we may obtain a corollary from Theorem
2 when s = n.

Corollary 1. Given a standardized real m x n matrix A and an m x 1 vector b. Let P be a column
partition of size n, in other words every A; only contains a column of A. Consider the least-
squares problem:

minimize | Ax — bl|5.
Let x.. be the unique minimizer. Let L(x) and 6 (x) be as defined in Theorem 1. Let « be the lower
bound of the partition P defined in (14). For any initial estimate x,, the RBGS Method described
in Algorithm 1 produces a sequence {x; : t = 0} of iterates that satisfies

El Ax,— Ax.l5 < (1 —y2) | Axs—1 — Axll5 (20)

2
aos . (A)
wherey, = —&—.

Let psimple and pplock denote the convergence rate of the simple RGS and RBGS respectively.

Then we have psimple = Y1 and pplock = Y2. Notice that when A is standardized, IIAII% = n and
X 2 (A 2 (A
a = f =1, so that in Corollary 1, y, = U““,“l( L= JE‘”{Z ) - Y1- In other words, when every subset
F
partitioned in RBGS only contains one column, its convergence rate is the same as the conver-
gence rate of the simple RGS, as expected.

Beyond the basic case, RBGS may significantly improve the convergence rate. When we have
a‘,afnin (A)

partition P = (s, a, ), Pblock = . To achieve the same reduction in error, the simple RGS
method requires a factor “* more iterations than the RBGS method. Ideally, for better improve-
ment, ”—S“ should be as large as possible. In other words, each block A; should contain as many
columns as possible to make s small, while maintaining a great lower bound for the singular
values in A;. However, the most arithmetically expensive step in Algorithm 2 is computing
Ai, and containing as much columns as possible in A; might significantly lower the computa-
tional speed. There should be a balance between fast convergence rate and fastimplementation
speed. See [NT13] for further discussion of this trade-off and for examples of matrices with fast
computations.

As the block method might involves more arithmetic than the simple method, it is more fair
for RGS to compare the convergence rate per epoch, which is the minimum number of itera-
tions the algorithm takes to hit each column of A once. For RGS, an epoch consists of n iter-
ations. For RBGS, an epoch consists of s iterations, where s denotes the size of the partition.
Under this new setting, both RGS and RBGS require similar amount of arithmetic in one epoch,
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so we now consider the per epoch convergence rate. The new convergence rates of RGS and
RBGS become np;impie and sppiock, and we have

2 2
NPsimple < O pin(A), SPblock < @0, , (A).
We see that, in theory, the per-epoch convergence of RBGS is worse, and the disadvantage
decreases with the lower bound « on the paving.

3. EXPERIMENTS

To test our algorithm, we used MATLAB random matrices as well as real data to test the con-
vergence of the RBGS method applied to overdetermined systems of equations.

In the first experiment, we wanted to see how the size of the partition influenced the con-
vergence rate for both consistent and inconsistent systems. To test the consistent system, we
created a 120 x 1 vector x, where each entry was selected independently from a standard nor-
mal distribution, and we set b = Ax.. A was a random 300 x 120 standardized matrix A, with
each entry of A selected independently from a normal distribution and then standardized. The
number 120 is selected so that it could divide 1,2,3 and 4. Notice that since x. is the solution to
the system Ax = b, it is also the least-squares solution to the problem (3). To test the inconsis-
tent system, we created a 300 x 1 vector b where each entry was selected independently from a
standard normal distribution, and we set x. = A'b, so that x, is the least-squares solution to the
problem (3). In the experiment, we took s = 120,60,40, 30. After we had A, x., band T as inputs
for our experiment, we randomly selected T columns from the matrix A to form a submatrix
A;. We updated iterate {x; : f = 0} using Algorithm 2, and we stopped after 1000 iterations. For
both consistent and inconsistent systems, at each iteration, we recorded the error || x; — x.||2.
We then repeated the procedure 50 times and took the average of all the errors.

10%¢

6
EPOCH

FIGURE 1. (RBGS method applied to consistent vs inconsistent matrix) The ran-
dom matrix A is 300 x 120. The error ||x; — x. |2 is plotted against epochs for vari-
ous values of partition size s. Left: consistent system Ax = b. Right: inconsistent
system Ax=b+r.

The left panel in Figure 1 demonstrates convergence for the RBGS method when s = 120,
60, 40, 30 was applied to the consistent system, and the right panel demonstrates convergence
when s = 120,60, 40,30 was applied to the inconsistent system. In both panels, the error was
plotted against the number of epochs. The case s = n = 120 is used as RGS so that we can
better observe RBGS’s improvement on the convergence rate. In the figure, it is clear that as
s decreases, the convergence rates didn’'t change significantly. In other words, RGS and RBGS
show a similar rate of convergence, which is coherent with our discussion in section 2.2.
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In the second experiment, we wanted to see how the size of the partition could change the
operation time for both consistent and inconsistent systems. We created A, x. and b the same
way as in the first experiment but change the size of A to 300 x 100 and the size of x and b
accordingly. In addition, for more noticeable differences in the implementation speed, we used
a different variation of s, s = 100, 20, 10, 13—0. We used the same update rule, and we stopped after
1000 iterations, recording the CPU time for each. We then repeated the procedure 50 times and
took the average of both the error vectors and the time vectors to eliminate discrepancies.

—s=100

= 's=20
s=10

=—=s=10/3

cpu time
N w
oF———7F—

500
iteration

400

L
600

—s=100

= s=20
s=10

—=5=10/3

-—— -
o wm = wm

L L
400 500 600

iteration

FIGURE 2. (RBGS method applied to consistent vs inconsistent matrix) The ma-
trix A is 300 x 100 Gaussian. The error | x; — x. |2 is plotted against CPU time in
seconds. for various values of partition size s. Left: consistent system Ax = b.
Right: inconsistent system Ax=b+r.

Figure 2 shows the CPU time per iteration of the RBGS method for various block sizes. These
plots confirm that larger block sizes require more computation per iteration, as expected. One
may then question if there is a gain in convergence speed using larger blocks. Fortunately, due
to fast matrix multiplies, the increase in computation cost per iteration is overcome by the in-
crease in convergence rate of the entire method, as we see in the next experiment.

CPU time

0.2

—s=50

- 's=100

= s=100

‘—S=50
s=100/3
|—-s=25

0.25

CPU time

FIGURE 3. (RBGS method applied to consistent vs inconsistent matrix) The ma-
trix A is 300 x 100 Gaussian. The error [ x; — x«||2 is plotted against CPU time in
seconds for various values of partition size s. Left: consistent system Ax = b.
Right: inconsistent system Ax=b+r.

Figure 3 demonstrates the error as a function of total CPU time when RBGS was applied to a
consistent and inconsistent matrix. Since no claim is made about the linear rate of convergence
against the operation time, the graphs are displayed in linear rather than logarithmic scale. We
see that larger blocks do indeed correspond to lower overall runtime, motivating the use of the
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block method. This observation, although not guaranteed mathematically, is consistent with
empirical evidence for other types of block methods (discussed above).

Finally, we tested the usefulness of the RBGS algorithm with real data on wine quality and
bike rental data. Both data sets are obtained from the UCI Machine Learning Repository [Lic13].
The wine data set is a sample of m = 1599 red wines with n = 11 physio-chemical properties of
each wine, which gives us an m x n matrix A. The entries correspond to the amount of each
physio-chemical present in the Portuguese "Vinho Verde" wine. The bike data contains hourly
counts of rental bikes in a bike share system. There are m = 17379 samples and n =9 attributes,
including weather and seasonal data.

In each data source, the matrix A and the target vector b are given, and we want to find the so-
lutions to the system (3). As the size of A varies in each data set, we used partitions whose blocks
A; contain a fixed T columns. Due to the capacity of the computers used in the experiments, T
was set for 1,2,4 and 10, where T =1 is the same as simple RGS. We updated iterate {x; : t = 0}
using Algorithm 2, and we stopped after 1000 iterations. Without ground truth, we recorded the
errors || Ax; — bll,. We then repeated the procedure for 50 times and took the average of all the
€errors.
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FIGURE 4. (RBGS method applied to real data) The approximation error || Ax; —
bllg is plotted against the number of iterations. Convergence for block sizes T =
1,2,4,10 are displayed. Left: approximation error as a function of the number
of iterations for the bike data. Right: approximation error as a function of the
number of iterations for the wine data.

The left panel in Figure 4 demonstrates convergence for the RBGS method when 7' =1,2,4,10
was applied to the bike problem, and the right panel demonstrates convergence when T =
1,2,4,10 was applied to the wine problem. In both panels, the error was plotted against the
number of iterations. The case T = 1 is used as a basic case so that we can better observe RBGS’s
improvement on the convergence rate. In Figure 4, it is clear that as T increases (s decreases),
the convergence rates become significantly faster for both real problems, although the linear
convergence is less consistent compared to the computer generated systems.

4. FUTURE DIRECTIONS

There are still many interesting open questions associated with Algorithm 2 that were not
fully addressed in this paper. Firstly, in Algorithm 2, when the columns are already paved, each
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block A; is selected uniformly for each iteration because we standardized the matrix A. For
non-standardized matrices, there exist many other ways to select the blocks that may improve
the rate of convergence and even reduce the dependence on characteristics of A (e.g.afnm(A)).
In addition, when choosing A, it is highly possible that selecting with versus without replace-
ment might affect the convergence rate. In the experiments and convergence analysis, the
blocks are all chosen with replacement until every block has been used atleast once. However, it
has been well observed that selecting without replacement often yields improved performance
[RR12].

Secondly, in the experiments described in Section 3, the columns are paved using a simple
random partition described and discussed by Needell and Tropp [NT13]:

Definition 2. (Random Partition) Suppose that & is a permutation on {1,2,...,,n}, chosen uni-
formly at random. In each iteration, define the set

Ti={mk):k=1G-Dn/m]+1,i—-1D)n/m]+2,..lin/ml}.

It is clear that T = 714,...,7,, is a partition of {1,...,n} into m blocks of approximately equal
sizes. In the experiments, we used the identical permutation 7 (i) = i for all the iterations after
the blocks are exhausted for the first round. It is possible that if we chose a different permuta-
tion for each round while retaining the same partition characteristics (s, a, f), the convergence
rate could be improved.

Thirdly, recall that in our main result, to get greater convergence rate, the size of the partition
should be as small as possible. In fact, in the optimally ideal case, we want to take the pseudo-
inverse of A to get the least-squares solution in one single step. However, for a large system,
it will be computationally impossible to invert the entire matrix and we have to take one or
several columns at a time, which inspires the idea of RGS and RBGS. Similarly, when s is too
small, it will be computationally expensive to take the pseudo-inverse of A;. Although we want
to achieve the desired error bound in the least iterations and the least operation time, the two
things cannot be achieved at the same time. Depending on the operational performance of the
devices used to implement the algorithm, the size s should be adjusted accordingly to achieve
a balance in both factors.
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